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ABSTRACT

While progress has been made in the treatment of turbulence below, within, and above canopy in land models, not much attention has been paid to the convergence of canopy roughness length and displacement height to bare soil values as the above-ground biomass, or the sum of leaf and stem area indices, becomes zero. Preliminary formulations have been developed to ensure this convergence for the Community Land Model version 3 (CLM3) and are found to significantly improve the wintertime simulation of sensible heat flux (SH) compared with observational data over the Cabauw site in the Netherlands. The simulation of latent heat flux (LH) is also moderately improved. For global offline CLM3 simulations, the new formulations change SH by more than 5 W m\(^{-2}\) over many regions, while the change of LH is less than 1 W m\(^{-2}\) over most of the regions.

1. Introduction

Vegetation can be characterized by its type, horizontal coverage, and vertical distribution. While vegetation types are considered by almost all land models, the treatment of vegetation horizontal coverage and vertical thickness is quite different in different land models. For instance, an annually maximum fractional vegetation cover (FVC) along with seasonally variable leaf area index (LAI) is used in the Community Land Model version 3 (CLM3; Oleson et al. 2004), while seasonally variable green vegetation fraction (GVF) along with a constant LAI is used in the Noah land surface model (Mitchell et al. 2004). Furthermore, in land models with prescribed FVC (e.g., CLM3), bare soil and vegetated area are treated separately. As the above-ground biomass approaches zero over vegetated area (e.g., after crop harvest), this area effectively becomes bare soil. In practice, however, this convergence has not received much attention until very recently. In the earlier version of CLM, the convergence of the under-canopy turbulent exchange coefficient \(C_s\) was not considered, which led to excessive warm bias of around 10 K in monthly mean ground temperature over semiarid regions (Bonan et al. 2002). This bias can be reduced by the use of more appropriate FVC data (Barlage and Zeng 2004). To substantially reduce this bias, it is necessary to consider the convergence of \(C_s\) to the bare soil formulation as above-ground biomass, or the sum of leaf and stem area indexes \((L_t)\), goes to zero (Zeng et al. 2005). Furthermore, Zeng et al. (2005) showed that the within-canopy turbulent exchange coefficient does correctly converge to zero in the CLM as \(L_t\) becomes zero.

However, the above-canopy turbulent exchange coefficient was not addressed in the above study. Specifically, vegetation roughness \(z_{oc}\) and zero-plane displacement height \(d\) are still specified as a function of canopy height only, which is constant for each vegetation type in the CLM3. In the Noah land surface model with seasonally variable GVF, \(z_{oc}\) and \(d\) are also specified as a function of vegetation type, independent of GVF. While \(z_{oc}\) and \(d\) are computed through revision of the
more complicated first-order closure model in the Simple Biosphere model (SiB; Sellers et al. 1996), their convergence to bare soil values were not considered either. Therefore the questions are, How do we develop formulations of \( z_{oc} \) and \( d \) that would converge to bare soil values as the above-ground biomass goes to zero, and how sensitive are model results to these changes?

The purpose of this paper is to preliminarily address the above questions using CLM3. Section 2 presents our formulations for the computation of \( z_{oc} \) and \( d \), while section 3 discusses the impact of these formulations on land surface energy and water exchanges. Conclusions are given in section 4.

2. New formulations for \( z_{oc} \) and \( d \)

The ratios of \( d/h \) and \( z_{oc}/h \) (with \( h \) being the canopy height) are taken as constant for each vegetation type, corresponding to their values for thick canopies (e.g., in CLM3 and Noah). In reality, both vary with the sum of leaf and stem area indices \( L_i \) (Lindroth 1993; Shaw and Pereira 1982; Sellers et al. 1996) and frontal area index (Raupach 1994), which is related to fractional vegetation cover (Zeng et al. 2000) and the ratio of canopy thickness versus width (Schaudt and Dickinson 2000). These factors usually could change \( d/h \) and \( z_{oc}/h \) by up to 50% from their average values. As canopy disappears (i.e., as \( L_i \to 0 \)), \( z_{oc} \) and \( d \) should approach their bare soil values, which are much smaller than the canopy height \( h \), so that \( d/h \) and \( z_{oc}/h \) become very small. For instance, after removing crops, it is not reasonable any more to still use the crop \( z_{oc} \) and \( d \) as in CLM3 and Noah. Similarly, as green leaves drop in winter for deciduous forests, it is not reasonable to still use the same \( z_{oc} \) and \( d \) for thick canopy. Therefore, effective \( d \) and \( z_{oc} \) need to be computed as weighted averages of full canopy and bare soil values.

The computation of effective \( d \) is straightforward:

\[
d_{e} = V d + (1 - V)d_{g},
\]

where the displacement height for bare soil \( d_{g} = 0 \), and the fractional weight \( V \) is

\[
V = \frac{1 - \exp[-\beta \min(L_i, L_{cr})]}{1 - \exp(-\beta L_{cr})},
\]

where \( \beta = 1 \) as in Zeng et al. (2005), and \( L_{cr} \) is a critical value above which \( V \) does not change much. It will be further discussed later.

The computation of effective \( z_{oc} \) is more complicated. If we take \( V \) from (2) as the effective vegetation fraction (e.g., as assumed in Levis et al. 2004), three different variables related to \( z_{oc} \) can be used for the area-weighted averaging (Garratt 1992): drag coefficient at a given height (also used in Dickinson et al. 1993), drag coefficient at the blending height, and low-level wind profile. Considering all the uncertainties, the simplest (i.e., the last) approach among the above three is used:

\[
\ln(z_{oc,e}) = V \ln(z_{oc}) + (1 - V) \ln(z_{og}),
\]

where \( z_{og} \) is the ground (i.e., soil or snow) roughness length. The vegetation \( z_{oc} \) and \( d \) are computed as in individual land models.

As mentioned earlier, the variations of \( z_{oc} \) and \( d \) for not-too-small \( L_i \) are much smaller than their differences from bare soil values. In particular, \( z_{oc}/h \) is not monotonic with \( L_i \); rather, it reaches its peak for an intermediate \( L_i \) (e.g., Sellers et al. 1989; Jasinski and Crago 1999). Therefore, \( L_{cr} \) in (2) is taken as 2 so that \( V = 1 \) and \( z_{oc,e} = z_{oc} \) for \( L_i \geq 2 \). Sensitivity of the results to the parameters \( \beta \) and \( L_{cr} \) will be addressed later.

3. Preliminary evaluations

The impact of our new formulations on the offline CLM3 modeling is reported here, while their effect on other land models (e.g., Noah) and land-atmosphere coupled modeling will be addressed in the future.

a. Idealized tests

The canopy height \( h \) is prescribed for each vegetation type in CLM3, and \( z_{oc} \) and \( d \) are then taken as specified fractions of \( h \). Figure 1 plots the effective roughness length \( z_{oc,e} \) from (3). While \( \ln \left( \frac{z_{oc,e}}{z_{og}} \right) \) varies from 0 to 1.8 for short vegetation (i.e., shrub, grass, and crop), it can be as large as 4.3 to 5.6 for different trees. Furthermore, the variation of \( \ln \left( \frac{z_{oc,e}}{z_{og}} \right) \) is larger for \( L_i = 0 \) to 1 than for \( L_i = 1 \) to 2.

While the improved undercanopy turbulent exchange coefficient in Zeng et al. (2005) has removed the substantial and unrealistic increase of ground temperature \( (T_g) \) when the sum of leaf and stem area indices \( (L_i) \) increases from 0 to 1 in the earlier version of CLM (figure not shown here), the small decrease of \( T_g \) as \( L_i \) increases from 0 to 0.1 and the subsequent small increase of \( T_g \) as \( L_i \) further increases from 0.1 to 1 (Fig. 2, solid line) are still not desirable. Note that the surface is taken as bare soil (i.e., set \( L_i = 0 \)) in CLM3 when \( L_i < 0.05 \) for numerical reasons (Oleson et al. 2004). Therefore, the \( T_g \) difference (of 1.4 K between \( L_i = 0.049 \) and 0.051) is almost the same as that between \( L_i = 0 \) and 0.1 in Fig. 2, and is not realistic, because modeling results using \( L_i = 0.049 \) versus 0.051 (which are essentially the same in practice) with the same un-
derlying soil should be nearly the same. Using similar atmospheric forcing data as those in Fig. 2 of Zeng et al. (2005), Fig. 2 shows that, with the implementation of (1)–(3), the variation of \( T_g \) for \( L_t / H_{11005} \) from 0 to 1 becomes much smoother in CLM3. In particular, the \( T_g \) difference between \( L_t / H_{11005} \) 0.049 and 0.0.51 becomes much more realistic (\( -0.04 \) K). Based on the \( t \) test [i.e., Eq. (5.8) of Wilks (1995)], the mean difference of daily \( T_g \) between the standard CLM3 and the CLM3 with (1)–(3) is statistically significant at the 95% level for \( L_t \) 0.1–0.5 in Fig. 2.

Equations (1)–(3) contain two parameters (\( \beta \) and \( L_{cr} \)), and the atmospheric forcing data used in Fig. 2 have also been used to evaluate the sensitivity of the \( T_g \) difference between \( L_t = 0.1 \) and \( L_t = 0 \) to these parameters. For \( \beta = 0.5, 1, \) and 1.5, the \( T_g \) difference is \(-0.8, 0.04, \) and \( 0.51 \) K, respectively, suggesting that \( \beta = 0.5 \) might be too small and \( \beta = 1 \) to 1.5 is more appropriate. For \( L_{cr} = 1, 1.5, 2, \) and 2.5, the \( T_g \) differences are all within 0.06 K and hence are insensitive to the exact value of \( L_{cr} \). These discussions suggest that it is probably reasonable to use \( L_{cr} = 2 \) and \( \beta = 1 \) in (1)–(3). Similar to Zeng et al. (2005), we have also tested other functional forms of \( V \) and found that results are overall insensitive to the functional form of \( V \) as long as it ensures the convergence of \( V \) to zero at \( L_t = 0 \) and to unity at \( L_t \approx L_{cr} \).

b. Single-point CLM3 tests

Based on Fig. 1, (1)–(3) are expected to be most important over deciduous forests in winter when \( L_t \) becomes small. For a simple test, a T42 (or \( 2.8^\circ \times 2.8^\circ \)) CLM3 grid with a subgrid tile of temperate broadleaf deciduous trees (BDT) was selected. The National Centers for Environmental Prediction–National Center for Atmospheric Research (NCEP–NCAR) reanalysis was used as the atmospheric forcing data, and CLM3 was run offline over the BDT tile for 20 yr by cycling the reanalysis data for the year 1998. While \( L_t \) is as large as 7.4 in June, it decreases to 0.4 in February (Fig. 3a). In the standard CLM3, January net radiative flux (\( R_n \)) of \( 0.7 \) W m\(^{-2} \) is partitioned into soil heat flux (\( G \)) of \( 3.3 \) W m\(^{-2} \) and latent (\( L H \)) and sensible (\( S H \)) heat fluxes of 16.7 and \(-12.7 \) W m\(^{-2} \) respectively (Figs. 3c,d). With the use of (1)–(3), January \( R_n \) and \( G \) change by less than 3 W m\(^{-2} \), but the partitioning between LH (\( 5.4 \) W m\(^{-2} \)) and SH (\( -0.3 \) W m\(^{-2} \)) is significantly changed. Associated with this change in partitioning, January ground temperature is also changed by 0.6 K (Fig. 3b). Figure 3 also shows that, in months with \( L_t \approx 2 \) (May–October), results from both simulations are very similar, and the small differences are caused by different soil moisture conditions in the earlier months. For instance, on 1 April, the volumetric soil moistures in the top three layers differ by 0.05, 0.01, and 0.01, respectively, between the two simulations.
To further evaluate and validate our new formulations, observational data over the Cabauw site (51.97°N, 4.93°E) in the Netherlands (Beljaars and Bosveld 1997) are used. The site consists mainly of short grass divided by narrow ditches. There is no obstacle or perturbation of any importance within a distance of about 200 m, but some scattered trees and houses can be found for most of the wind directions 200 m away. The Cabauw dataset includes 30-min-averaged wind, temperature, and humidity at 20-m height, downward shortwave and longwave radiation, and precipitation for the year 1987. Surface flux data are also available for verifications.

Beljaars and Bosveld (1997) suggested that precipitation is possibly underestimated by 2%–11% depending on wind due to measurement errors. Because surface latent and sensible heat fluxes are not measured directly (but are derived from net radiation, ground heat flux, and profiles of temperature and humidity), Beljaars and Bosveld (1997) subjectively estimated that the range of uncertainty on monthly averages is probably 5 W m⁻² for sensible heat flux, 10 W m⁻² for latent heat flux and net radiation, and 1 W m⁻² for ground heat flux.

The CLM3 default parameters for vegetation and soil are used in both simulations. As suggested by Chen et al. (1997), initial conditions are taken as those values that force surface water and energy fluxes to reach equilibrium state in three years by cycling the atmospheric forcing data for the year 1987. Figure 4 shows that the simulated SH using (1)–(3) agree with observations very well in winter months (Fig. 4d) when \( L_t \) is close to zero (Fig. 4a), while the standard CLM3 overestimates the downward SH in winter, similar to results in Fig. 3d. Our new formulations also moderately improve the simulation of LH in winter months (Fig. 4c). In summer when \( L_t \) is greater than 2, results from both simulations are nearly the same. The ground temperature changes little between the two simulations (Fig. 4b).

The overestimate of SH and underestimate of LH in summer months in both simulations in Fig. 4 are partially caused by the use of model default parameters. For instance, if the prescribed leaf area index for C3 grass and no base flow, as suggested in Chen et al. (1997), are used (denoted as CON1), the averaged LH for April–August 1987 would be increased from 59.4 W m⁻² in the original control simulation (denoted as CON) in Fig. 4 to 68.3 W m⁻², which would be in good agreement with the observed 70.9 W m⁻². Similarly, the averaged SH would be reduced from 27.0 W m⁻² in CON to 19.6 W m⁻² in CON1, which would be closer to, but still greater than, the observed 10.4 W m⁻². Note that for winter months (January, February, November, and December), (1)–(3) show the positive impact (i.e., increasing SH and decreasing LH) in both CON and CON1.

Recognizing that the SH and LH values from 1987 at Cabauw were not measured directly (Beljaars and Bosveld 1997), we have also analyzed the SH and LH data.
(with data gaps unfilled) from direct eddy-correlation measurements at Cabauw for the periods of July–September 2001 and October 2002–December 2004 (available online at http://data.eol.ucar.edu/codiac/dss/id/76.117). The averaged LH for April–August during these periods is 70.1 W m$^{-2}$, which is very close to the observed value in 1987. The averaged SH is 16.0 W m$^{-2}$, which is higher than the observed value (10.4 W m$^{-2}$) in 1987, and is relatively close to the simulated value (19.6 W m$^{-2}$) in CON1.

Figure 5 further compares the daily averaged results from both simulations with observations in January. The simulated SH values based on the new formulations are in much better agreement with the observations (Fig. 5b), while the improvement of the simulated LH values is more moderate (Fig. 5a). It is unclear if the observed LH values for some days in Fig. 5a (e.g., when LH is less than 0 W m$^{-2}$) are realistic. In fact, the eddy-correlation measurements (mentioned above) did not show any daily LH values less than 0 W m$^{-2}$ for January 2003 and 2004. These results are also further confirmed by simple statistics of daily values for winter months (January, February, November, and December): the mean and standard deviation of the daily SH differences between simulated and observed values are reduced (in magnitude) from −5.5 W m$^{-2}$ (which is statistically significant at the 95% level) and 13.1 W m$^{-2}$ for the standard CLM3 to −1.8 W m$^{-2}$ (statistically not significant) and 8.6 W m$^{-2}$ using the new formulations.

c. Global offline CLM3 tests

First, global offline CLM3 simulations were done for 10 yr, as a spinup, by cycling the NCEP–NCAR reanalysis atmospheric forcing data for the year 1998. Then two sets of simulations were done for additional 10 yr using the standard CLM3 and CLM3 with (1)–(3). Results averaged over these 10 yr are discussed below.

Figure 6 shows that the LH differences using the new and standard formulations are within 1 W m$^{-2}$ over most of the regions in both winter and summer (Figs. 6a,b). In contrast, the SH differences are more than 5 W m$^{-2}$ in magnitude over many regions (Figs. 6c,d). The reduction of SH over global semiarid regions is mainly caused by the reduction of $z_{os}$ and $d$ associated with large fractional vegetation coverages along with small...
LAI values as assumed in CLM3 (Barlage and Zeng 2004). For instance, over part of Australia where the average $L_a$ is less than 1, the new formulations reduce SH by 7 W m$^{-2}$ (Fig. 7b) and increase $T_g$ by 1 K in January (or austral summer; Fig. 7c), which is similar to that in Fig. 2 for small $L_a$ values.

Over the eastern United States and part of western Europe, (1)–(3) reduce the winter LH by 5 W m$^{-2}$ or

---

**Fig. 5.** Daily averaged (a) LH and (b) SH in January 1987 simulated by the standard CLM3 (solid lines) and CLM3 with (1)–(3) (dashed lines) and from observations (stars) over the Cabauw site.

**Fig. 6.** Ten-year-averaged differences between CLM3 with (1)–(3) and the standard CLM3 global offline simulations: (a) winter (December–February) LH differences, (b) summer (June–August) LH differences, (c) winter SH differences, and (d) summer SH differences.
more (Fig. 6a) and increase SH by a similar amount (Fig. 6c), consistent with Figs. 3 and 4. The decrease of winter $T_g$ in Fig. 7c is also consistent with that in Fig. 3b.

Over part of India representing cropland with the average $L_r$ less than 1 from April to July, (1)–(3) reduce SH by 10 W m$^{-2}$ (Fig. 7b) and increase $T_g$ by 1.4 K in April (Fig. 7c) when SH itself in the standard CLM3 simulation is large (118 W m$^{-2}$) before the arrival of the Indian monsoon (Zeng and Lu 2004). In contrast, the maximum reduction of LH of 5 W m$^{-2}$ occurs in July (Fig. 7a) when, after the monsoon rainfall comes, LH itself is large.

4. Conclusions

In our recent work (Zeng et al. 2005), we have developed simple formulations to consider the convergence of the undercanopy turbulent exchange coefficient to the bare soil value as the above-ground biomass, or the sum of leaf and stem area indices, approaches zero over vegetated area. This revision largely removes the excessive warm bias of around 10 K in monthly mean ground temperature over semiarid regions in the earlier version of CLM, and has been implemented into the CLM3. As a continuity of our efforts in the consistent treatment of atmospheric turbulence under and within canopy (Zeng et al. 2005), over bare soil (Zeng and Dickinson 1998), ocean (e.g., Zeng et al. 1998), and sea ice (Brunke et al. 2006), here we address another deficiency of many land models (e.g., CLM3); that is, the failure to consider the convergence of canopy roughness length ($z_{oc}$) and displacement height ($d$) to bare soil values as the above-ground biomass disappears. Again, simple formulations have been developed to explicitly consider such convergences, and they are found to significantly improve the wintertime simulation of sensible heat flux (SH) compared with observational data over the Cabauw site in the Netherlands. The simulation of latent heat flux (LH) is also moderately improved. For global offline CLM3 simulations, the new formulations change SH by more than 5 W m$^{-2}$ over many regions, while the
change of LH is less than 1 W m$^{-2}$ over most of the regions. In particular, over most of the semiarid regions, the new formulations reduce SH and increase ground temperature.

The explicit consideration of the convergence of $z_{oc}$ and $d$ in this work is physically motivated, and the results are insensitive to the two parameters of $L_{cr}$ (between 1 and 2.5) and $\beta$ (between 1 and 1.5). However, only one validation site has been used so far. Additional observational sites will be used to further validate our new formulations (1)–(3) with $L_{cr} = 2$ and $\beta = 1$ in future work.

Similar convergence problems of $z_{oc}$ and $d$ also exist in some other land models (e.g., Noah and SiB2). For each model, an approach similar to that described in this study (i.e., explicit consideration of the convergence) can be taken. However, the exact formulations would be different for each model. For instance, for the Noah model, because a constant $L_{cr}$ (greater than 2) and seasonally and spatially variable green vegetation fraction (GVF) are used, the fractional weight $V$ in (1)–(3) may be directly taken as GVF.
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