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ABSTRACT

The surface windfield over the gently sloping interior ice fields of Antarctica is characterized by a high degree of persistence in terms of both direction and speed. The forcing of the surface wind is due primarily to the radiational cooling of the air adjacent to the sloping terrain. The representativeness of a simple diagnostic equation system in inferring the surface winds from a knowledge of terrain slope and temperature inversion structure is examined. Results suggest at least qualitatively accurate surface drainage patterns over the Antarctic continent are possible using this technique. A wintertime surface wind simulation for West Antarctica has been generated based on an accurate ice topography map. Close agreement is seen between the simulated surface windfield with field observations and sastrugi orientations. Implications of the simulation are discussed.

1. Introduction

Documentation of the wind and temperature fields over the Antarctic interior (Fig. 1) is extremely sparse. Only a handful of stations have been established in the continental interior during the past thirty years, nearly all of which have since ceased operations. A list of manned meteorological stations in Antarctica with a record of at least two years is given in Schwerdtfeger (1970a). Recently, this data void has been partly eliminated by deployments of automatic weather stations (AWSs) which transmit to polar orbiting satellites (e.g., Bromwich, 1984). Aside from the station records, valuable wind and temperature information is contained within the reports of the numerous traverse expeditions over the continent. In addition, observations by traverse party members of the orientation of sastrugi (aerodynamically-smoothed ridges of snow whose principal axes are parallel to the resultant wind direction) have provided information about prevailing wind directions. From these sources of data, it has been established that the surface windfield over the Antarctic interior is highly persistent both in direction and speed and is closely coupled to the orientation and steepness of the ice terrain.

The strong radiational cooling of air in the lower atmosphere adjacent to the sloping ice terrain is an important component of the energy budget in the near-surface layer and is primarily responsible for the formation and maintenance of the temperature inversion found above the Antarctic ice slopes most of the year. Lettau and Schwerdtfeger (1967) note that a temperature inversion over sloping terrain implies the existence of a horizontal temperature gradient and, consequently, a thermal wind directed parallel to the ice contours with higher ice heights to the right. This sloped-inversion effect is of central importance in understanding the surface wind regime over Antarctica and emphasizes the dominant role played by the ice topography in shaping the near-surface windfield. Parish (1982) has listed directional constancy values for Antarctic interior stations. In general, surface wind directional constancy values range from 0.80 to 0.90 over the entire continent indicating the nearly uni-directional nature of the flow. Unlike the case in midlatitudes, directional constancy values for Antarctic winds are largest near the surface and decrease significantly with height. Schwerdtfeger (1970a) has shown that the directional constancy values at South Pole decrease from a near-surface value of 0.80 to 0.27 about 800 m above ground. Such results clearly indicate the dominant influence of topography in shaping the surface windfield.

A key parameter in understanding the strength and deviation angle of the wind from the fall line is the ice terrain slope. The Antarctic ice fields display a wide spectrum of terrain slopes. Over the high interior plateau, ice terrain slopes are quite gentle with a magnitude of $10^{-3}$ or less, similar to the slope of the Great Plains in the central United States. Ice slopes are much steeper near the coast, generally reaching $10^{-2}$ about 100 km from the coast and averaging between $3 \times 10^{-2}$ to 5
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$\times 10^{-2}$ within 10 km of the coast (Mather and Miller, 1966). Due to these dramatic slope variations, drainage flows over the Antarctic interior differ in several respects from near-coastal flows. Schwerdtfeger (1970a) points out that near-surface winds over the Antarctic interior can persist over long periods, often on the order of weeks. These winds generally are only of moderate strength and show little range in speed. It has been established that these interior winds can be treated as an equilibrium flow with a balance of forces due to pressure gradient, Coriolis and friction. The term “inversion” wind has been used to describe the steady near-surface windfield over the Antarctic interior. Resultant winds at interior stations (see Parish, 1982), presumably dominated by inversion winds, are directed at large angles ($50^\circ$–$60^\circ$) from the fall line. As a consequence, inversion winds are inefficient in transporting cold air downslope. This is significant in the maintenance of the inversion windfield since the cold air supply upslope is not readily exhausted as is often the case near steep coastal slopes. The steady-state nature of the inversion windfield implies a balance between cold air production due to radiational cooling and downslope transfer of cold air.

Surface winds over the steep coastal ice slopes of Antarctica differ markedly from inversion winds. Resultant winds from coastal stations show that the flow is significantly stronger than the winds over the continental interior and generally is directed in a more downslope direction in response to stronger terrain-induced accelerations. Some of the strongest winds ever recorded have occurred over the coastal slopes of Antarctica. Schwerdtfeger (1970a) notes that it is only in the near coastal regions where true katabatic winds exist. Unlike inversion winds, katabatic winds are characterized by their nonsteady behavior. Even the most katabatic-prone coastal stations experience periods of near calm followed by sudden blasts of cold air. Streten (1968) concludes that katabatic winds at Mawson station generally persist for periods less than 24 hours except when coupled with cyclonic systems. This behavior is consistent with the cold air supply limitations alluded to above. Even moderate katabatic flow transports a significant amount of negatively-buoyant cold air northward and rapidly exhausts available cold air reserves upslope over the near interior. The strongest katabatic wind regime known is at Cape Denison along the coast of East Antarctica. The anomalous strength and persistence of the wind is a result of the strongly confluent nature of the cold air drainage currents upslope of Cape Denison (Parish, 1981, 1982). Similar katabatic wind conditions downstream of another
confluence zone have recently been documented in Terra Nova Bay (Bromwich, 1985). Numerical experiments have shown the katabatic regime to be especially sensitive to the availability of cold air upslope (Parish, 1984).

2. Forcing of surface winds over the Antarctic interior

The dominant forcing mechanism for both inversion and katabatic winds is the radiational cooling of air adjacent to the sloping ice terrain. This results in a horizontal pressure gradient force directed down the fall line. The magnitude of this force is dependent on the terrain slope, inversion strength, and shape and depth of the inversion (see Radok, 1973 and Kodama and Wendler, 1986). The fact that extremely high directional constancy values are recorded at interior stations suggests that the terrain-induced pressure gradient must generally be considerably larger than the synoptic pressure gradient associated with moving cyclonic disturbances. Parish (1982) has shown the relative influence of synoptic systems on the resultant wind over East Antarctica is small. This is in qualitative agreement with results of Schwertfeger (1970a) showing weak upper level resultant winds and low directional constancy values at Vostok, South Pole and Byrd stations. Additional confirmation of the relative weakness of synoptic forcing on the time-averaged surface windfield can be found in the record of the AWS installed on the crest of the high ridge known as Dome C. The station operated continuously for three years before failing in January 1983. Because of the nearly flat ice terrain at Dome C (slopes less than \(10^{-4}\)), the sloped-inversion pressure gradient force is very small. Therefore, the surface winds mirror the synoptic forcing. Wendler et al. (1982) note that no relationship is seen between surface temperature and wind speed. The Dome C wind speed and directional constancy are by far the lowest of the interior stations. These facts attest to the relative weakness of upper level forcing on the time-averaged surface wind regime over the Antarctic interior.

Equations of motion for the steady inversion winds over the Antarctic interior in which the fall line is directed along the x-axis can be expressed as follows (Ball, 1960),

\[
0 = -g \frac{\Delta T}{T} \frac{\partial h}{\partial x} - \alpha \frac{\partial p}{\partial x} + f v - \frac{K V u}{H},
\]

\[
0 = -\alpha \frac{\partial p}{\partial y} - f u - \frac{K V v}{H},
\]

where \(\Delta T\) is a measure of the inversion strength, \(h\) the ice terrain height, \(K\) a frictional constant set at \(5 \times 10^{-3}\) and \(H\) the inversion layer depth. Other symbols have their usual meteorological meaning. The first right side term in (1) is the sloped-inversion pressure gradient force; the final terms in both (1) and (2) are drag formulations for the friction term. Assuming a negligible synoptic pressure gradient in the free atmosphere above the inversion layer, Ball (1960) shows the above system can be solved for the inversion wind speed and direction,

\[
V = \left(\frac{HF}{K}\right)^{1/2} \cos^{1/2} \beta = -\frac{F}{f} \sin \beta,
\]

where

\[
\beta = \cos^{-1}[(1 + J^2)^{1/2} - J],
\]

\[
J = \frac{HF^2}{2KF^2},
\]

\[
F = -g \frac{\Delta T}{T} \frac{\partial h}{\partial x}.
\]

The relationship between surface wind speed and direction with varying ratios of the sloped-inversion pressure gradient force to the synoptic pressure gradient force can be found in Parish (1982). Schwertfeger (1970b) notes that the high directional constancy displayed by the surface wind over the Antarctic interior is a result of the dominance of the sloped-inversion effect. Recent work by Cerni and Parish (1984) has shown the inversion quickly reforms after periods of cloudiness and can become fully reestablished within about 24 hours. A rapid recovery of the inversion winds is also necessary to explain the high directional constancy.

Parish (1982) has shown that the above equation system can be used to diagnose time-averaged streamlines of the wintertime surface windfield over East Antarctica with reasonable accuracy. Wind data from interior East Antarctic stations as well as sastrugi orientations (Bromwich and Kurtz, 1984) are in good agreement with the simulation. One limitation to the applicability of (1) and (2) is the assumption that the wind inertia terms are negligible. In Parish (1982), the streamline analysis was terminated near the 2000 m contour to avoid violating this assumption. One way to estimate the magnitude of the inertia term is to solve the preceding equation system over an ice profile corresponding to the near-coastal Antarctic terrain. A revised expression based on the recent ice topography map of Drewry (1983) for the Mirny profile but also representative for much of Antarctica is

\[
h = 2780 \text{ m} \left(\frac{r}{400 \text{ km}}\right)^{0.45},
\]

where \(r\) is the distance in km directed upslope from the coast. The derivative of (7) yields an expression for the slope of the terrain; \(\partial h/\partial r = (-\partial h/\partial x)\). A series of experiments have been conducted in which the windfield is determined over the idealized ice profile. Various inversion strengths have been assumed in order to cover the range of observed values. The results of wind speeds diagnosed by the equation system are shown in Fig. 2a. Clearly, the wind speeds are directly related to the strength of the terrain-induced pressure
gradient. The highest wind speeds are associated with steep slopes and strong inversions. Deviation angles of the wind from the fall line for the wind speeds shown in Fig. 2a are illustrated in Fig. 2b. The wind becomes directed more downslope as the sloped-inversion pressure gradient increases. The smallest deviation angles are, therefore, associated with strongest winds. The model wind characteristics revealed in Figs. 2a and 2b are representative of the observed behavior of the Antarctic surface wind field. A comprehensive review of observed Antarctic surface wind features can be found in Mather and Miller (1967).

One simplification in the above analysis is the assumption of a constant inversion strength over the entire spectrum of terrain slopes. Observations show that the inversion strengths increase from relatively small values near the coast to quite large values over the continental interior. In an attempt to account for these observations, an analysis has been made assuming inversion strengths increase from 2.5°C at the coast to 7°C over the near interior based on the work of Phillips and Zillman (1970). The dashed lines in Figs. 2a and 2b show resulting wind speeds and deviation angles respectively from this analysis.

From the results shown in Figs. 2a and 2b, it is possible to estimate inertia effects. The term $\mu \frac{\partial u}{\partial x}$ has been determined at 10 km intervals from the information contained in the figures using a centered finite difference. Comparison was then made between the inertia term and the sloped-inversion pressure gradient force for the inversion strengths of Figs. 2a and 2b. The ratio of the inertia term to the sloped-inversion term over the idealized ice profile in (7) is shown in Fig. 3.

Without question, inertia effects are negligible over the interior of the model continent. From this analysis, the restriction by Parish (1982) of limiting the streamline analysis over East Antarctica to the 2000 m contour seems conservative. If a ratio of 0.25 is taken as the threshold at which inertia effects become important, the equation system is a valid first approximation to the surface winds up to 75 km from the coast. The dashed line in Fig. 3 shows the ratio of inertia effects to the sloped-inversion force for the variable inversion strength specified above. As is clear from Fig. 3, the relative importance of the inertia term may be smaller than suggested from analyses using a constant inversion assumption.

Additional confirmation of the utility of the diagnostic equation system can be found in the work of Weller (1969). A series of field observations along the 62°E profile in East Antarctica at 600 km inland to 16 km offshore were made during 1961. The measurements of wind speed along the profile permit assessment of the magnitude of the inertia term. As can be verified from Fig. 1 in Weller (1969), the magnitude of the inertia term $\mu \frac{\partial u}{\partial x}$ averaged over the entire observational period and valid for a distance 75 km from the coast is about $2 \times 10^{-4}$ m s$^{-2}$, generally an order of magnitude smaller than typical sloped-inversion pressure gradient forces. Only over the nearest 25 km to the coast does the inertia term reach a magnitude comparable to the sloped-inversion force. Weller (1969) concludes that the aforementioned steady state equation system successfully explains his field observations of wind speeds and deviation angles.
To generate drainage streamlines over the West Antarctic interior, it is necessary to digitize the ice height field. A total of 2000 grid points were taken off the Drewry (1983) map, the separation between grid points being 38 km which is adequate to resolve nearly all detail in the aforementioned map. Surface slopes are computed using a five-point-centered finite difference scheme. The strength and structure of the temperature inversion is also required to properly evaluate the terrain-induced accelerations. Previously, Parish (1982) used the work of Philipps and Zillman (1970) to infer the inversion strength over East Antarctica. A clear relationship between terrain height and inversion strength can be seen in Fig. 12 in the work of Schwertfeger (1970a). Results for West Antarctica are less certain, although average inversion strengths are unquestionably less than found over the high plateau of East Antarctica. The aforementioned Philipps and Zillman map shows average inversion strength to range from 5°C near the coast to about 15°C over the interior and along Weddell Sea coast. The differences in inversion strength between East and West Antarctica can be attributed in part to slope differences. Slopes over the interior of West Antarctica are considerably steeper than the high plateau regions of East Antarctica. The stronger sloped-inversion forcing and resulting mixing processes possibly limit the strength of the inversion.

Of prime importance in the proper evaluation of the sloped-inversion pressure gradient force at the surface is the structure of the inversion. The integrated temperature deficit from ambient conditions over the entire inversion depth is the important parameter needed to correctly diagnose the terrain-induced accelerations. Budd et al. (1966) have summarized results from 32 rapid-run radio soundings at Byrd station taken during 1962–63, showing that the wintertime temperature structure differs markedly from the exponential-shaped profiles prevalent over East Antarctica. Inversion strengths generally are less than 10 K and the profile structures are generally of a well-mixed type (e.g., see Fig. 15 in Budd et al., 1966). Schwertfeger (1970a) notes that Byrd station has a mean wintertime (April–September) inversion strength of 9.5 K from approximately 1000 soundings taken at 0400 LT and 9.2 K from a similar number of soundings at 1600 LT. The 14-year resultant wind magnitude at Byrd during winter is about 8.9 m s⁻¹. The moderately strong wind speeds and relatively weak inversion strengths (compared to East Antarctic interior stations) suggest that the inversion structure is relatively well-mixed at Byrd and probably over most of the slopes of interior West Antarctica.

Wintertime inversion strengths over West Antarctica are assumed related to terrain elevation similar to that in Parish (1982). Rough estimates can be obtained from the map in Schwertfeger (1970a) as well as from the Byrd station data. The assumed functional form of inversion strength can be expressed by,
\[ \Delta T = (z - 1200.0 \text{ m})/1000.0 \text{ m} + 10.0. \]

This expression is only qualitatively accurate. The details of the average inversion strengths over the continent are not known. Using the terrain slopes from the Drewry (1983) map of West Antarctica and assumptions made above regarding the shape and strength of the wintertime inversion, we note that the diagnostic equation system can be used to infer the time-averaged inversion windfield. Computations were made for each grid point covering the 40 x 50 grid domain. As in the Parish (1982) East Antarctic simulation, wind speeds are quite uniform over West Antarctica, reflecting local slope gradients. The model wind for the position corresponding to Byrd station is 8.8 m s\(^{-1}\) from approximately 015°. These numbers compare very favorably to actual wintertime resultant winds given in Schwerdtfeger (1970a). Of significance is the streamline pattern of the inversion wind drainage currents. The streamline analysis of the time-average inversion windfield is shown in Fig. 4. The analysis is extended nearly to the coast since terminal slopes are considerably less than over East Antarctica and the wind inertia effects are probably small. The West Antarctic interior height field is considerably more complex than that found in East Antarctica and the streamline analysis in Fig. 4 shows the drainage pattern to be quite irregular. Clearly revealed are several zones where the drainage currents converge as the flow nears the coastline. The importance of cold air confluence in the interior of Antarctica on coastal katabatic flow has been discussed in Parish (1981, 1982) as well as in Bromwich and Kurtz (1984). Implications of the West Antarctic flow regime will be discussed in Section 5.

The inversion structure and strength used in the equation system to arrive at inversion wind estimates are the most uncertain parameters. In order to check the sensitivity of the analysis in Fig. 4, numerous tests were conducted in which the inversion structure and strength were allowed to vary. The inversion winds were again calculated at each grid point and a streamline analysis was made similar to Fig. 4. An example is illustrated in Fig. 5, in which the inversion strength has been reduced by a factor of 2 compared to Fig. 4. The inversion wind speeds show a decrease in response to the weaker temperature inversions. It is felt that the

**Fig. 4.** Time-averaged winter streamline pattern of surface airflow over West Antarctica based on model calculations discussed in the text.
assumed values represent a lower limit to the expected inversion strengths. For example, at Byrd station an inversion strength of about 7 K is estimated and the wind speed diagnosed from the equation system is 4.1 m s\(^{-1}\) from approximately 005°. These values are close to the resultant wind vector over the summer months are shown in Schwerdtfeger (1970a). The assumed inversion strength is also less than the mean wintertime values reported earlier. However, the streamline pattern in Fig. 5 still shows the same large scale flow characteristics as Fig. 4. Close examination reveals the streamlines in Fig. 5 are directed in a more contour-parallel direction, yet the confluence zones are still clearly defined and in approximately the same position as in Fig. 4. Results from other model runs show qualitatively similar features. One result of this sensitivity study is that the large scale drainage pattern seems somewhat insensitive to the precise terrain-induced forcing. There is some evidence to suggest this result may be realistic. Resultant wind directions over the summer months for East Antarctic interior stations generally vary from corresponding values in winter months by about 20° despite the marked differences in the magnitude of the sloped-inversion pressure gradient force. It can be concluded that the large scale surface flow representation in Fig. 4 is probably a good qualitative estimate of the time-averaged wintertime inversion wind pattern over the surface of West Antarctica.

4. Verification

The relative scarcity of conventional surface weather observations over the West Antarctic ice sheet dictates that the simulated airflow must be validated primarily by indirect evidence. The main data base consists of sastrugi orientations observed during oversnow traverses operating out of Byrd station soon after the International Geophysical Year (1957–58). Because most observations of these wind generated features are taken during the summer half year, a key assumption is that persistent unidirectional winds blow year round; this is demonstrated by the high directional constancy values observed at Byrd station during all months (Schwerdtfeger, 1970a). Bromwich and Kurtz (1984) show that sastrugi directions on the East Antarctic plateau agree closely with Parish’s (1982) simulation. All sastrugi observations available in the literature
(Brecher, 1964; Shimizu, 1964) have been plotted on Fig. 6 for comparison with the derived streamlines. In addition, a subset of the large number of sastrugi directions which were recorded by W. E. Long during the Horlick Mountains Traverse 1958–59 and which are archived at the Institute of Polar Studies has been utilized. These last data are averages over 11.2 km increments of primary sastrugi orientations observed every 5.6 km. Figure 6 shows that sastrugi data provide strong confirmation for the streamline confluence upslope from the Siple Coast; both the observations and model output depict the systematic change from NNE airflow at Byrd station to easterly drainage along the Transantarctic Mountains.

Additional confirmation of the Siple Coast confluence is provided by surface wind measurements taken at temporary camps occupied as part of the Siple Coast Glaciology Project during the 1984/85 austral summer. One camp (Upstream B) was also in operation during the previous summer. Observations using hand-held instruments were taken irregularly at least three times each day. Vector averages for each day were calculated from all data, and these in turn were composited over the period of record to give the results in Table 1. To partially evaluate the impact of varying observation intervals, resultant winds at the Byrd AWS were derived for all these periods; Figs. 4 and 5 show that this site is far upslope of the temporary camps but part of the same drainage system. The Byrd results suggest that the vector average speeds and directional constancies (and therefore scalar average wind speeds) for the temporary camp locations are representative, but that the resultant wind directions are unreliable. Table 1 demonstrates that the directional constancy and wind speed in the simulated confluence zone (South camp) are much higher than those outside it (North and Upstream B camps). High directional constancies and enhanced wind speeds have been observed downstream of two East Antarctic confluence zones: at Cape Denison (Parish, 1982) and in Terra Nova Bay (Bromwich, 1985).

It appears from Fig. 6 that the simulation is invalid within a few hundred meters downslope to the east of the ice divide near 84°S, 95°W. The consistency in
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**Fig. 6.** Comparison of surface airflow simulation in Fig. 4 (thin lines) with observed sastrugi orientations (short, bold arrows). The open headed arrows to the south and southwest of Byrd station are taken from observations of W. E. Long; those to the northeast of Byrd are from Shimizu (1964). The closed-headed arrows are due to Brecher (1964). The asterisks labeled N, U and S represent North, Upstream B and South camps, respectively.
### Table 1. Surface wind statistics for sites in and around the Siple Coast confluence zone.

<table>
<thead>
<tr>
<th>Period of record at temporary station</th>
<th>Temporary station</th>
<th>Resultant wind at 1.5 m</th>
<th>Directional constancy</th>
<th>Resultant wind at 3 m</th>
<th>Directional constancy</th>
<th>Speed ratio (temporary station / Byrd)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 Dec 84–8 Jan 85</td>
<td>North Camp</td>
<td>81° 1.7 m s⁻¹</td>
<td>0.55</td>
<td>55° 4.6 m s⁻¹</td>
<td>0.82</td>
<td>0.54</td>
</tr>
<tr>
<td>10 Nov 83–25 Jan 84</td>
<td>Upstream B Camp</td>
<td>69° 2.3 m s⁻¹</td>
<td>0.77</td>
<td>41° 4.1 m s⁻¹</td>
<td>0.73</td>
<td>0.53</td>
</tr>
<tr>
<td>1 Dec 84–18 Jan 85</td>
<td>South Camp</td>
<td>95° 2.5 m s⁻¹</td>
<td>0.78</td>
<td>36° 4.1 m s⁻¹</td>
<td>0.77</td>
<td>0.61</td>
</tr>
<tr>
<td>21 Dec 84–7 Jan 85</td>
<td></td>
<td>87° 6.4 m s⁻¹</td>
<td>0.97</td>
<td>23° 4.5 m s⁻¹</td>
<td>0.86</td>
<td>1.25</td>
</tr>
</tbody>
</table>

* Climatological 10 m resultant wind for Byrd station for December and January combined is from 003° at 4.8 m s⁻¹ with a directional constancy of 0.78 (Schwerdtfeger, 1970a).

** Speed ratio calculated for 12/11/84–1/7/85 by using a composited speed record from South Camp; visually estimated values were available from 11–20 December and measured speeds from 21 December to 7 January.

This area of the Long and Brecher sastrugi observations which were collected during separate summers indicates that this disappearance is a persistent feature, and suggests that there may be a contribution from East Antarctica to the Siple Coast confluence. This interpretation was adopted by Mather (1969) for his broadscale streamline analysis. The 1970 American Geographical Society map of Antarctica suggests that the topography in this area is more complicated than that resolved by Drewry's (1983) synthesis, upon which the present modeling results depend. However, prevailing upslope winds have been observed just to the east of an ice divide well inland from Syowa station (Inoue et al., 1983). Such flows may result from inertia effects on drainage winds from higher elevations; the inertia terms have been omitted from the model's equations of motion. For ice divide areas where the synoptic forcing is strong (i.e., around 75°S, 83°W) fractionally deflected geostrophic flow may generate the sastrugi.

Sastrugi directions in Fig. 6 are consistent with the pronounced confluence regions into the Amundsen Sea but are insufficient to completely confirm them. Additional supporting evidence is available however. Streten (1973) evaluated low resolution (~54 km) 5-day hemispheric minimum brightness mosaics and noted the presence of large polynyas (areas of open water surrounded by ice) on either side of the Thwaites Iceberg Tongue. He suggested that katabatic winds may play a role in their formation. A more detailed examination of sea ice conditions in the Amundsen Sea was conducted by Mitchell and Potoscy (1974). They constructed weekly sea ice charts from comparatively high resolution (~6 km) visible satellite imagery over the period from October to February for the years 1969–74. Most importantly, they noted when no analysis was possible because clouds obscured the surface. On the first cloud-free chart of each austral summer an area of reduced ice concentration was analyzed along and to the north of the Dotson Ice Shelf, i.e., immediately offshore from the most pronounced confluence into the Amundsen Sea; the polynya persisted through each summer. Monthly mean sea-ice concentration maps constructed by Zwally et al., (1983) from passive microwave observations also show this spring and summer polynya as a prominent feature.

It is suggested that this persistent spring polynya is caused by pronounced katabatic winds which sometimes cross the ~130 km from the foot of the terrain slope to the edge of the Dotson Ice Shelf. Bromwich and Kurtz (1984) and Knapp (1972) demonstrate that polynyas form on the lee side of fixed obstacles when sea ice is blown away by strong winds. In general, katabatic winds either completely dissipate within a few kilometers beyond the end of the terrain slope (Schwerdtfeger, 1970a) or would be substantially slowed by friction over a horizontal distance of 130 km (Bromwich and Kurtz, 1984); it thus appears that the assistance of marked pressure gradients associated with passing cyclones is required to maintain or accelerate the strong katabatic winds across the Dotson Ice Shelf. This airflow would also be channeled by the steep headlands on either side of the shelf. Presumably, ice does not reform in the interval between storms because of generally rising air temperatures and absorption of large quantities of solar radiation by the open water (compare Andreas and Makshtas, 1985). A similar spring and summer polynya occurs offshore from the Cape Denison confluence zone (Zwally et al., 1983) even though the katabatic wind is usually observed to dissipate close to the coastal slopes (Ball, 1957).

The Mitchell and Potoscy analyses showed spring and summertime open water immediately adjacent to the north–south part of the Walgreen Coast, slightly to the east of the polynya location noted by Streten (1973). The frequent absence of open water in Pine Island Bay means that these analyses cannot be used to validate the confluence simulated in that area. It
appears as though the open water west of the Walgreen Coast is generated almost entirely by strong easterly winds generated by passing cyclones (Knapp, 1972).

5. Conclusions and implications

Surface winds over the Antarctic continent are controlled by topography. The strong radiational cooling of air adjacent to the sloping ice terrain results in the establishment of a sloped-inversion pressure gradient force which is the primary driving mechanism for all Antarctic slope flows. As a result, near-surface winds are characterized by extremely high directional constancy values, generally in excess of 0.80. The strong influence of the ice topography and steady state nature of the surface winds permit representative and very simple diagnosis of the inversion windfield provided the detailed ice topography and thermodynamic structure of the lower atmosphere are known. By using the most recent ice terrain information of Antarctica based on results of airborne radio echo soundings and climatologically derived estimates of the temperature inversion strength and structure, a picture of the time-averaged near-surface winter inversion windfield is obtained.

The most prominent features revealed in the West Antarctic near-surface streamline map of Fig. 4 are the major confluence zones where cold air drainage currents from a broad interior sector converge through a constricted coastal region. Such features are considered to be major factors in shaping the character of coastal katabatic winds. Lettau and Schwerdtfeger (1967) point out that a serious limitation to the strength and persistence of coastal katabatic flow is the availability of a supply of radiatively produced, negatively buoyant air upslope in the interior of the continent. Parish (1981, 1984) has shown katabatic winds to be particularly sensitive to the upstream inversion windfield. A convergent pattern of inversion winds results in an enhanced supply of cold air which enables a more intense and persistent katabatic stream. Evidence presented earlier suggests a local strengthening of katabatic winds along two of the inversion wind confluence zones. Complete confirmation of the relationship between simulated confluence zones and enhanced katabatic winds awaits further observational evidence. It is unlikely, however, that a katabatic regime similar to that reported at either Cape Denison (Parish, 1981) or Terra Nova Bay (Bromwich and Kurtz, 1982, 1984) exists in West Antarctica. The most striking confluence zone is found near the Siple Coast, along the eastern edge of the Ross Ice Shelf. The size of the drainage area and degree of streamline confluence are representative of the simulated airflow features in East Antarctica (Parish, 1982). However, the terrain slopes along the Siple Coast are considerably more gentle than corresponding ice slopes in East Antarctica and weaker katabatic winds are to be expected.

Even so, the Siple Coast confluence will almost continually inject large volumes of cold air onto the Ross Ice Shelf in a direction roughly parallel to the Transantarctic Mountains. This cold air should play an important role in the boundary layer regime of the Ross Ice Shelf and, in particular, may be a major mass source for the frequent southerly winds observed year round in the northwestern corner of the shelf near Ross Island (Schwerdtfeger, 1984).

The Siple Coast confluence is also relevant to glaciological investigations of Ice Streams A and B. Blowing and drifting snow were frequently observed at South Camp. Therefore, the enhanced confluence winds will probably cause a substantial redistribution of precipitated snow. This important effect should be carefully evaluated for studies of this area’s accumulation distribution and firn stratigraphy.

Carleton (1981) examined winter (June to September) thermal infrared satellite images for 1973–77 and demonstrated the existence of a band of high-latitude cyclogenesis (the Winter Antarctic Front) with maxima north-northwest of the Ross Sea and to the north of the Bellingshausen Sea. These winter maxima reflect frequent formation of “inverted-comma” type cyclones associated with cold air outbreaks from the Antarctic continent, and are 30–35 degrees of longitude to the east of the zones of enhanced katabatic outflow near Cape Denison (Parish, 1981) and into the Amundsen Sea. It is suggested that enhanced katabatic drainage may play a role in these developments by generating (during undisturbed periods) large coastal pools of cold boundary layer air. When this cold air is advected northward over regions with marked sea surface temperature gradients, cyclogenesis could occur by intense diabatic heating in combination with CIWK and/or moist baroclinicity; these mechanisms are inferred to be the key ingredients for polar low formation in the Northern Hemisphere (Sardie and Warner, 1983; Forbes and Lottes, 1985). Lyons (1983) notes that “intense Antarctic” depressions affect the southern tip of South America when upper level steering winds are favorable. The strongest storms move from the southwest-southwest with speeds in excess of 18 m s⁻¹. Assuming that many of these lows originate in the Amundsen Sea from the processes described here and that 18 m s⁻¹ is a representative year-round speed, an incipient eastward-moving disturbance would take less than 1 day to evolve into an “inverted-comma” type cyclone resolvable on the (comparatively low resolution) satellite imagery used by Carleton (1981). This inferred development time scale is generally consistent with the North Atlantic results of Forbes and Lottes (1985).

The pattern of inversion winds, revealed in Fig. 4 for West Antarctica as well as in Parish (1982) for East Antarctica, shows a high degree of irregularity. Near-surface cold air drainage currents do not display a uniform radial pattern about the high plateau regions but rather are strongly concentrated into several zones. This
view differs from the horizontally uniform conditions assumed by Radok (1973) in his estimate of energetics of katabatic winds. It is possible that the majority of the cold air transport from katabatic winds takes place along these convergent channels. This is substantiated in part by results of numerical simulations of katabatic winds presented in Parish (1984). The cold air depth, as well as the katabatic wind speed, is significantly enhanced along the axis of the confluence zone. Thus, the cold air transport is extremely sensitive to the confluent nature of the surface drainage pattern.

As noted by Radok (1973), even a rough assessment of the energetics of katabatic winds about the Antarctic continent is difficult owing to the lack of simultaneous observations in the katabatic wind layer. However, it is possible that the katabatic regime represents an important component in the Antarctic energy budget and may even play a significant role in the entire Southern Hemisphere meridional heat transport. The highly irregular katabatic drainage pattern implies a horizontally inhomogeneous heat transport, emphasizing the importance of cold air confluence zones represented in the simulated time-average surface airflow patterns over East and West Antarctica. It seems clear that the influence of simulated confluence channels must be considered to arrive at correct estimates of the fluxes of sensible and latent heat across the coastline.

One disturbing result which underscores the inadequacy of the current understanding of the role of Antarctica on Southern Hemisphere climate is the poor performance of atmospheric general circulation models (AGCMs) in simulating the position and intensity of circumpolar lows in the Southern Hemisphere as well as surface temperature, precipitation and pressure over Antarctica. In a summary article by Schlesinger (1984) focusing on the performance of AGCMs in simulating the Antarctic climate, surface temperatures in the interior of Antarctica as predicted by the models are typically between 10–20 K warmer than observed; this statement is based upon model comparisons with the Taljaard et al. (1969) climatology. The high quality and continuing validity of this synthesis can readily be demonstrated by comparing grid point values with the observed air temperatures given in Schwerdtfeger (1970a) for Byrd, South Pole, Vostok and Plateau stations, and by noting the weak warming trend between 1957 and 1982 (Raper et al., 1984). Herman and Johnson (1980) attribute large surface temperature errors in the Goddard Laboratory for Atmospheric Science (GLAS I) model to problems in treating the surface energy balance over the high plateau. They note that more realistic representations of ice-ocean-atmosphere interactions may be required to remedy model deficiencies. In most AGCMs, the Antarctic topography is smoothed considerably, resulting in a decrease of the height of the high plateau regions and especially of the steepness of the near-coastal terrain. In addition, the relatively coarse horizontal grid spacing (for example, 4° lat by 5° long for the GLAS I model) prevents accurate model specification of Antarctic terrain irregularities. Furthermore, the small number of vertical layers (generally less than 10) limits resolution of shallow drainage features. Thus, even AGCMs with relatively detailed radiational parameterization schemes tend to significantly underestimate the katabatic wind influence. This is especially important in simulations that seek to ascertain the impact of changes in atmospheric carbon dioxide content upon the West Antarctic surface energy balance; the wind and temperature regimes in the shallow near-surface layer are strongly coupled and need be treated as such in modeling calculations. Obviously AGCMs are constrained by speed and memory considerations, but some parameterized methods of incorporating katabatic winds and, in particular, the confluence zones shown in the East and West Antarctic simulations would seem appropriate in light of the difficulty in current AGCM simulations of the Southern Hemisphere and Antarctica. Such studies may also provide insight as to the importance of katabatic flows on energetics of the Antarctic atmosphere.
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