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ABSTRACT

A limited-area primitive equation model has been used to study the feasibility of four-dimensional data
assimilation in the monsoon region and, further, to study the applicability of several assimilation techniques
currently being employed in global models. The two fundamental objectives of this research are

(i) to understand how the mode! atmosphere responds to the insertion of asynchronous data and its impact
on the assimilation-prediction cycle, and
(ii) to determine what assimilation strategies work best for limited-area models in the tropics.

A sequence of ten assimilation experiments are performed using different update procedures; all insertions
are carried out with only the wind observations. The model is initialized with the ECMWF FGGE level Ill-b
data for the onset vortex case of 17 June 1979, and assimilations are carried out using the summer MONEX
level 11-b data during the first 12 hours. From these assimilated states, 24-h forecasts are then made.

The results lend support to the premise that the required initial conditions can be obtained by the process of
four-dimensional updating of the prognostic variables. The results also clearly demonstrate the superiority of
the continuous assimilation approach via Newtonian nudging over that by indirect insertion. Furthermore, the
insertion shocks are significantly minimized by assimilating only the rotational component of the winds. On
the other hand, the application of noise control measures only marginally alleviate the insertion shocks accom-
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panying continuous indirect insertion.

1. Introduction

It has long been recognized that an accurate speci-
fication of the initial state is one of the most important
requirements for short-term numerical weather pre-
diction. At the same time, the initial state for a primitive
equation model should meet two requirements, First,
it should resolve the large-scale forcing and, preferably,
the scale to be predicted. Second, it should exhibit a

. mutual balance between the mass and wind fields so
as to minimize the excitation of inertia-gravity wave
noise during integration (Charney, 1955; Dey and
McPherson, 1977). Often, the initial analyses lack de-
tailed information on fields such as moisture and di-
vergence that commonly exhibit a large degree of small-
scale variability. This is particularly true in a tradi-
tionally data-poor region like the tropics, where even
the synoptic scale details are frequently unresolved.
However, the advent of satellite and radar technology
and the resulting increase in the spatial and temporal
coverage of observations presents an opportunity for
improving the accuracy of numerical forecasts provided
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suitable techniques are developed to assimilate these
data into the models.

The anticipation and subsequent realization of a
large number of diverse datasets from the Global At-
mospheric Research Program (GARP) initiated a mas-
sive research effort into the problem of four-dimen-
sional data assimilation (FDDA). The early literature
is especially rife with studies on Observing Systems
Simulation Experiments (OSSEs), also referred to as
identical-twin experiments (e.g., Charney et al., 1969;
Kasahara, 1972). These studies were conducted with
simulated data in which the “observations” to be as-
similated were generated by a control integration of a
numerical prediction model. The atmospheric repre-
sentation thus generated is considered as “truth,” and
the degree to which the control forecast is recreated by
different assimilation experiments indicates the success
or failure of these runs. Such a framework, albeit not
perfect, enables one to assess the impact of different
observing systems against a predetermined solution.
Such simulation studies, which test a model evolution
against its identical twin, often lead to overly optimistic
results (Morel et al., 1971; Jastrow and Halem, 1973).

Later, the additional problems associated with real
data were confronted (e.g., Hayden, 1973; Gauntlett
and Seaman, 1974; Kistler and McPherson, 1975).
However, most of these early studies addressed the
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problem of data assimilation in global models with ob-
servations primarily drawn from the midlatitude re-
gions. Also, the energetics of these models, in most
instances, was controlled by midlatitude baroclinic
systems. With the exception of studies by Gordon et
al. (1972), Sumi (1977) and Miyakoda et al. (1976,
1982), very little research has focused on FDDA pri-
marily for tropical regions, especially for limited-area
models. Excellent reviews on the early literature can
be found in McPherson (1975) and Bengtsson (1975).

Developments in the field of computer technology
and a simultaneous increase in the potential availability
of observations on the subsynoptic scale (100-1000
km) has in recent years shifted the focus from giobal
to regional models (e.g., Hoke and Anthes, 1976; Lee
and Houghton, 1984; Cram and Kaplan, 1985; Stauffer
et al.,, 1985). Besides the difference due to the scale
dependence of the geostrophic adjustment process, the
problem of assimilation on a regional scale is further
compounded by the presence of lateral boundaries. In
contrast to the vast body of literature that exists for
global models, only the few aforementioned studies
have explored the feasibility of FDDA in limited-area
models.

Although it is clear that at least in principle the basic
concept of FDDA is sound, the extent to which it can
be successful in the tropics is not known and continues
to be a challenging problem. This study examines the
feasibility of FDDA in a regional model over the sum-
mer monsoon region. During the Summer Monsoon
Experiment (SMONEX), a component of the First
GARP Global Experiment (FGGE), an unprecedented
collection of conventional and special datasets were
gathered over the Indian subcontinent and the sur-
rounding areas. Most of the special observations were
asynoptic in nature, thus providing a unique oppor-
tunity to conduct FDDA studies in that region. In fact,
an important objective of FGGE subprograms such as
SMONEZX was the improvement of numerical weather
forecasting in the monsoon region. This improvement
is critically dependent on the production of accurate
initial states such as that possibly provided by FDDA.

This study attempts to determine what assimilation
strategies work “best” for limited-area models in the
tropics. Of prime concern is the methodology of the
assimilation itself, For example, how frequently should
data be inserted? Which balancing or noise control
procedure should be utilized? What approach should
be taken for updating the model fields? In this paper,
we will consider assimilation of the wind field only.
Questions on the use and relative importance of the
mass and moisture fields and on the degree of sophis-
tication of the model during assimilation are examined
separately and will be reported in a future paper.

We begin with the description of the synoptic situ-
ation that prevailed during the period of this case study.
The datasets used are then described. Next we present
the experimental design and the various assimilation
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strategies. Finally, the results are summarized and con-
clusions drawn.

2. Synoptic situation

In this study we have singled out the so-called onset
vortex case for numerical experimentation. One of the
principal reasons for this choice is the high volume of
data gathered. Of particular interest are the multiple
dropwindsonde missions by three U.S. research aircraft
that were assigned to the SMONEX program. A de-
tailed report on the summer MONEX field phase is
provided by Fein and Kuettner (1980). The excellent
resolution of this dataset, together with an energetic
meteorological event, makes it a natural candidate for
a true FDDA study. ’

The onset period was marked by a rapid intensifi-
cation of the Somali jet and the formation of a depres-
sion on 12 June 1979. The disturbance first became
evident at 700 mb near 10°N and had the character
of a midtropospheric cyclone (Fein and Kuettner,
1980). By the 14 June, the circulation had extended
down to the surface and the low-level jet south of the
vortex had intensified further. At this time, 850 mb
westerlies were exceeding 50 kt. After remaining quasi-
stationary for a day, the depression strengthened sig-
nificantly and began drifting northward. In the process,
strong moist westerlies spread northward, establishing
the onset of the monsoon over the Indian Peninsula.
On the 16th, the vortex was located near 14°N and
75°E (Fig. 1a) and was producing copious amounts of
rainfall on the windward-side of the Western Ghats
south of 15°N. The vortex continued to intensify and
by the 17th was officially classified as a cyclonic storm
(wind speed in excess of 17 m s™') with westerly winds
near hurricane force in the southern flank. About the
same time, the vortex was slowly starting to drift
northwestward and was positioned near 16°N and
68°E at 1200 UTC on the 17th (Fig. 1b). The cyclonic
storm continued to move west-northwestward and
eventually made landfall near Oman on the 20th. Soon
after, the storm weakened rapidly and had completely
dissipated by the 21st. Meanwhile, active monsoon
conditions had advanced up to 20°N along the west
coast of India.

Several studies have been conducted in an effort to
understand the structure and the dynamics of this vor-
tex (Krishnamurti et al., 1981; Mak and Kao, 1982;
Mishra et al., 1985). Krishnamurti et al. (1981) have
suggested that barotropic mechanisms were important
in the formation of the onset vortex. Their computa-
tions indicated that the low-level zonal wind over the
Arabian Sea satisfied the necessary condition for the
existence of barotropic instability. Additionally, the
linear barotropic growth rates increased dramatically
from near zero to large values during the incipient
stages of the onset vortex. Mak and Kao (1982) per-
formed a combined barotropic-baroclinic stability
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analysis, and the results indicated that the vertical shear
and stratification did not play an appreciable role in
the growth of the onset cyclone, thus confirming the
earlier result of Krishnamurti et al. However, Mak and
Kao speculated that latent heating due to moist con-
vection may have played a significant role in the struc-
ture and movement of the storm.

The spectacular development of the onset vortex
makes it an interesting candidate for numerical exper-
imentation. An investigation on the effects of latent
heating on the cyclone, for example, should provide
further insight into the dynamical processes associated
with this vortex. This issue is, however, beyond the
scope of this study. Nevertheless, within the framework
of this study we pose the following question: In a rapidly
changing environment such as this one, can FDDA
techniques provide a better initial state than traditional
static initialization methods?

3. Datasets

As mentioned earlier, the SMONEX datasets rep-
resent the most complete coverage of the Indian mon-
soon region achieved to date. Four-dimensional data-
sets became available for the first time to describe both
the regional and the planetary scale features of the onset
of monsoons. The dramatic formation of the onset
vortex was very well captured by an enhanced obser-
vation network set up as part of the Special Observing
Period (SOP-2) between 1 May and 30 June 1979.

a. Initial data

The data used to initialize the model at the beginning
of the assimilation cycle was obtained from the main
FGGE level III-b dataset produced at the European
Centre for Medium Range Weather Forecasts
(ECMWEF) using an assimilation scheme described by
Bengtsson et al. (1982). Since the production of these
level III-b fields, several deficiencies have been noted
with the ECMWEF assimilation system.! Foremost is
the use of an adiabatic normal mode initialization pro-
cedure that had a severe damping effect on the dia-
batically forced divergent motions such as the Hadley
and east-west circulations (Puri and Bourke, 1982;
Krishnamurti et al.,, 1984). Also, as documented by
Carr and Ramamurthy (1983), the lack of a diurnal
cycle in the forecast model severely degraded the low-
level temperature and moisture fields.

All of the required level III-b fields for this study
were stripped from the ECMWF global analyses. The
domain of study is bounded by 52.5°E and 97.5°E in
the east-west direction and 7.5°S and 37.5°N in the
north—south direction. In the horizontal a bilinear in-

! Recently, the ECMWF has released an updated level I1I-b dataset
using a more refined assimilation system and a revised forecast model.
However, this dataset was not available in time for use in this study.
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TABLE 1. Summary of summer MONEX level II-b data used in
the assimilation experiments.

Number of Time when
Data observations available (UTC)

1 Radiosonde + pilot balloon 194 06 and 12
2 Surface 302 06 and 12
3 Ship 107 06 and 12
4 Tropical wind observing ship 2 06 and 12
5 Commercial aircraft 208 00 to 12
6 Satellite wind—upper level 507 06 and 12
7 Satellite wind—Ilower level 318 06 and 12
8 Constant level balloon 24 00to 12
9 Research aircraft 1457 03t012
10 Dropwindsonde 33 03to 12

terpolation was used. Since relative humidity fields were
not available above 300 mb, we extrapolated 300 mb
values assuming a 10 percent decrease at successively
higher levels.

In addition to the dependent variables, the model

_ also needs surface boundary conditions such as the sea

surface temperatures and terrain slopes. The sea surface
temperatures were obtained by a simple Cressman
(1959) type analysis of the temperatures reported by
all ships in the model domain between 14 and 19 June
1979. The terrain slopes were computed from the ter-
rain heights tabulated by Gates and Nelson (1975).

b. The FGGE level II-b data

For the assimilation experiments, the main FGGE
level II-b dataset has been used for updating. This data
set contains nearly all the observations collected in ac-
cordance with the FGGE data management plan for
the period of interest. Aside from the traditional ob-
serving systems, many other special platforms collected
observations. As part of the FGGE special effort, an
enhanced radiosonde network was set up to collect up-
per air data every 6 h during SOP-2. A summary of all
the level II-b data for 17 June is presented in Table 1
and their geographical distribution depicted in Fig. 2.

One of the most valuable kinds of data obtained in
SMONEX was vertical soundings of wind, temperature
and dew-point depression from dropwindsonde
launches over the otherwise data-void areas of the Ara-
bian Sea and the Bay of Bengal. On the 17th, three
aircraft flew to survey the onset vortex and launched
a total of 35 sondes, of which only 2 were rejected
during FGGE quality control. In addition to launching
dropwindsondes, the three aircraft also collected a va-
riety of flight level observations. The wind speeds were
computed from Inertial Navigation System data at very
high temporal resolution. Another significant source
of data comes from the geostationary satellite (GOES-
10) specially moved over the Indian Ocean region for
SMONEZX. Until SMONEX, no geostationary weather
satellites operated over the summer monsoon region.
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FIG. 2. The distribution of FGGE level II-b data for 17 June 1979.

Cloud-drift winds from GOES-IO have been derived
at two levels representing the upper and lower tropo-
spheric flows (Young et al., 1980). The usefulness of
this particular dataset has been demonstrated by Stout
and Young (1983) in a study of the dynamics of low-
level flows over the monsoon areas.

In addition to the aforementioned special datasets,
we have also used constant level balloon data from the
French BALSAMINE experiment (Cadet et al., 1981)
and flight level data from commercial aircraft reports.

In any data assimilation study, the quality of the
inserted data is likely to be important in influencing
the final outcome. Hence, care was taken to edit the
data before use in the assimilation cycle. On this par-
ticular day, less than 1 percent of the observations were
rejected during quality control.

4. The limited-area model

The limited-area model is an extension of the semi-
Lagrangian primitive equation model developed orig-
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inally by Krishnamurti (1969) and subsequently by
Kanamitsu (1975) and Carr (1977a). Since the model
has been substantially revised in the last few years, a
brief description is presented here.

The prognostic variables of this semi-Lagrangian
hydrostatic model are the two components of the hor-
izontal wind, potential temperature, specific humidity
and the 1000 mb height. It employs a variable latitude-
longitude grid in the horizontal and is unstaggered. In
the vertical it uses a pressure coordinate system and
the dependent variables are staggered at ten levels. The
horizontal advective terms are computed in a semi-
Lagrangian form (Krishnamurti, 1962; Mathur, 1970)
and are coupled with the Euler-backward (Matsuno,
1966) time integration scheme. Along the Ilateral
boundaries, the model-computed tendencies are
blended with time-varying tendencies from level III-b
analyses following Perkey and Kreitzberg (1976). Ki-
nematic boundary conditions are enforced at the top
and bottom levels:

w=0 at50mb
w=V.Vh at1000mb

where £ is the terrain height.

The treatment of large-scale condensation in regions
characterized by ascent of stably stratified saturated air
is carried out following Phillips (1981). The cumulus
parameterization scheme is based on the Kuo (1974)
approach. The partitioning of the net moisture supply
into large-scale moistening and precipitation is due to
Molinari (1982). Evaporation of falling precipitation
is computed in unsaturated layers following Burridge
and Gadd (1977).

A simple bulk aerodynamic approach is adopted for
parameterizing the fluxes of sensible heat and water
vapor from the surface. It follows a method originally
suggested by Gadd and Keers (1970) and later refined
by Burridge and Gadd (1977). The exchange coefhi-
cients are allowed to vary with wind speed and stability,
as suggested by Kondo (1975). The effects of surface
friction are also included via the bulk aerodynamic
formulation, but the drag coefficient in this case is a
function of terrain roughness, in addition to wind speed
and static stability. Whenever the lapse rate of potential
temperature is found to be superadiabatic, a dry con-
vective adjustment is invoked while conserving the
vertically integrated dry static energy. In a simplistic
way, this parameterizes the heat transfer by dry con-
vective overturning.

A nonlinear eddy viscosity coefficient (Leith, 1968)
is used to parameterize horizontal diffusion. The ver-
tical diffusion is linear and is introduced only in the
momentum equations. The effects of cumulus clouds
on vertical transport of momentum is incorporated by
increasing the vertical diffusion coefficient by an
. amount proportional to the convective heating follow-
ing the suggestion of Peng and Kuo (1975).
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5. Objective analysis method

To accomplish the goals of this study, a series of
assimilation-forecast experiments are performed. We
begin with a brief outline of the analysis procedure.
Most previous studies agree that a weighted blend of
forecast and observation is generally superior to direct
replacement of a forecast grid point by an observed
value (e.g., Blumen, 1975). In addition to reducing the
impact of the observational errors, it also facilitates in
spreading the information content of the new obser-
vation to neighboring grid points.

The objective analysis scheme used is similar to the
three~-dimensional successive correction method em-
ployed by Tripoli and Krishnamurti (1975), based on
the earlier work of Bergthorsson and D66s (1955) and
Cressman (1959). The net weight assigned to an ob-
servation depends on

1) the distance of the observation point from the
grid point,

2) the time separation of the observation from the
guess field, and

3) the data reliability factor.

For time weighting, a normalization period of 3
hours is used. Three passes through the data are made,
with decreasing influence radii of 5.0°, 4.0° and 3.0°
longitude, respectively. The reliability factors for var-
ious types of data are summarized in Table 2.

6. Assimilation experiments

The important scientific objectives of this study are
(a) to determine the “best” way to assimilate asynoptic
observations in a regional model and (b) to gain insight
into the problem of data assimilation in the tropics.
To accomplish these dual objectives, a sequence of ten
experiments were performed, all of them with just wind
data. Wind-only updating techniques are isolated for
two reasons. First, it is well known that the wind field
in the tropics is more accurately observed than the mass
field, mainly due to the barotropic nature of the at-
mosphere. Second, according to linearized adjustment
theory, the mass field should adjust to the winds in the
tropics (Washington, 1964; Williamson and Dickinson,
1972).

TABLE 2. Reliability factors for various types of level II-b data.

Data type Weight
1 Radiosonde + pilot balloon 1.0
2 Surface 1.0
3 Ship 1.0
4 Tropical wind observing ship 1.0
5 Commercial aircraft 0.7
6 Satellite wind—upper level 0.4
7 Satellite wind-—lower level 0.4
8 Constant level balloon 1.0
9 Research aircraft 0.7
10 Dropwindsonde 1.0
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F1G. 3. A schematic of the assimilation-forecast cycle for various experiments.

A schematic of the overall assimilation-forecast
strategy is depicted in Fig. 3. All integrations start at
0000 UTC 17 June 1979 using the initialized analyses
from the ECMWF level I11-b gridded dataset. An ad-
ditional initialization step taken for our model is the
removal of the net vertically integrated divergence at
each grid point (Washington and Baumhefner, 1975).
The procedure used in this study is based on the cal-
culus of variations following Sasaki et al. (1979) and
is described further in Carr et al. (1983). This procedure
suppresses only the noise associated with the external
inertia~gravity mode (or Lamb wave) and does not in-
itialize the internal modes. The initialized winds at
1000 and 700 mb levels are shown in Figs. 4a and 4b,
respectively.

The model is updated with level II-b data until 1200
UTC, except in experiment 1 where no assimilation is
performed. Twenty-four hour forecasts are then made
beginning at 1200 UTC with no further updating in
any of the experiments.? The assimilation-forecast ex-

2 Actuaily, forecasts over a longer period of time were made for
all experiments. But, the differences at 36 hours and beyond were
smaller than those at 24 hours. Hence, the discussion will be restricted
to only the differences in the first 24 hours of the forecast period.

periments are carried out with the full physics version
of the model. In a future study, we will be examining
the role (or importance) of physical processes and the
impact of temperature and moisture updating in
FDDA. Table 3 summarizes the set of ten experiments,
which are now described.

(i) Experiment 1: No assimilation. As the name
suggests, no additional data (synoptic or asynoptic) is
inserted in this particular experiment. The reason for
performing this integration is to examine the evolution
of the onset vortex without updating the model. More-
over, the results of this experiment enable us to make
a comparative evaluation of the effects of induction,
memory, rejection, etc., in those experiments where
data has been added. In that sense, this integration may
be regarded as a control experiment.

(ii) Experiment 2. Static wind assimilation. Here,
the model is updated only once at the end of the pre-
forecast assimilation period. As in the previous exper-
iment, the model is first integrated for a period of 12
hours. No data is inserted during this period. Using
this 12-hour forecast as a first guess, all wind obser-
vations collected during the first 12 hours are analyzed
using a four-dimensional weighting scheme. The mean
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FIG. 4. The initialized wind field for 0000 UTC 17 June at (a) 1000 and (b) 700 mb.
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TABLE 3. Summary of data assimilation experiments performed.
Experiment Update field Update procedure
1 No assimilation None —
2 Static assimilation (control 1) Wind Analysis at 12 h
3 Intermittent assimilation Wind Analysisat6to 12 h
4 Continuous assimilation Wind Analysis at observation time
5 Rotational assimilation Wind Analysis at observation time
6 Continuous assimilation + divergence diffusion Wind Analysis at observation time
7 Continuous assimilation + Lamb wave removal - Wind Analysis at observation time
8 Nudging (weak) Wind Nudging
9 Nudging (strong) Wind Nudging
10 - Nudging (rotational) Wind Nudging

divergence in each column is again removed to suppress
the spurious Lamb wave oscillations.

(iii) Experiment 3: Intermittent wind assimilation.
This experiment is similar to Exp. 2 except the model
is updated twice during the first 12 h. The model is
integrated for 6 h, when the first update takes place.
Only those observations within a window of +3 h are
included in the analysis procedure. After the analysis
step, the model is reinitialized as before. The integration
continues for another 6 h and the entire procedure is
repeated with those observations collected in the pre-
ceding 3 h period. After reinitialization at 12 h, the
actual forecast is carried out. This analysis-forecast cy-
cle is similar to those currently being performed at
many operational centers.

(iv) Experiment 4. Continuous wind assimilation.
In this experiment, the model is updated whenever new
wind observations become available. The observations
are inserted (indirectly, via the local analysis scheme
outlined earlier) at the two time steps in the model
nearest to the time of observation. The first guess field
for these analyses is provided by the current forecast.
- Since there is little time separation between the obser-
vations and the model state, no time weighting is used.
The intent of this experiment is to examine the feasi-
bility of such a continuous updating procedure. The
results from a few earlier studies (Ghil et al., 1979)
seem to indicate that continuous assimilation of tem-
peratures is superior to their intermittent assimilation.
At the same time, as argued by several researchers (e.g.,
Williamson and Dickinson, 1972; Morel and Tala-
grand, 1974), there is usually an optimum insertion
frequency beyond which redundancies and shocks due
to incompatibility will result in deterioration of the
model state and may eventually destroy the ensuing
forecast. A variation of this particular experiment was
also performed wherein the same observation was re-
peatedly inserted over a one hour period to improve
the chances of acceptance of the new observation by
the model. However, as reported in Ramamurthy
(1985), the insertion shock accompanying such an up-
date procedure was overwhelming. The excessive noise
generated in the process eventually led to a considerably
deteriorated prediction.

(v) Experiment 5: Rotational assimilation. It has
been known for some time that inertia—gravity waves
are closely associated with the divergent part of the
wind, whereas meteorologically significant Rossby
waves manifest themselves in the rotational part of the
wind. Consequently, the insertion shock can be min-
imized considerably by assimilating only the rotational
component and allowing the divergent part to evolve
without explicit updating. Historically, primitive
equation models were initialized exclusively with the
rotational part of the wind (Charney, 1955), until Phil-
lips (1960) pointed out the importance of initial di-
vergence. . ‘

It should be realized that even though the divergence
information is not explicitly provided, the governing
equations will generate a divergent wind field internally
consistent with the secondary circulations induced by
the rotational modes and diabatic heating. Note also
that the divergence present before updating is not

eliminated in any way during insertions.

Since the prognostic equations for momentum in
our model are for the horizontal components of ve-
locity, we first need to decompose the total wind into
divergent (x) and rotational () parts via the familiar
Poisson equations:

Vi =¢
Vix=D

subject to the following boundary conditions
fv-VdA=fV,,d1=o

x=0.

After obtaining the solutions for ¥ and x, we can de-
compose the total model wind field into

VTl = V\h +Vx1

where V, and V, represent the rotational and divergent
components of the wind field, respectively. Then, after
the analysis of the new data, the same operation is re-
peated to get

V5=V, +V,,.
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The final wind vector that is inserted into the model

is
VF = V\h + VXI .

(vi) Experiment 6: Continuous wind assimilation
with divergence diffusion. Whenever a model is updated
(continuously or intermittently), there will be some
amount of shocking, the amplitude of which is pro-
portional to the deviation of the inserted value from
the model forecast value before insertion. Since exact
compatibility is not often the case, some provision for
mitigating the effects of insertion shock is necessary.
This is especially true'if the data is inserted in a con-
tinuous manner. In the previous experiment we pre-

FiG. 5. 1000 mb height fields (m) at 1200 UTC 17 June in (a)
assimilated state for Exp. 1, (b) ECMWF analysis and (c) assimilated
state for Exp. 5.

sented an approach that alleviates this diffuculty during
updating. Here we examine the efficacy of the divergent
diffusion technique that has been used in several studies
to minimize the deleterious effects of model shocks
(e.g., Shuman and Stackpole, 1969; Bourke, 1974; Dey,
1978). There also exist other techniques to suppress
noise during data assimilation as suggested by Sasaki
and Goerss (1982).

This experiment is identical to Exp. 4, except a di-
vergence diffusion term is added to the momentum
equations. It is of the form

v

— e 4uVD
EY #
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FIG. 6. The 1000 mb wind vectors for (a) 12 h analysis used in Ex
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FIG. 6. (Continued)

where u is the diffusion coefficient. As we see, this
damping acts as a diffusion term in the divergence
equation,

oD 2

Y +uVeD.

As a result, it damps more effectively the short-wave
component of the divergence field and has little effect
on the Rossby wave component. Furthermore, such a
forced geostrophic adjustment technique damps both
external and internal gravity waves, as long as they
have the same wavelength (Morel and Talagrand,
1974). In this study, we set p = 1.0 X 10’ m? s~

(vii) Experiment 7: Continuous wind assimilation
with periodic suppression of the Lamb wave. This ex-
periment is also identical to Exp. 4 except for the re-
moval of the vertically integrated divergence every
hour. As mentioned before, the removal of mean di-
vergence helps suppress unwanted Lamb wave oscil-
lations. Since such procedures are commonly used to
initialize primitive equation models (Washington and
Baumbhefner, 1975; Lee and Houghton, 1984; Kaplan
et al., 1982), we wanted to determine if it can be used
as a noise control technique during data assimilation.

The last three experiments use the Newtonian re-
laxation (or nudging) approach to data assimilation.

This method, first studied by Kistler (1974), Anthes
(1974) and Hoke and Anthes (1976), constrains the
time evolution of the variables being relaxed toward a
prescribed space-time estimate of those variables, while
the other variables are permitted to evolve in an ex-
plicitly unconstrained manner. During the past few
years, this method of FDDA has received considerable
attention (Davies and Turner, 1977; Stauffer et al,,
1985). Following Hoke (1976), the equation for any
meteorological variable, A, in a model is written as

04
i F(g, X, 1)+ G(§, (4™ — A).

All model processes, such as advection, Coriolis effects,
friction, etc., are included in F(g, X, f), where ¢ denotes
all the dependent variables, X are the independent spa-
tial variables, and ¢ is time. The analysis accuracy can
be specified via the data confidence factor e. For sim-
plicity, we set € = 1 in our experiments. The 4°* values
are generated at each time step by linearly interpolating
between the preanalyzed fields at 0, 6 and 12 h. The
magnitude of the relaxation coefficient, G(g, ¢), deter-
mines the importance of the nudging term relative to
the “internal dynamic coupling” implied by other
terms in the model equations. If the relaxation coeffi-
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FIG. 7. The 700 mb vorticity analysis (1.0 X 1073 s7*) for (a) 1200 UTC 17 June, (b) assimilated
state in Exp. 9, (c) assimilated state in Exp. 4 and (d) assimilated state in Exp. 6. .
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