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ABSTRACT

The impact of initial condition uncertainty on short-range (up to 48 h) forecasts of Jarge-scale explosive
cyclogenesis is examined. Predictability experiments are conducted on 11 cases of rapid oceanic cyclogenesis
that occurred in a long-term, perpetual January integration of a global, high-resolution, spectral model. Results
are derived from the 11-case ensemble average. The perturbation used to represent the initial condition error
in this study has a magnitude and spatial distribution that closely matches estimates of global analysis error.
Results from the predictability experiments are compared to a set of physics sensitivity experiments which are
used to represent an estimate of a “typical” modeling error.

Compared to the control simulations, the inclusion of initial error produces a composite cyclone with maximum
deepening rate that is slightly reduced and a 24 h period of most rapid deepening that is somewhat delayed.
The absolute position error in the surface cyclone is approximately 100 km the first +36 h of the forecast then
abruptly increases to 300 km by +48 h, We estimate that, on the average, the forecast error due to initial
condition uncertainty is as large as that due to the modeling error associated with today’s best operational
models, whereas five years ago modeling error was much more important.

The relative importance of initial condition uncertainty for explosive cyclogenesis is compared to that for
the entire midlatitude flow in general. Error growth rates in an explosive cyclogenetic environment are 50%
greater in the upper troposphere (500 mb and above ) and two times faster near the surface (850 mb and below).
The rapid growth rates indicate that short-range forecasts of explosive cyclogenesis are much more sensitive to
initial error than those for ordinary flows.

The case-to-case variability exhibited by the 11-member ensemble is examined. Noteworthy departures from
the aggregate results are evident. In individual cases, initial condition error can lead to short-range forecast
differences which can be either greater than those due to a typical modeling error or much less. This variability
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implies a strong sensitivity to initial condition perturbation location and structure.

1. Introduction

Current interest in explosive oceanic cyclogenesis
was sparked by Sanders and Gyakum (1980), who de-
fined such an event as a decrease in a cyclone’s central
sea level pressure (SLP) of at least 24 mb h™! (geo-
strophically adjusted to 60°N). Historically, numerical
forecasts of explosively deepening maritime storms by
short-term (+24 to +48 h) operational models have
been poor. Prior to about 1985, the operational models
consistently underforecast the intensity and deepening
rate of these systems (e.g., Leary 1971; Sanders and
Gyakum 1980; Bosart 1981; Reed and Albright 1986;
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Sanders 1986). Insufficient model resolution, inade-
quate physical parameterizations, lack of sufficient de-
tail or accuracy in the initial conditions, or any com-
bination of the three have been suggested as likely rea-
sons for the poor model performance. Since 1985,
however, the performance of the operational models
has improved, with the current models now showing
on many occasions remarkable success. Sanders (1987)
has documented the performance of two operational
models at the National Meteorological Center (NMC)
for cases of explosive cyclogenesis during the 1986-
1987 cool season and found a substantial increase in
forecast skill from the previous seasons. He also dis-
covered that the model skill for cyclones over the west-
ern North Atlantic Ocean was superior to the skill over

~ the eastern North Pacific. Since the database over the

region immediately upstream of the western North At-
lantic Ocean (the North American continent) is more
dense than what it is upstream of the eastern North
Pacific Ocean (the central North Pacific Ocean), his
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findings strongly suggest that the better specification
of the initial state for the Atlantic storms contributed
to this regional difference in forecast skill.

Sensitivity studies with research models have also
pointed to the importance of accurate specification of
the initial state in order to obtain proper cyclone de-
velopment. Anthes et al. (1983) and Kuo and Reed
(1988) obtained markedly improved forecasts for two
different storms when they supplemented the opera-
tional analyses routinely used to initialize models at
operational centers with detailed manual analyses in-
corporating special data not available in real time. The
improvement in model skill from the better specifi-
cation of the initial state was comparable to that due
to the inclusion of parameterized surface energy fluxes
and precipitation. Orlanski and Katzfey (1987) ex-
amined the effect of different initial states on different
explosive development by using objective analyses
produced by different operational centers. They con-
cluded that the effect of the different initial states was
minor compared to that due to physical parameteriza-
tions, a finding somewhat contrary to the results of
Anthes et al. (1983) and Kuo and Reed (1988). The
discrepancy among the studies is not surprising in view
of the relatively small differences among different ob-
jective analyses compared to the relatively large differ-
ences between detailed manual analyses and the cor-
responding objective analyses. In any event, these
studies indicate that uncertainty in the specification of
the initial state can on some, but not all, occasions be
as important as physical parameterizations in numer-
ical simulations of explosive cyclogenesis.

Because these research studies only examined the
effect of initial condition variability on one synoptic
event, the investigators were not in a position to assess
the statistical significance of their results or generalize
conclusions. Recently, Tribbia and Baumhefner (1988,
hereafter referred to as TB) have proposed an approach
that uses an ensemble of many cases in order to de-
termine the relative importance of pair-wise forecast
intercomparisons. As they point out, there are two
sources of uncertainty in numerical forecast systems,
the model error source and the initial data error source.
The data error growth is, in essence, the classic pre-
dictability error growth (e.g., Lorenz 1982). Because
these two error sources are relatively independent, TB
suggest the use of data error growth to judge the relative
importance of any source of model error growth and
vice versa.

In a companion paper, Mullen and Baumhefner
(1988, hereafter referred to as MB) used the method
of TB to estimate the relative importance of physical
parameterizations in numerical simulations of large-
scale explosive cyclogenesis' over the North Pacific

! By the phrase “large-scale explosive cyclogenesis,” we mean Cy-
clones that tend to fill an entire ocean basin, such as the record-deep
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Ocean. Predictability runs were needed as a benchmark
to measure the importance of the physics sensitivity
experiments. Predictability runs employ complete
model physics, just like control runs, except that a small
random perturbation is applied to the initial variables.
In MB, a small random perturbation was added to all
scales and levels in the temperature field only. The size
of the initial error after initialization was about 5 m
root-mean-square (rms) at 500 mb. This value is close
to that associated with the error of a radiosonde mea-
surement of geopotential height at 500 mb after ini-
tialization. Thus, the initial error used by MB can per-
haps be thought of as representing only one source of
the external error, that in the mass field due to instru-
mental error. There are obviously other sources of ini-
tial condition error in the mass field, such as those due
to interpolation error, nonrepresentative data and ini-
tialization error. Furthermore, there is also error in the
momentum and moisture fields, not just the mass field.

Daley and Mayer (1986) estimate that a rms value
of ~ 15 m typifies the magnitude of the error in a global
analysis of the 500 mb geopotential height field, with
the error tending to be larger over the middle of the
data sparse oceans. Their results also indicate that
analysis error is not spectrally distributed in a random
fashion. For example, spectral decomposition of their
500 mb geopotential height error indicates that the er-
ror variance equals that of the analysis variance beyond
total wavenumber 30 (T30). In other words, the
“noise”” due to initial condition uncertainty equals the
“signal” for scales smaller than T30. Furthermore, it
is only for horizontal scales larger than about T15 that
the variance of the analysis exceeds by at least an order
of magnitude that for the error variance. Thus, only
the planetary-scale and large synoptic scale waves at
500 mb are observed with a high degree of certainty
by the current observational network. Other variables
exhibit similar spectral characteristics.

The question naturally arises as to what would be
the effect of a more realistic distribution of initial con-
dition error on simulations of explosive cyclogenesis.
That issue is addressed in this study by performing an
additional series of predictability simulations on the
same 11-case ensemble of MB, with a better estimate
of the initial error than that used by MB.

Following the approach outlined in TB, the growth
of initial condition error was used by MB to estimate
the relative importance of a change in the model’s
physical parameterizations. The method of TB can,
however, be applied in reverse: An estimate of the
modeling error can be used to determine the reliability

storm of 15 December 1986 documented by Burt (1987, his Fig. 1).
We contrast such large-scale systems to explosive cyclones that have
a much smaller horizontal extent, such as the storms documented
by Bosart (1981, his Figs. 1 and 18) and Reed and Abright (1986,
their Figs. 5 and 11).
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of a reduction in forecasting error arising from a change
in the quality of the initial model fields. This change
could be due to the inclusion of additional observing
systems (e.g., data from satellites or from special field
experiments) or a refinement in objective analysis or
initialization procedures (e.g., four-dimensional data
assimilation or diabatic initialization). In this paper,
an application of TB’s method of estimating the relative
importance of an improvement in data quality is il-
lustrated. In particular, the smaller initial error of MB’s
predictability experiments is used to denote an “im-
provement” in data quality from the larger initial error
described in section 2b. Two physics sensitivity exper-
iments from MB are then selected to represent a “typ-
ical” modeling error associated with NMC operational
forecasts of explosive cyclogenesis before and after
1985.-

2. Analysis procedures
a. Model description

The model employed in this study is the NCAR
Community Climate Model (CCM). The CCM is a
sigma-coordinate, global spectral model. The version
used here has nine vertical levels and a rhomboidal 31
truncation (R31), and is exactly the same as that used
in MB. In midlatitudes, the smallest resolveable scale
has a zonal wavelength of =~ 1000 km or ~3° in a grid
point model.

The CCM includes the following parameterized
physical processes: convective and stable precipitation;
turbulent fluxes of sensible and latent heat; clear-sky
and cloudy-sky radiative transfer due to both shortwave
and longwave components; and interactions with
subgrid scale motions through diffusion. Clouds are
formed in the model interactively and can be either of
the convective or nonconvective type. If the relative
humidity exceeds 80%, clouds are formed and the
moisture in excess of 80% is precipitated without evap-
oration of the condensate in the intervening layers. The
distributions-of sea surface temperature and sea ice are
held constant and are set to climatological January
value. The solar zenith angle is held constant and is
set to its observed mid-January value. The model also
includes a smoothed, spectrally analyzed representation
of the earth’s topography.

Comprehensive details on the model’s structure and
formulation are contained in Williamson (1983)..

b. Experimental design

Except for the design of the initial perturbation used
for the predictability runs in the present study, the
- analysis procedures and experimental design follow
exactly those discussed by MB. )

In MB, the impact of physical parameterizations on
short-range (+48 h) simulations of explosive large-scale
cyclogenesis was examined. Their results were based
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on an ensemble average of 11 cases instead of a single
case, and the approach outlined by TB was employed
to judge the relative importance of the sensitivity ex-
periments. The advantage of using a many-case en-
semble is that conclusions can be generalized and their
reliability can be estimated. The 11-cases used by MB
for the model sensitivity experiments were obtained
from a long-term integration of the CCM. The primary
advantage with using model output for sensitivity ex-
periments instead of initial fields from observations is
that the nature of the initial error or the model error
can be rigorously controlled and the subsequent evo-
lution of the control case is exactly known. A possible
drawback to this approach concerns the accuracy of
the simulation compared to the observed phenomenon.
For the case of explosive cyclogenesis, we showed in
MB that the simulated cyclogenetic processes for the
large synoptic scale are quite realistic. Therefore, we
feel that the experimental design is a valid approach.
As discussed in the Introduction, the perturbation
used in the predictability experiments of MB was about
a third the size of the estimated analysis error, its spec-
tral distribution was not scale dependent as observed,
and only the mass field was perturbed. In this study,
the results of Baumhefner (1984 ) and Daley and Mayer
(1986) are used as a guideline to create an initial con-
dition error that has a magnitude and spectral structure
that more closely resembles an observed analysis error.
The perturbation of the initial conditions was de-
signed with the goal of simulating two types of error,
one for the large scales and one for the small scales.
The larger-scale error was distributed with equal am-
plitude (i.e., white noise), and the small-scale portion
of the error field was determined by making the error -
variance for the small scales the same size as the analysis
variance (i.e., no information at these scales). The
crossover between the two error types is called the sat-
uration point. This method of perturbing the initial
fields closely follows that described by Errico and
Baumbhefner (1987). A perturbation was independently
applied to the initial fields of temperature, # and v
wind component, and mixing ratio. The amplitude and
saturation point of the perturbation was adjusted to
match the corresponding spectra presented in Daley
and Mayer (1986), who showed that there is no reliable
information contained in global analyses at scales
smaller than T30. Thus, T30 was chosen in this study
as the saturation point (the total wavenumber at which
the error variance begins to equal the analysis variance)
for temperature and wind along with mixing ratio since
no spectra are given in Daley and Mayer (1986) for
moisture. For horizontal scales larger than T30, the
perturbation is characterized by white noise (i.e., per-
turbation size is independent of scale). For each vari-
able, the white noise portion of the spectrum is created
by producing a field of uniformly distributed random
values. For horizontal scales smaller than T30, the
spectral components of the control field are replaced
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by components of equal amplitude but random phase.
This procedure produces small scales having identical
variance spectra for both the control and perturbed
fields which are only weakly correlated in space. Be-
cause only a small amount of the total variance is in
the scales smaller than T30, the global rms size of the
initial error is essentially determined by the choice of
saturation point. The perturbation procedure produces
initial errors having a typical rms size of 25 m for the
500 mb geopotential height field, 2 m s™! for the upper-
tropospheric wind field, and 1 gm kg™! for the lower-
tropospheric mixing ratio. These values are in close
agreement with the observed values reported by
Baumbhefner (1984). The model used in this set of ex-
periments has only a few modes beyond T30. There-
fore, nearly all of the initial error is the large-scale,
white noise variety. It is important to remember, how-
ever, that even in this case smaller-scales have relatively
more error because they are nearer the saturation point.

The perturbations are projected onto the normal
modes of the model and only the first four are retained.
This procedure allows for some vertical coherence in
the estimated error. Because the perturbations are un-
balanced, fast inertial-gravitational modes will be
present in the perturbed fields. As in MB, nonlinear
normal mode initialization (Errico 1983) is used to
remove most of the energy associated with these modes.
The initialization reduces the rms values of the geo-
potential height error by about a factor of 2, but the
wind and moisture fields remain essentially unchanged
in magnitude.

3. Results
a. Central pressure and tracking differences

We first compare the differences in the surface cy-
clone’s central pressure, deepening rate and track be-
tween the control forecast and predictability forecast
having an initial perturbation with the statistical char-
acteristics described in section 2. (Hereafter, the control
and predictability will be referred to as the CON and
PERT, respectively.) Therefore, the CON and PERT
forecasts employ the same model physics but slightly
different initial states.

Figure 1 shows time series of the 11-case ensemble
average values of central sea level pressure (SLP) and
the instantaneous deepening rate for the CON and
PERT cyclones. Central pressure provides a simple in-
dicator of cyclone intensity. The central pressure ( Fig.
1a) for the PERT cyclone lies above the CON one at
each forecast time. The difference between the CON
and the PERT traces is less than 1 mb at +12 h, in-
creases to ~3 mb at +24 h, reaches a maximum value
of ~6 mb at +36 h, but then drops to less than 2 mb
‘by +48 h. Thus, the total deepening during the 24 h
period of most rapid intensification (+12 h to +36 h)
is 5 mb less for the PERT storms than what it is for
the CON storms. The instantaneous deepening rate
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(Fig. 1b) for the PERT cyclones is noticeably slower
than that for the CON ones between +15 h and +33
h. At +30 h, the time of maximum instantaneous
deepening, the PERT rate is about 80% the CON rate.
The 24 h period of most rapid deepening for the PERT
cyclone, as subjectively determined from the 24 h pe-
riod in which the area under the instantaneous deep-
ening curve is maximized, appears to lag that for the
CON cyclone by ~3 h. Thus, the maximum intensi-
fication of the PERT cyclones is perhaps best charac-
terized as being slightly reduced and delayed compared
to the CON cyclones.

From a statistical point of view, the fact that the
PERT cyclones do not deepen quite as rapidly as the
CONT ones is likely related to our sampling from the
extreme wing of the probability distribution function
for cyclone deepening rates in the model. It undoubt-
edly takes a precise mix of synoptic ingredients to pro-
duce an explosive cyclogenesis in the model (e.g., en-
hanced baroclinity, preconditional destabilization of
the lower troposphere by surface energy fluxes, proper
phasing of the upper-level wave relative to the nascent
low-level cyclone, etc.), and if any one of these ingre-
dients is askew, the subsequent development will not
be as intense. Under such circumstances, we speculate
that random changes in the initial state would most
likely upset this mix in such a way as to drive an ex-
treme cyclogenetic event more towards the center of
the distribution.

The temporal evolution of the absolute displacement
error of the surface cyclone for the PERT simulations
is displayed in Fig. 1c. The absolute position error re-
mains nearly constant at a value of ~100 km the first
36 h of the forecast, but then abruptly jumps to 300
km by +48 h.

It is of interest to view our results in light of those
reported by Sanders (1986, 1987) for operational fore-
casts produced by NMC during the 1981-84 and 1986-
87 seasons, although the large differences in our ex-
perimental design and the operational environment
preclude meaningful detailed comparisons between
Sanders’ and our study. Sanders ( 1986) found that the
systematic error in the Limited-area Fine-mesh Model
(LFM) predictions of central pressure corresponding -
to the +36 h forecast time of our experiment design
was about 10 mb too high for all cases of explosive
cyclogenesis. The discrepancy increased to just under
13 mb for his strong cases, which is perhaps a better
standard of comparison for our results since all of our
cases would qualify as strong events by his criterion.
The difference between the CON and PERT lows was
6 mb, a value about half that for the strong LFM cy-
clones. The LFM tracking errors reported by Sanders
were also comparable to those found in this study for
the PERT experiments. Absolute mean position errors
for the LFM cyclones were 142 km initially, and in-
creased steadily to 341 km by +48 h, values slightly
larger than those for the PERT experiment. Assuming
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a comparable level of error existed in the initial state
of the LFM as that used in the PERT experiments, our
results suggest that up to half of the discrepancy be-
tween the central pressure of the LFM cyclones and
the observed ones could be due to initial condition
error and that most of the absolute position error for
the LFM forecasts could have arisen from the initial
condition error alone. During the 1986-87 season
(Sanders 1987), however, the central pressure error
for the period 12-24 h after initialization was only ~1
mb too high for the C-grid of the Nested Grid Model
(NGM), while the error was ~3 mb for the global
spectral model (GLBL) in the C-grid region of the
NGM. Our results, if directly applicable to higher-res-
olution operational models that also contain modeling
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FiG. 1. Eleven-case composite average of the temporal evolution
of (a) central sea level pressure {mb) and (b) its instantaneous change
(mb h~!) for the CON (solid line) and PERT (dashed line ) cyclones,
and (c¢) the absolute displacement error (km) for the PERT (dashed
line) cyclone.

error, suggest that initial condition error alone could
account for such central pressure errors in the C-grid
regions of the NGM and GLBL.

b. Normalized error variances

As previously noted in the Introduction, the pertur-
bation used in the predictability experiments of MB
(their PRED runs, and hereafter referred to as PRED
in this paper) was scale independent, was only applied
to the temperature field, and was about a third the size
of that which typifies observed level of error present in
global operational analyses. Since the calculation of
geopotential height in this version of the CCM is in-
dependent of virtual temperature, the initial geopoten-
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tial error for the PERT experiments is determined
solely from the temperature perturbations. Further-
more, predictability theory suggests that the error
growth rate should be independent of small differences
in the size of initial error (e.g., Lorenz 1982). Thus,
comparison of the PRED and PERT experiments pro-
vides a means to assess the impact of scale dependence
and error in the momentum and moisture fields on
predictability error growth of the geopotential height
field during explosive cyclogenesis.

Figure 2 displays the ensemble-averaged values of
< the error variance of the geopotential difference be-
tween the PERT-CON and the PRED-CON simula-
tions for the 48 h forecast period. The results are nor-

1e T T T T T T

3¢ MB HEIGHT

850 MB HEICHT
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malized by an estimate of the model’s climatological
variance which was obtained from the difference be-
tween the 0 and +48 h CON simulations (the same
normalization procedure used by MB). The results for
Fig. 2 reveal that the error difference for the PERT
simulations is always greater than that for the PRED
simulations at all tropospheric levels. It also appears
that the error growth rates for the PERT simulation,
as measured by the slope of the curves, are somewhat
larger than those for the PRED one after +24 h. Table
1, which gives the ratio of the average slope of the PERT
curve 1o the PRED curve during the +24 to +48 h
period, indicates that the mean error growth rate for
the PERT simulations is two times faster aloft and three

520 ¥B HEIGHT

[ 12 - ¥» 48
TIME {HOURS)

FiG. 2. Eleven-case ensemble average normalized difference variances from the PERT experiment (upper dashed
line), the PRED experiment (lower dashed line), the DRY experiment (upper solid line) and the DIFF experiment
(lower solid line) for (a) 300 mb geopotential height, (b) 500 mb geopotential height, (¢) 850 mb geopotential height
and (d) sea level pressure. Stippling about the PERT and PRED curves denotes one-standard-deviation envelope of
the normalized difference variances of the 11-case ensemble. The variances are computed for an area 60° longitude
by 40° centered on the position of the surface cyclone. Variance normalized by a climatological estimate as described
in Mullen and Baumhefner (1988). See text for further details.
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TABLE 1. Ratio of the PERT error growth rate to the PRED one
for geopotential height at the indicated levels.

MONTHLY WEATHER REVIEW

SLP 850 mb 500 mb 300 mb

3.1 217 .24 2.1

times faster at sea level. In terms of the error doubling
times, however, the error growth rate is virtually the
same for the different perturbation types.

The error growth derived above can be compared
to the results of MB. They found that latent heat release
in the cyclone simulations that we are using here played
a relatively minor role in accounting for the total deep-
ening (~20%) compared to that for dry dynamical
processes ( =~50% ). Their result suggests that the initial
error in the moisture field is probably less important
than other sources of the initial error in the PERT sim-
ulations.

As mentioned previously, the approach of TB can
be used to estimate the reliability of a decrease in fore-
casting error due to a change in either the model for-
mulation or the data quality. To estimate the impor-
tance of a data change, its impact on the error variance
is compared to the noise due to the modeling error.
Consider distributions of error variance for error
sources arising from two different initial states Ec()
and Ep(t), where the subscripts C and P denote the
contrdl and new perturbed initial analysis, respectively,
and from the model E,,(2). TB propose that a signif-
icant improvement in forecast skill due to change exists
only if Ec(t) — Ep(t) > Ep(t). After the time ¢, at
which Ec(t) — Ep(t) =~ Ep(t), TB argue that .im-
provement in forecast skill is no longer easily, identi-
fiable as coming from data or modeling sources. Stated
simply, a small modeling (data) error requires a rela-
tively small reduction in the data (modeling) error be-
fore an improvement in forecast skill can be readily
measured. Figure 1 of TB schematically illustrates how
their significance test is performed.

The difference between E~(0) and Ep(0) can be
considered an “improvement” to the analysis. The
smaller PRED perturbation of MB’s predictability ex-
periments can be used to represent an improvement
in data quality over the larger PERT perturbation.
Physics sensitivity experiments from MB can then be
judiciously chosen to represent the typical modeling
error. Here we choose two physics sensitivity experi-
ments from MB to represent the typical modeling error
associated with operational forecasts of explosive cy-
clogenesis before and after 1985. We are inspired by
the results of Sanders (1986, 1987), who found a
marked jump in the skill of the NMC operational fore-
casts for the 1986-87 season from previous seasons,
and by our belief that most of this increase in skill was
due to model change, to judge data impact relative to
two different levels of modeling error. The experiments
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in MB where (1) latent heat release was eliminated
and (2) the coeflicient of horizontal diffusion was in-
creased by a factor of 4 (referred to in MB as the DRY
and DIFF experiments, respectively, and hereafter re-
ferred to as the same in this paper) will be used to
denote typical modeling errors here. The DRY (DIFF)
simulations exhibited an ~8-9 mb (~3-4 mb) short-
fall in deepening during the 24 h period of most rapid
intensification. These values are typical of the central
pressure errors reported by Sanders (1986, 1987) before
(after) 1985. Hence, we believe that the DRY and DIFF
experiments provide reasonable, first-order estimates
of the upper and lower bounds of present-day modeling
error. Comparing the impact of data change relative
to these two different estimates of the modeling error
provides insight into the relative importance of data
quality from a historical perspective. Such comparisons
can be used as guidance to see how research resources
might be best used to improve operational forecasts:
model refinement or data enrichment. ‘

The upper solid line of Fig. 2 shows the distribution
of the normalized error variance for the DRY experi-
ment or large modeling error. Our estimate of the time
t, at which the increase in forecast skill is no longer
readily identifiable is given in Table 2. Note that the
SLP, an improvement in skill would be apparent only
during the first 6 h of the forecast. The times increase
with height, being typically 1.5 days in the upper tro-
posphere. Hence we speculate that, prior to 1985, a
major improvement in the data quality (such as the
elimination of all initial error except that associated
with the measurement of temperature ) would not have
had a large impact on SLP forecasts of explosive cy-
clogenesis because the modeling error was so large at
that time. In other words, any improvement due to
better data could not be confidently measured against
the background noise due to the modeling error after
+12-24 h. Under the above circumstances, research
effort would be best spent improving the model for-
mulation. .

The lower solid of Fig. 2 gives the distribution of the
normalized error variance for the DIFF experiment or
a small modeling error, while Table 2 gives our estimate
of the time ¢, associated with the DIFF experiment.
When ¢, is measured relative to this level of modeling
error, improvements in skill could be readily identified

TABLE 2. The forecast time ¢, (in h), measured relative to the
DRY and DIFF experiments, beyond which any improvement of
forecast skill due to an initial data change is no longer easily identified.
The field is sea level pressure (SLP) or geopotential height at the
indicated levels. An asterisk denotes ¢, is greater than 48 h. See text
for further details.

SLP  850mb  S00mb 300 mb
DRY 6 30 36 )
DIFF * * * *
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beyond +48 h at all levels. Thus, assuming that the
error level associated with the DIFF experiments is
representative of that in today’s best operational mod-
els, the relatively long forecast times ¢, indicate that
improvements in forecasts of explosive cyclogenesis
arising from better initial data can now be identified
against the smaller background noise of modeling error.
In fact, it is only when the modeling error is sufficiently
small that special field programs can be justified on
the basis of improving forecast skill through more ac-
curate specification of the initial state. Our analysis
suggests that that situation has been reached in regard
to short-range forecasts of explosive cyclogenesis by
the best operational models.

We feel that the above comparisons in conjunction
with the arguments given by TB provide insight into
the puzzling results of Tracton et al. (1980), who ex-
amined the impact of satellite soundings on forecasts
through 72 h. They found that including satellite data
had little impact on the forecasts in the Northern
Hemisphere. In accounting for their results, they spec-
ulated that, among other things, model forecasts might
be relatively insensitive to differences in the initial state.
Their speculation is consistent with the notion that the
modeling error was too large for the forecasts to benefit
from any improvement in the initial analyses due to
the inclusion of satellite data. Our analysis for explosive
cyclogenesis provides an example of the degree of
model improvement that might be required before an
increase in forecast skill due to a major reduction in
the data error can be readily measured. The comments
of TB (p. 2279) seem especially relevant here: “If the
initial data error. . .is halved, a more accurate forecast
will occur if the modeling error is a small fraction of
the error reduction due to a more accurate initial con-
dition. If, however, the modeling error is as large as
(or larger than) the reduction, it becomes possible for
the deleterious effects of modeling error to overwhelm
the beneficial effects of more accurate initial condi-
tions.” We believe that the major reason for Tracton
et al. (1980) finding little impact is that the modeling
error at that time was much larger than the error re-
duction (if any) due to the inclusion of satellite data.
With the improvements in data assimilation, initial-
ization techniques and the models themselves which
have occurred over the past decade, the impact of sat-
ellite data would probably be greater today. In fact,
recent simulations of oceanic cyclogenesis ( e.g., Doug-
las and Warner 1987) using modern-day analysis/
forecast systems have shown that forecasts can benefit
greatly from additional satellite soundings being in-
corporated into the initial analysis.

An interesting question concerns whether the pre-
dictability error growth rates associated with explosive
cyclogenesis in the CCM are significantly different than
those for more ordinary situations. For example, does
the forecast error due to the inclusion of error in the
initial state grow faster in an explosive cyclogenetic
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environment compared to that for the wintertime
middle latitudes in general? As a way to address this
issue, normalized error variances were computed for
an extratropical zonal belt between 30° and 70°N. The
results are given in Fig. 3, which shows the normalized
error variance for the 11-case ensemble average for the
PERT experiments calculated over the standard 40°
latitude by 60° longitude area centered on position of
the surface cyclones and over the entire Northern
Hemispheric region between 70°N and 30°N.

Figure 3 reveals that the growth of the normalized
error variance due to initial condition error is faster in
an explosive cyclogenetic environment than in the
midlatitudes in general. The predictability error growth
rates, as judged from the average slope of the curves
during the +24 to +48 h period (Table 3), are at least
60%-70% faster aloft and are twice as fast near the
surface. Furthermore, the error doubling times are
much shorter in the explosive cyclogenetic environ-
ment, especially near the surface. These results imply
that the forecast sensitivity to initial condition error is
much greater for explosive cyclogenesis than for “nor-
mal” midlatitude flow conditions, especially at sea
level. The results are also consistent with the notion
that explosive cyclones are inherently more unpre-
dictable than less intense cyclones.

Kallen and Huang (1988) recently analyzed 152
forecasts produced at the European Centre for Me-
dium-Range Weather Forecasts (ECMWF) to examine
the influence of localized initial analysis changes on
short-range (up to 48 h) numerical weather forecasts.
They discovered a tendency for a bimodal distribution
in the error growth rate of 500 mb geopotential height,
with either very rapid or slow growth rates. The oc-
currence of rapid growth seemed to be associated with
enhanced baroclinity of the flow in the proximity of
the initial perturbation. Since enhanced baroclinity
characterizes explosive cyclogenesis in the CCM (MB),
rapid error growth for an ensemble average of forecasts
of explosive cyclogenesis is consistent with the results
of Kallen and Huang (1988).

¢. Comparison with earlier results

It is of interest to view the earlier results of MB in
light of the truer estimate of the initial error used in
this study. Because of the larger initial error associated
with the PERT simulations, the onset time estimated
by MB for the physics sensitivity experiments to differ
significantly from the control simulations will be longer
if measured relative to the PERT simulations.

Table 4 gives the onset times for the four physics
sensitivity experiments deemed highly significant by
MB when measured relative to the earlier PRED (as
in MB) simulations and the PERT simulations. The
onset times are clearly longer using the PERT simu-
lations. In fact, experiments judged significantly dif-
ferent in the upper troposphere (500 mb and above)
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FIG. 3. As in Fig. 2 except for the PERT experiment calculated over the standard 60° longitude by 40° latitude area
(solid line) and over the entire Northern Hemispheric region between 70°N and 30°N (dashed line).

by MB do not reach such status using the PERT sim-
ulations, but all experiments still obtain significance at
sea Ievel. It thus appears that the use of what we con-
sider to be a better estimate of the initial error does
not alter those physics sensitivity experiments judged
significant in low levels by MB.

It must be mentioned that we do not really know
what the actual, present-day initial error is; hence our
need to rely upon estimates of it. We feel that additional
research is warranted in order to quantify it for future
predictability studies.

TABLE 3. Ratio of the PERT error growth rates in an explosive
cyclogenetic environment to a hemispheric midlatitude environment
for geopotential height at the indicated levels.

SLP 850 mb 500 mb 300 mb

2.1 2.0 1.6 1.7

d. Individual cases

The ensemble average results indicate that data error
can have an important impact on forecasts of explosive
cyclogenesis. Yet, it is possible to have situations where
the initial condition error can lead to forecast errors
much larger than the aggregate results would suggest.
Perhaps the best example of such extreme departure
from the composite results is that exhibited by case
92.5 (The number refers to the day at which the sen-
sitivity simulation begins. See MB, their Table 1 for a
list of all case days used in this study.) The results for
this case illustrate that, on occasions, the impact of
initial error on short-term forecasts of explosive cyclo-
genesis can exceed that due to modeling error. In fact,
we believe that only through individual examples can
a true appreciation of the major impact that initial
condition error sometimes has on numerical forecasts
be realized.
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TABLE 4. Forecast time (in h) for the onset of significance for the physics sensitivity experiments deemed significant in Mullen and
Baumhefner (1988) when measured with respect to the PRED and PERT simulations, where significance is defined as in Mullen and
Baumhefner (1988). The field is sea level pressure (SLP) or geopotential height at the indicated levels and the calculation is performed for
the standard 40° latitude by 60° longitude area centered on the position of the surface cyclone. An asterisk denotes significance is not
obtained within the 48 h integration period. ADIA denotes the physics sensitivity experiment of Mullen and Baumhefner (1988) where
latent heating and surface energy fluxes are turned off; NLFX denotes the experiment where only the surface energy fluxes are turned off;
DRY denotes the experiment where only the latent heating is turned off, DRAG denotes the experiment where the coefficient for the surface

drag is increased by a factor of 4 over the water.

ADIA ADIA NFLX NFLX DRY DRY DRAG DRAG

PRED PERT PRED PERT PRED PERT PRED PERT
300 mb 24 * * x * * 24 *
500 mb 21 * 27 36 * 15 45
850 mb 12 24 18 * 21 * 15 36
SLP 4 12 4 12 6 15 5 21

Figures 4 and 5 show for case 92.5 the O h to +36
h evolution of the distribution of SLP and 1000-500
mb thickness for the CON and PERT experiments,
respectively, while Fig. 6 shows the +48 h evolution
of the difference PERT — CON for the SLP fields. The
initial error grows early in the forecast, with SLP dif-
ferences of =~20 mb evident by +36 h. It also appears
that the initial error cascades upscale during the first
6-12 h of the forecast. There is also an interesting dif-
ference between the evolutions of the PERT and CON
disturbances from +12 h to +24 h: The +24 h PERT
surface low formed from the merger of the deeper low
centered at the origin at +12 h and the frontal wave
situated about 1000 km to the south; however, the +24
h CON low is the continuation of the deeper low, with
the trough which extends to the southeast being the
reflection of the frontal wave at +24 h. The PERT
cyclone exhibits a major position error of =~400 km
by +24 h.

Table 5 gives for case 92.5 the +48 h evolution of
the cyclone’s central pressure. The CON cyclone begins
2 mb deeper than the PERT one, and increases steadily
to 8 mb by +24 h. By +36 h, the CON cyclone is 15
mb deeper. During the last 12 h of the integrations,
however, the PERT cyclone deepens substantially more
than the CON cyclone, until the central pressure of
the PERT low is only 4 mb higher than that for the
CON by +48 h. In fact, the 24 h period of most rapid
deepening for the PERT cyclone was +24 h to +48 h,
a 12 h delay from the CON value. Also shown in Table
5 is the central pressure for the DRY and DIFF cy-
clones. The DRY cyclone is deeper than the PERT
one at all times. Thus, for this case, the initial pertur-
bation has a bigger impact on cyclone deepening than
the absence of latent heating.

Case 92.5 demonstrates that initial condition error
can have a major impact on short-term SLP forecasts
of explosive cyclogenesis. On other occasions, as the
results for the composite clearly suggest, its impact
might be negligible. To illustrate this point, Fig. 7 shows
the evolution of the SLP difference PERT —~ CON for
case 34.5, while Table 6 gives the evolution of central

pressure. The SLP error displays little growth during
the 48 h forecast period, although the errors quickly
cascade upscale as with case 92.5. The central pressure
for the PERT cyclone remains within one mb of the
CON value, a difference much smaller than that as-
sociated with DRY experiment, and the position errors
for the PERT cyclone (not shown) are =~100 km or
less through the forecast. For this case, it is obvious
that the initial perturbation did not strongly affect the
subsequent 48 h evolution of the disturbance.

4. Concluding remarks

In this paper, the impact of initial condition uncer-
tainty on short-range (up to 48 h) forecasts of large-
scale explosive cyclogenesis was examined. A version
of the NCAR CCM, a global spectral model with a
rhomboidal 31 horizontal truncation and nine vertical
sigma levels, was used to sample simulations of explo-
sive cyclogenesis. Eleven cases of rapid oceanic cyclo-
genesis obtained from a long-term, perpetual January
integration of the CCM were examined. The initial
condition error used in this study had a magnitude and
spectral composition that closely matched estimates of
global analysis error.

As measured by the decrease in the cyclone’s SLP,
the inclusion of initial data error produced an average
storm with a slower deepening rate. The total pressure
fall during the 24 h period of most rapid deepening
was about 90% of the control value, with the maximum
instantaneous pressure fall being about 80% of the
control. The pressure fall during the last 12 h of the
forecasts was slightly greater for the runs with the initial
perturbation though. The absolute position error re-
mained near 100 km for the first +36 h of the forecasts,
but increased to 300 km by +48 h.

The relative importance of initial condition uncer-
tainty during explosive cyclogenesis was also compared
with that for more normal flow conditions. Predict-
ability error growth rates at sea level in an explosive
cyclogenetic environment were more than double those
for midlatitude flow in general, a result that testifies to
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FiG. 4. Distribution of sea level pressure (solid contours every 4 mb) and 1000-500 mb thickness (dashed
contours every 6 dam, values between 498 dam and 510 dam and between 522 dam and 534 dam stippled)
for the CON experiment of case 92.5 at forecast time (a) 00 h, (b) +12 h, (c) +24 h and (d) +36 h.
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