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ABSTRACT

This study evaluates the performance of the National Centers for Environmental Prediction Global
Forecast System (GFS) against observations made by the U.S. Department of Energy Atmospheric Ra-
diation Measurement (ARM) Program at the southern Great Plains site for the years 2001–04. The spatial
and temporal scales of the observations are examined to search for an optimum approach for comparing
grid-mean model forecasts with single-point observations. A single-column model (SCM) based upon the
GFS was also used to aid in understanding certain forecast errors. The investigation is focused on the
surface energy fluxes and clouds. Results show that the overall performance of the GFS model has been
improving, although certain forecast errors remain. The model overestimated the daily maximum latent
heat flux by 76 W m�2 and the daily maximum surface downward solar flux by 44 W m�2, and underesti-
mated the daily maximum sensible heat flux by 44 W m�2. The model’s surface energy balance was reached
by a cancellation of errors. For clouds, the GFS was able to capture the observed evolutions of cloud
systems during major synoptic events. However, on average, the model largely underestimated cloud
fraction in the lower and midtroposphere, especially for daytime nonprecipitating low clouds because
shallow convection in the GFS does not produce clouds. Analyses of surface radiative fluxes revealed that
the diurnal cycle of the model’s surface downward longwave flux (SDLW) was not in phase with that of the
ARM-observed SDLW. SCM experiments showed that this error was caused by an inaccurate scaling factor,
which was a function of ground skin temperature and was used to adjust the SDLW at each model time step
to that computed by the model’s longwave radiative transfer routine once every 3 h. A method has been
proposed to correct this error in the operational forecast model. It was also noticed that the SDLW biases
changed from mostly negative in 2003 to slightly positive in 2004. This change was traced back to errors in
the near-surface air temperature. In addition, the SDLW simulated with the newly implemented Rapid
Radiative Transfer Model longwave routine in the GFS is usually 5–10 W m�2 larger than that simulated
with the previous routine. The forecasts of surface downward shortwave flux (SDSW) were relatively
accurate under clear-sky conditions. The errors in SDSW were primarily caused by inaccurate forecasts of
cloud properties. Results from this study can be used as guidance for the further development of the GFS.

1. Introduction

The U.S. Department of Energy established the At-
mospheric Radiation Measurement (ARM) Program in
the early 1990s to help resolve uncertainties related to

the role of clouds and their influence on radiative pro-
cesses in the atmosphere (Stokes and Schwartz 1994;
Ackerman and Stokes 2003). The ultimate goal of this
program is to improve parameterizations of clouds and
radiation in global atmospheric general circulation
models (GCMs), and hence to enhance the capability of
GCMs to simulate present climate and to predict future
climate changes. Intensive and long-term measure-
ments of surface and atmospheric quantities have been
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carried out at the ARM surface sites in the U.S. south-
ern Great Plains (SGP), the northern slope of Alaska,
and in the tropical western Pacific. Many investigators
have used these measurements for evaluating, testing
and improving numerical models at different scales,
ranging from GCMs to cloud-resolving models (e.g.,
Randall and Cripe 1999; Xie and Zhang 2000; Xu et al.
2002; Luo et al. 2003; Lenderink et al. 2004; Luo et al.
2005).

Even though the initial motive of the ARM program
was to improve the performance of climate models, in
recent years a few investigators have successfully ap-
plied ARM observations to the evaluation of numerical
weather prediction (NWP) models at operational
weather forecast centers (e.g., Mace et al. 1998; Hinkel-
man et al. 1999; Morcrette 2002; Luo et al. 2005). ARM
provides certain unique products not available from ob-
servations either at conventional meteorological sta-
tions or from satellites. Mace et al. (1998) compared the
vertical distribution of clouds and precipitation in the
European Centre for Medium-Range Weather Fore-
casts (ECMWF) forecasts in the winter of 1997 with
data from a millimeter-wave radar operated at the
ARM SGP site, and found that the forecast model
tended to predict the onset of deep cloud events too
soon. Morcrette (2002) assessed the cloud and radiation
fields for the first 36 h of operational ECMWF forecasts
in April–May 1999 using ARM observations at the SGP
site. By taking advantage of the comprehensive ARM
observations at high temporal and vertical resolutions
the author was able to identify an overestimate of sur-
face downward solar flux in the forecasts and to attrib-
ute the source of this bias to insufficient clear-sky gas-
eous absorptions. Hinkelman et al. (1999) evaluated the
National Centers for Environmental Prediction
(NCEP) regional Eta model forecasts against ARM ob-
servations at the SGP site using observations for the
first half of 1997. They also found an overestimate of
the surface downward solar flux up to 50 W m�2 and
attributed half of this bias to insufficient extinction of
shortwave radiation by water vapor and aerosols. Luo
et al. (2005) used ARM observations made at the SGP
site in June and July 1997 and cloud-resolving model
simulations to evaluate the representation of cirrus
clouds in a single-column version of the NCEP Global
Forecast System (GFS). These studies demonstrated
that, in addition to their usage in climate models, ARM
observations can also be used for ascertaining the qual-
ity of operational weather forecasts and for improving
forecast model physical parameterizations.

In the past, GCM and NWP developers often re-
sorted to different strategies for developing and evalu-
ating parameterizations of model physical processes.

When testing a new parameterization, GCM develop-
ers usually relied on multiyear climate simulations to
allow comparison of model mean statistics with obser-
vations. The success of this strategy was sometimes hin-
dered by limitations such as insufficient observations,
cancellation of simulation errors, and strong couplings
between different physical processes. At NWP centers,
developers relied more on case studies of short to me-
dium-range weather forecasts of extreme events to
evaluate parameterization schemes. In recent years, a
new approach for evaluating GCM parameterization
has gained some momentum (e.g., Jakob 2003; Phillips
et al. 2004). In this approach, GCMs are initialized with
NWP global reanalyses, run in a short-range NWP fore-
cast mode for one or more years to generate a large
number of samples that include different weather re-
gimes. The forecasts are then assessed against satellite
and ground observations. This approach was built upon
the premise that the large-scale dynamical state of the
GCM remains close to the observed state in the short-
term forecasts. If this is the case, systematic forecast
biases can then be attributed predominantly to param-
eterization deficiencies (Phillips et al. 2004).

In the present study, we evaluate NCEP GFS short-
term forecasts (6–30 h) at the ARM SGP site. We take
an approach that emphasizes the overall statistical be-
havior of the forecast model for all of the years rather
than on the performance of the model during extreme
synoptic events. The purpose is to identify systematic
forecast biases and to provide recommendations for
further model improvements. Since early 2001, NCEP
has been processing the operational GFS forecasts to
produce column output at locations corresponding to
all ARM permanent sites. Until now, the archived out-
put has not been systematically evaluated or used for
model development. As noted earlier, Hinkelman et al.
(1999) used a few months of ARM observations to
evaluate the regional Eta forecast model. The GFS
does not consist of the same physics and dynamics
packages as does the Eta model. This study makes use
of the comprehensive and continuous ARM observa-
tions to assess the GFS forecasts at the ARM SGP site
for the years 2001–04. The focus is primarily on clouds,
air temperature, and surface energy fluxes.

In section 2, we first introduce the current NCEP
GFS model, describe in some detail the model’s physi-
cal parameterizations relevant to this study, and then
present the ARM observations and NCEP forecasts.
Strategies for comparing the model with observations
at different temporal and spatial scales are explained.
The evaluation of surface energy fluxes and surface air
temperature is given in section 3 and the evaluation of
clouds is in section 4. In section 5, we describe a set of
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single-column model (SCM) experiments that were car-
ried out to understand the sources of certain model
errors and how some of the different errors were in-
trinsically linked to each other. Section 6 summarizes
this study.

2. Model, observations, and evaluation strategy

a. Description of the NCEP GFS

The NCEP GFS is a global spectral numerical model
based on the primitive dynamical equations that in-
cludes a suite of parameterizations for atmospheric
physics (e.g., Sela 1980; Kanamitsu 1989; Kalnay et al.
1990). The model has been under constant develop-
ment and evaluation (e.g., Moorthi et al. 2001). Here
we describe some of the model features and the major
changes made to the model from 2001 to 2004 that are
relevant to the present investigation.

The GFS uses spectral triangular truncation in the
horizontal and a sigma coordinate in the vertical that
extends from the earth’s surface to the top of the at-
mosphere. A prognostic scheme for cloud condensate
(Moorthi et al. 2001; Zhao and Carr 1997; Sundqvist et
al. 1989) was implemented in the T170L42 version of
the model on 15 May 2001. The model was further
upgraded on 29 October 2002 from T170L42 to
T254L64 (i.e., from a horizontal grid size of about 75 to
55 km). The time steps for computing dynamics and
physics are 7.5 min in T170L42 and 5 min in T254L64,
except for the full calculation of longwave radiation
that is done once every 3 h and shortwave radiation
done once every hour. Corrections are made at every
time step to adjust for the diurnal variations in the
shortwave fluxes through the atmosphere and in the
upward longwave fluxes from the surface.

The shortwave radiation parameterization is based
on Chou and Suarez (1999) and was modified by Hou et
al. (2002) for the GFS. It contains eight spectral bands
in the ultraviolet and visible region and one spectral
band in the near-infrared region. It includes absorp-
tions by ozone, water vapor, carbon dioxide, and oxy-
gen. A random-maximum cloud overlapping is assumed
for radiative transfer calculations in the operational
GFS. Cloud optical depth is parameterized as a func-
tion of the predicted cloud condensate path and the
effective radius of cloud particles (re). Cloud particle
single-scattering albedo and asymmetry factors are
functions of re. For water droplets, re is fixed at 10 �m
over the ocean, and specified as re � min[max(5 �
0.25Tc, 5), 10] �m over land, where Tc is temperature in
degrees Celsius. For ice particles, re is an empirical
function of ice water content and temperature that fol-
lows Heymsfield and McFarquhar (1996). The radiative

effects of rain and snow are not included in the opera-
tional GFS, but the direct radiative effect of atmo-
spheric aerosols is included. The surface albedo over
land varies with the surface type, solar spectral band,
and season, and is further adjusted by a solar zenith-
angle-dependent factor for the direct solar beam. When
the ground has snow cover the grid-mean surface al-
bedo is first computed separately for snow-free and
snow-covered areas, and then combined using a snow-
cover fraction that depends on the surface roughness
and snow depth. Snow albedo depends on the solar
zenith angle (Briegleb 1992).

A major change was made in longwave radiation on
28 August 2003. The Geophysical Fluid Dynamics
Laboratory (GFDL) model (Schwarzkopf and Fels
1991) was replaced by the Rapid Radiative Transfer
Model (RRTM; Mlawer et al. 1997). The RRTM com-
putes longwave absorption and emission by water va-
por, carbon dioxide, ozone, cloud particles, and various
trace gases including N2O, CH4, O2, and four types of
halocarbons [chlorofluorocarbons (CFCs)]. Aerosol ef-
fects are not included. For consistency with the earlier
GFDL module, no trace gases are included in the
RRTM for the GFS forecasts. The RRTM uses a cor-
related-k distribution method and a transmittance
lookup table that is linearly scaled by optical depth to
achieve high accuracy and efficiency. The algorithm
contains 140 unevenly distributed intervals in 16 spec-
tral bands. It employs the Clough–Kneizys–Davies
(CKD_2.4) continuum model (Clough et al. 1992) to
compute absorption by water vapor at the continuum
band. Longwave cloud radiative properties external to
the RRTM depend on cloud liquid/ice water path and
the effective radius of ice particles and water droplets
(Hu and Stamnes 1993; Ebert and Curry 1992).

Penetrative convection is parameterized by the Sim-
plified Arakawa–Schubert scheme (SAS; Pan and Wu
1995; Grell 1993; Arakawa and Schubert 1974). SAS
considers only the deepest cloud type instead of a spec-
trum of clouds as in the original Arakawa–Schubert
scheme. However, we have made a change in the cloud-
top selection algorithm so that the top is now selected
randomly to be a layer between the neutral buoyancy
level (the maximum cloud top) and the level of the
equivalent potential temperature minimum. Convec-
tion occurs when the cloud work function exceeds a
threshold. Cloud mass flux is determined using a quasi-
equilibrium assumption based on this threshold. The
cloud model also incorporates a saturated downdraft as
well as the evaporation of convective precipitation. En-
trainment into the updraft and detrainment from the
downdraft below the cloud base are included. Water
substance detrained at the cloud top is separated into
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condensate and vapor, with the former being treated as
a source of prognostic cloud condensate.

The parameterization of shallow convection follows
Tiedtke’s (1983) diffusion scheme. Shallow convection
occurs when convective instability exists without deep
convection. The cloud-base level is the lifting conden-
sation level. Enhanced vertical mixing is invoked be-
tween the cloud-top and cloud-base levels with a fixed
profile of vertical diffusivity. Shallow convection does
not produce clouds and has no direct radiative effects.

The GFS scheme for large-scale condensation and
precipitation is based on Zhao and Carr (1997). Cloud
condensate is a prognostic variable. Convective de-
trainment and grid-scale condensation are the source
terms, and evaporation and grid-scale precipitation are
the sink terms for cloud condensate. Evaporation of
rain in unsaturated layers below the level of condensa-
tion is allowed. The cloud fraction used by the large-
scale condensation scheme is computed following
Sundqvist et al. (1989). For the radiative transfer cal-
culations, however, a different diagnostic scheme
(Moorthi et al. 2001) based on Xu and Randall (1996)
is used to compute the cloud fraction. This scheme
takes into account cloud condensate from both cumulus
convection and large-scale condensation.

In the planetary boundary layer (PBL), a nonlocal
scheme (Troen and Mahrt 1986; Hong and Pan 1996) is
used to compute turbulent transport. The PBL height is
diagnostically determined using a bulk Richardson
number approach. The turbulent diffusivity profile is
specified as a cubic function of the PBL height and
scaled by parameters derived from similarity require-
ments.

The Monin–Obukhov similarity–profile relationships
are used to compute surface wind stress and sensible
and latent heat fluxes. The formulation is based on
Miyakoda and Sirutis (1986) but has been modified for
very stable and very unstable situations. Land surface
evaporation includes direct evaporation from soil and
canopy, as well as transpiration (Pan and Mahrt 1987).
A two-layer soil model computes soil temperature and
soil volumetric water content at depths of 0.1 and 2.0 m
(Pan and Mahrt 1987). The deep-soil temperature at
4-m depth is specified. The heat capacity, thermal and
hydraulic diffusivity, and hydraulic conductivity coeffi-
cients are strong functions of soil moisture content. The
vegetation canopy is allowed to intercept precipitation,
which can then evaporate. Runoff from the surface and
drainage from the bottom soil layer are also calculated.

b. GFS model output for ARM sites

Since 2001, the NCEP GFS forecasts have been pro-
cessed to produce single-column profiles at locations

corresponding to ARM ground observation sites, in-
cluding the Southern Great Plains Central Facility at
Lamont, Okalahoma, the North Slope of Alaska Bar-
row and Atqasuk Facilities, and the tropical western
Pacific Manus Island, Nauru Island, and Darwin Facili-
ties. Standard model variables have been extracted and
archived, including atmospheric profiles and surface
fluxes, at 3-h forecast intervals out to 48 h. The model
was initialized each day at 0000 and 1200 UTC. This
investigation is focused on the 0000 UTC runs, and
more specifically on the 6–30-h forecasts for the diag-
nosis of diurnal variations. Analyses of the forecasts
beyond 30 h led to the same conclusions. Results from
the 1200 UTC runs were also similar to those from the
0000 UTC runs.

Energy fluxes at the earth’s surface and top of the
atmosphere, including radiation, latent and sensible
heat, and wind stresses were saved as 3-h averages. Sur-
face rainfall and snowfall were saved as 3-h accumula-
tions. State variables such as the surface and atmo-
spheric temperatures, cloud fraction, cloud condensate,
and specific humidity were saved as instantaneous val-
ues at the end of each 3-h forecast interval. The profiles
were saved on the model’s sigma levels and then pro-
jected onto standard isobaric layers (1000–25 hPa, at
25-hPa intervals) and standard atmospheric heights
(surface to 20 km, at 250-m intervals) for comparison
with observations. The NCEP GFS forecasts for all of
the ARM sites have also been converted to the network
Common Data Form (netCDF) format and archived at
the ARM External Data Center at Brookhaven Na-
tional Laboratory (more information available online
at http://www.arm.gov/xds/static/gfs.stm).

c. ARM observations at the Southern Great Plains
site

The observations used for this study (see Table 1)
were obtained from the ARM Climate Research Facil-
ity Data Archive (see online at http://www.arm.gov/
data/). The comparisons between GFS forecasts and
ARM observations were made primarily at the Central
Facility (CF-1). Observations at the SGP extended fa-
cilities (EFs) were also used for a scale-dependence test
(see section 2d). Figure 1 depicts the ARM SGP obser-
vation network. Note that EF-13 is collocated with the
CF. Measurements from both EF-13 and CF-1 were
used to represent observations at the CF site for model
evaluation.

Because the ARM observations listed in Table 1
have different temporal frequencies, they were pro-
cessed to match the 3-hourly GFS outputs. For flux
variables, all measurements in a 3-h period were used
to derive 3-hourly means. For state variables, measure-
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ments made at the time closest to the end of a 3-h
period were chosen to represent the values for the en-
tire 3-h period.

d. Evaluation strategy and scale-dependence tests

One of the purposes of this study is to evaluate the
overall performance of the GFS against ARM observa-
tions for the 4 yr from 2001 to 2004. We will compare
time series, diurnal cycles, and seasonal and annual
means of the GFS forecasts with available ARM obser-
vations to detect model biases, to find if the model
performance has been improving as the model is up-
graded, and to give recommendations for model bias
corrections and for future model development.

The GFS single-column output represents mean at-
mospheric conditions over a model grid area, roughly
70 � 70 km2 in size for the T170 version and 55 � 55
km2 for the T254 version. However, the ARM obser-
vations were made at single points. How can we prop-
erly compare the model grid values with single-point
observations? Ideally, model results should be com-
pared to the means of observations over an area com-
parable to the model grid size; however, not all obser-
vations are available at all the SGP facilities (Fig. 1). Is
it meaningful to compare model grid values with obser-
vations made at the single CF site? Barnett et al. (1998)
investigated the temporal and spatial scales of surface
shortwave fluxes measured at the ARM SGP sites and
the Oklahoma MESONET. They showed that, for
3-hourly averages, the temporal correlation between
the fluxes measured at the SGP CF and the mean over
an area 60 km � 60 km is about 0.7 for cloudy-sky
conditions and 0.8 for clear-sky conditions. Long et al.
(2002) examined total cloud amount over the SGP net-
work measured during the ARM 1997 and 2000 cloud
intensive operational periods. They found that, in gen-
eral, the representativeness of the SGP CF cloud cover
decreases as the distance used for computing average
cloud cover increases. On a daily basis, the average
distance is 125–150 km for a correlation of 0.5–0.6 be-
tween the CF cloud amount and the areal mean, and

75–100 km for a correlation of 0.8–0.9. These studies
suggest that for an area of about the current GFS grid
size (approximately 60 km � 60 km at the SGP), the
ARM observations at the CF can be used to represent
the grid-size-mean values of solar radiation and clouds.
We extend the studies of Barnett et al. (1998) and Long
et al. (2002) by performing scale-dependence tests for a
few more variables relevant to this study and by focus-
ing on the biases instead of the temporal correlations.

The ARM SGP Cloud and Radiation Test bed
(CART) observation network covers an area of ap-
proximately 300 � 300 km2. It includes three types of
facilities (i.e., the central, extended, and boundary fa-
cilities). The instruments deployed at each type of fa-
cility are often different. We selected a domain within
the CART centered at the central facility that has ap-
proximately the same size as the T254 model grid and
labeled it as OB2. It includes the facilities EF-11, EF-
15, EF-9, EF-12, EF-13, EF-14, CF-1, and CF-2. We
also defined the entire CART site as domain OB3, and
the CF site as OB1. The CF site is covered by grazed
pasture and wheat. Of the eight sites included in OB2,
six are also covered by grazed pasture and wheat and
the other two by alfalfa and native prairie. OB3 has 33
sites in total; among them only 13 sites are covered by
grazed pasture and/or wheat, while the others are cov-
ered by grass, rangeland, alfalfa, forest, native prairie,
and ungrazed pasture. The surface type over the do-
main OB3 is rather inhomogeneous. Next, domain av-
erages over OB2 and OB3 were computed for surface
air temperature and precipitation from the Surface Me-
teorological Observation System (SMOS) instruments,
surface downward and upward solar and longwave ra-
diative fluxes from the Solar Infrared Radiation Station
(SIRS) instruments, and latent and sensible heat fluxes
from the Energy Balance Bowen Ratio (EBBR) instru-
ments (Table 1).

For brevity, we show in Fig. 2 only the forecast biases
of surface downward solar and longwave fluxes for the
6–30-h forecasts made each day in 2003 relative to the
observation OB1, the differences between observations

TABLE 1. ARM data streams and variables used for forecast evaluation, where EF refers to ARM Extended Facility sites.

Data stream and identifier in
ARM archive No. of sites Measurements used for this study Frequency

SMOS, sgp30smosExx.b1 16 EF 2-m surface temperature; precipitation 30 min
EBBR, sgp30ebbrExx.b1 14 EF Sensible and latent heat fluxes; ground soil heat flux 30 min
Best-Estimate Radiative Flux,

sgpbeflux1longC1.c1
CF-1 Surface downward and upward solar and longwave fluxes 1 min

SIRS, sgpsirsExx.b1 22 EF and CF-1 Surface downward solar and longwave fluxes 1 min
ARSCL, sgparsclbnd1clothC1.c1 CF-1 Cloud-base and cloud-top heights 10 s
“MWR PROF” VAP, sgpmwrprofC1.c1 CF-1 Vertical profiles of water vapor, temperature 1 h
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OB2 and OB1, and the differences between observa-
tions OB3 and OB1. Tests for other variables produce
similar results. Figure 2 shows that the forecast biases
(FCST � OB1) are always larger than the differences
between the observations for OB2 and OB1. However,
the differences between the observations for OB3 and
OB1 are at least as large as the forecast biases. The
different surface conditions over OB1 and OB3 are re-
sponsible for the differences in the observed surface
fluxes. These scale-dependence tests suggest that com-
paring GFS forecasts with either the single-point obser-
vations at OB1 or with the means over OB2 will lead to

similar conclusions. The results are consistent with the
findings of Barnett et al. (1998) and Long et al. (2002).
In the reminder of this paper, all comparisons are made
between model forecasts and observations at the CF
site.

3. Surface energy fluxes and surface air
temperature

In this section, we assess the overall performance of
the NCEP GFS at the SGP site for 2001–04. All pre-
sentations in this study are based on the forecasts for

FIG. 1. Facilities at the ARM SGP site (available online at http://www.arm.gov/). The entire domain is about 300
km � 300 km in size (OB3). For the scale-dependence test described in section 2d, a subdomain (OB2) comparable
in size to the grid size of the NCEP T254 (�55 km) forecast model is chosen. Observations averaged over OB2 are
compared with the single-point measurements made at the central facility (OB1), and with the observations
averaged over the entire SGP site (OB3).
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the 6–30-h period, which corresponds to a full diurnal
cycle (midnight to midnight local time). Shown in Fig. 3
are the ARM observations and the differences between
GFS forecasts and observations for the surface down-
ward and upward shortwave fluxes and downward long-
wave flux. The observations are 3-hourly means and
were derived from the Valued-Added Product (VAP)
Best-Estimate Radiative Flux (Long 2002; Shi and
Long 2002) at 1-min temporal resolution (Table 1).
Comparisons between the forecasts and the observa-
tions indicate that, qualitatively, the model simulated
the observed diurnal and seasonal variations well in
these fluxes. However, quantitative differences do exist
(Fig. 3). The model overestimated the surface down-

ward shortwave flux in all seasons. The bias reached
about 200 W m�2 at 1500 LST (local standard time) in
the summer. The bias for the surface upward (re-
flected) shortwave flux was relatively small and some-
times even had the opposite sign to the bias of the
downward flux. This discrepancy implies a potential
problem in the surface albedo prescribed in the model,
which will be further discussed. The model underesti-
mated the surface downward longwave flux during
the day and overestimated it at night. On 28 August
2003 the longwave radiative transfer module of the
GFS was switched from the GFDL scheme to the
Mlawer et al. (1997) RRTM. The bias was noticeably
reduced during the day after the switch, however, the

FIG. 2. A scale-dependence test for (a)–(d) surface downward shortwave and (e)–(h) longwave fluxes at the
ARM SGP site. (a), (e) ARM observations over OB1, (b), (f) GFS forecast biases relative to the observations over
OB1, (c), (g) the differences between the observations over OB2 and OB1, and (d), (h) the differences between
the observations over OB3 and OB1. Missing values are masked by white stripes.
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bias became larger at night. In section 5 we describe a
set of single-column model experiments that we per-
formed to better understand the source of the longwave
flux errors.

Figure 4 further compares the forecasts of surface
latent and sensible heat fluxes with ARM observations.
The observations were derived from the 30-min EBBR
measurements (Wesely et al. 1995) at the E13 site (Fig.
1), which is collocated with the C1 facility. We are
aware of the fact that a VAP EBBR has been produced
by the ARM program to correct some of the spikes
found in the measured time series, which were caused
by dew, frost, or condensation on the EBBR radiom-
eter domes (more information available online at http://
science.arm.gov/vaps/baebbr.stm). However, that prod-
uct was only available before June 2003 and had many

missing values, so we used the original EBBR product.
Cross validation indicates that the differences between
the original and the VAP are negligibly small compared
to the magnitude of the model biases (figures not
shown). We screened the original EBBR data to ex-
clude some of the visually detectable bad values. How-
ever, as illustrated in Fig. 4, the remaining EBBR mea-
surements of latent and sensible heat fluxes still exhibit
some errors before April 2002.

In Fig. 4 upward fluxes are positive. The observed
latent heat fluxes were always positive. The sensible
heat fluxes were primarily negative at night because of
strong surface cooling and positive during the day be-
cause of surface heating by solar radiation. The GFS
persistently overestimated the latent heat fluxes in both
the daytime and nighttime hours in all seasons. The

FIG. 3. The 3-hourly mean SDSW, SUSW, and SDLW at the ARM SGP CF/E13 site. (top)
ARM observations and (bottom) the differences between the GFS forecasts and ARM ob-
servations.
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daytime bias reached up to 200 W m�2. The model
tended to underestimate the positive sensible heat flux
during the day and overestimate the negative flux at
night. Figure 4 also includes the 2-m air temperatures.
The observations were obtained from the ARM SMOS
(Table 1). The model 2-m air temperatures showed pre-
dominantly cold biases during the day and warm biases
at night.

Up to now we have focused on qualitative measures
of the GFS. The forecast biases presented in Figs. 3 and
4 display strong diurnal variations. For quantitative
measures, in Fig. 5 we present the mean diurnal cycles
of fluxes and surface air temperature averaged over the
two years from 1 December 2002 to 30 November 2004,
during which all observations were available and were
of good quality. The model captured the phases of the

observed diurnal variations in all surface energy fluxes
and air temperatures, except for the downward long-
wave radiation. The observed longwave fluxes peaked
at 1500 to 1800 LST, while the forecasts peaked later at
about 2100 LST. Single-column model experiments
(see section 5) indicate that this discrepancy was caused
by an error in a scaling factor that depends on the
ground skin temperature.

For all other quantities, both the observations and
the forecasts reached their maxima at about 1500 LST
and minima at about 0600 LST. However, for certain
variables large differences in magnitudes exist. At 1500
LST, the model overestimated the surface downward
solar flux by 44 W m�2 and the latent heat flux by 76
W m�2 and underestimated the surface downward
longwave flux by 14 W m�2. The model underestimated

FIG. 4. Same as in Fig. 3, but for latent heat (LH) flux, sensible heat (SH) flux, and the
surface 2-m air temperature.
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the daytime positive sensible heat flux by 44 W m�2 at
1500 LST, and overestimated the nighttime negative
flux by about 29 W m�2 at 0600 LST. The forecasts of
2-m air temperature were slightly warmer than those
observed at night, and colder during the day, with a
maximum error of �1.6°C at 1800 LST. It is interesting
to note that even though the forecast bias in surface
downward solar flux was large the bias in surface re-
flected solar flux was very small, less than 3 W m�2 at
all hours of the day. Further analysis found that the
surface albedo prescribed in the GFS was smaller than
the observed albedo (see Fig. 6).

The above analysis suggests that there is a cancella-
tion of errors among the forecast surface energy terms.
The forecasts at 1500 LST are an example of this. Table
2 lists the average surface energy fluxes at 1500 LST
shown in Fig. 5 for both the ARM observations and
GFS forecasts. To complete the surface energy budget,
we also included in Table 2 the surface upward long-
wave flux and the ground soil heat flux. The observa-
tional resources for these fluxes are given in Table 1.
The net heat fluxes in Table 2 are very small for both
the observations and forecasts. This indicates balanced
surface energy fluxes in both systems. However, the

FIG. 5. Mean diurnal cycles of surface energy fluxes (W m�2) and surface air temperature
(°C) over the period 1 Dec 2002–30 Nov 2004. (left) Solid lines are for ARM observations and
dashed lines are for the GFS forecasts. (right) Differences between the GFS forecasts and
ARM observations.
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balance in the GFS forecasts was achieved by a cancel-
lation of errors. The forecast model suffered from ex-
cessive surface cooling, up to 76 W m�2, caused by
evaporation (latent heat flux). This large bias was al-
most compensated for by a 44 W m�2 overestimate of

downward solar flux and a 44 W m�2 underestimate of
upward sensible heat flux. The model also underesti-
mated the surface upward and downward longwave
fluxes by 14 and 13 W m�2, respectively.

To further examine the seasonal and annual varia-

TABLE 2. Surface energy fluxes (W m�2) at the ARM SGP CF site at 2100 UTC (1500 LST) averaged from 1 Dec 2002 to 30 Nov
2004, where SDSW is downward shortwave, SUSW upward shortwave, SDLW downward longwave, SULW upward longwave, SH
sensible heat, LH latent heat, GH ground soil heat flux, and NET the summation of all surface energy fluxes. Downward fluxes are
positive and upward fluxes are negative.

SDSW SUSW SDLW SULW LH SH GH NET

ARM 581 �120 343 �437 �167 �174 �28 �2
GFS 625 �119 329 �424 �243 �130 �34 4
GFS � ARM 44 1 �14 13 �76 44 �6 6

FIG. 6. Time series at 1500 LST extracted from Figs. 3 and 4, except for surface albedo. Solid
lines are for ARM observations, and dashed lines for the GFS forecasts. A 10-day running-
mean filter was applied to all time series.
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tions in the energy fluxes, in Fig. 6 we plotted the time
series in Figs. 3 and 4 at 1500 LST from 1 January 2002
to 31 December 2004. Instead of showing the surface
upward solar flux as in Fig. 3, we included the observed
and forecast surface albedo in Fig. 6. The observed al-
bedo was derived from the 1-min VAP Best-Estimate
Radiative Flux (Table 1). The SGP CF is covered by
pasture and wheat most of the year. Surface albedo is
usually in the vicinity of 0.2 if there is no snow on the
ground. For the forecasts, surface albedo was deter-
mined by the model’s surface albedo parameterization
at each time step and averaged over a 3-h period. The
model tended to underestimate the surface albedo by
about 0.02 in absolute values for most of the year. As a
result, the forecast surface upward solar fluxes matched
the observations, even though the model largely over-
estimated the surface downward solar fluxes (see Fig. 3
and Table 2).

There are several spikes in the time series of sur-
face albedo in Fig. 6 in the winter and early spring
in both the observations and forecasts. These spikes
occurred on the days with snow on the ground. Not
surprisingly, the GFS was able to portray the occur-
rence of snow events (figures not shown) since the ob-
served snow cover was assimilated into the initial con-
ditions of the forecast system. However, the surface
albedo derived from the model’s surface parameteriza-
tion was always smaller than the albedo observed over
a snow-covered surface. In the GFS, the surface albedo
over a snow-covered surface depends on snow depth,
surface temperature, solar zenith angle, and surface
roughness (Hou et al. 2002). Further investigations are
required to determine the exact cause of the albedo
bias.

In Fig. 6, the forecast surface downward longwave
flux matched the observed flux much better after Au-
gust 2003 than before. In August 2003, the longwave
radiative transfer scheme in the GFS was switched from
the GFDL module to the RRTM module (Mlawer et al.
1997). In section 5 we describe the SCM experiments
we made to assess how the two modules behave with
identical sky conditions. The forecasts overestimated
latent heat flux during the day (Fig. 5), and the biases
were larger in the spring and fall seasons than in the
summer (Fig. 6). Additional model experiments and
observational analyses are required to determine the
cause of the biases. The observed sensible heat fluxes
showed large seasonal and annual variations. These
fluxes were much larger in the spring and fall than in
the winter and summer, and were larger in 2003 than in
the other years. These fluxes in the GFS forecasts did
not vary much with the season and year. Overall, the

model underestimated the surface-to-atmosphere sen-
sible heat flux in the afternoon.

4. Cloud fraction

a. Definition of cloud fraction

Clothiaux et al. (2000, 2001) created the Active Re-
motely Sensed Clouds Locations (ARSCL) VAP. This
product combines measurements from the millimeter
cloud radar, laser ceilometers, microwave radiometers,
and micropulse lidars to produce an objective determi-
nation of hydrometeor height distributions and esti-
mates of their radar reflectivities, vertical velocities,
and Doppler spectral widths. A subset of this product
(data stream sgparsclbnd1clothC1.c1 in Table 1) gives
cloud-base and cloud-top heights for each group of con-
tiguous clouds in the vertical column at a 10-s temporal
resolution. Jakob et al. (2004) proposed a method that
compares model clouds with pointwise observations
based on probabilistic distributions. They used the
ARSCL product to evaluate the total cloud cover in the
summer of 1997 simulated by a cloud-resolving model
and the ECMWF operational model. Here we take the
conventional time-averaging approach to examine the
scale dependence of clouds at all layers of the tropo-
sphere.

From the GFS forecasts, cloud fractions were saved
for the model’s sigma layers as instantaneous values at
the end of each of the 3-h forecast intervals. However,
the time step for the GFS physics was 7.5 min in the
T170 version before 29 October 2002, and 5 min in the
T254 version thereafter, so the forecasts were under-
sampled.

There is an issue of incompatibility in space and time
between the observations and the model forecasts.
Cloud fraction from the model represents the percent-
age of a model grid area that is covered by clouds
within each physical time step. For single-point obser-
vations, cloud fraction is usually defined as cloud oc-
currence frequency within a given time period (e.g.,
Lazarus et al. 2000). The problem is how to choose the
period. One approach is to set it as the duration of the
last call of the GFS physics routines within each 3-h
postprocessing period. However, the so-defined cloud
fraction (occurrence frequency) is undersampled in
space compared to the model output. To compensate
for the undersampling in space, one can define a cloud
occurrence frequency over an “impact” period of time,
which, to a certain degree, represents the dynamical
advection of cloud condensate from neighboring points
surrounding the observation column. This impact pe-
riod varies in space and time since the temporal scale of
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dynamical transport by advection depends on wind
speed. We selected a few constant impact periods, rang-
ing from a few minutes up to three hours, and com-
puted the corresponding cloud fractions (occurrence
frequency) for the observations. The purpose is to test
the sensitivity of cloud occurrence frequency to the dif-
ferent impact periods.

Before using the observed ARSCL cloud-base and
cloud-top heights, which had a 10-s resolution, they
were mapped to layers that have a 250-m vertical reso-
lution from the surface to 20 km. Within each layer, a
cloud occurrence of one was recorded if clouds were
detected and zero if no clouds were detected. Then we
divided the 4-yr archive into 3-h subsets. Cloud occur-
rence frequencies were computed by averaging the 10-s
cloud occurrence records over the last 5 min, 7.5 min, 15
min, 1 h, and 3 h of each 3-h subset. In such a way, cloud
occurrence frequency derived with an impact period
shorter than 3 h used only part of the observations
within each 3-h subset.

As a demonstration, in Fig. 7 we show the vertical
distributions of the observed cloud occurrence fre-
quency in July 2003 and January 2004 for the two ex-
treme cases, the 5-min and 3-h impact periods. The

overall structures of the cloud systems computed from
the two methods are similar, except that there is more
fractional cloud cover (less than 100%) for the 3-h case
than for the 5-min case. We computed and plotted in
Figs. 8a,b the total (column integrated) cloud amount
from 1 December 2002 to 30 November 2004 obtained
from the cloud fraction profiles using a random-overlap
assumption. The temporal correlation between the two
ARSCL time series is 0.97; however, at times the total
cloud amount for the 5-min case, which is under-
sampled in time, can be quite different from that for the
3-h case. The 2-yr mean total cloud amount is 56.4% for
the 5-min case and 61.7% for the 3-h case.

The analysis indicates that cloud occurrence fre-
quency does vary in magnitude with the impact period,
although its temporal evolution does not. In practice,
we do not know which impact period is the most real-
istic. When comparing model clouds with observations,
one has to keep in mind the uncertainty of “observa-
tions” arising from the different definitions of cloud
occurrence frequency. In this investigation, for each of
the 3-h processing periods the GFS clouds were under-
sampled in time; the ARM clouds were undersampled
in space, and also in time if all data within the 3-h

FIG. 7. Vertical distributions of cloud occurrence frequency for ARSCL observations and
fractional cloud cover for the GFS forecasts in (left) July 2003 and (right) January 2004. The
ARSCL cloud occurrence frequencies were calculated using the 5-min and 3-h sampling
methods (see text for details).
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period were not used for calculating the cloud occur-
rence frequency.

b. GFS forecasts and ARM observations

To compare with observations (i.e., ARSCL), the ar-
chived GFS instantaneous cloud fractions for the sigma
layers were projected onto the same 250-m resolution
layers as for the observations. In Fig. 7, the forecast
cloud fractions at the ARM CF site are compared with
the ARSCL cloud occurrence frequency distributions
for July 2003 and January 2004. The model captured
the observed cloud distributions for the major synoptic
events in both the warm and cold month. The forecasts
compared more favorably with observations from the
3-h sampling than those from the 5-min sampling. Fig-
ure 8c displays the GFS total cloud amount for Decem-
ber 2002–November 2004. The cloud amount was ob-
tained from the forecast cloud fraction profiles by as-
suming a random overlap. The correlations between
the forecasts and the observations sampled at the 5-min

and 3-h intervals both reached 0.77; however, the 2-yr-
mean total cloud amount from the forecasts is 52.7%,
which is about 10% less than the observed sampled at
the 3-h intervals.

In the following, we examine diurnal variations in
clouds in the vertical between the forecasts and obser-
vations. Data in the period from December 2002 to
November 2004 were used to derive the seasonal mean
diurnal variations shown in Fig. 9. In the ARM obser-
vations (Figs. 9a–d), the diurnal cycles were very dif-
ferent in different layers of the troposphere and in dif-
ferent seasons. In the mid- and upper troposphere the
diurnal cycle was weak in all seasons except the sum-
mer when more clouds were observed at night than
during the day. In the lower troposphere and near the
boundary layer there were less clouds in summer than
other seasons, especially at night. For all seasons, cloud
fractions in the boundary layer and lower troposphere
were the biggest at about noon and the smallest at
about midnight.

FIG. 8. Total cloud amount from the surface to 16 km derived from the cloud vertical
profiles at 250-m intervals based on a random-overlap assumption. All time series were
smoothed by a 10-day running-mean filter to exclude high-frequency variations. (a)–(c) The
dotted straight line represents mean cloud amount averaged December 2002–November 2004,
and the numbers are the mean and standard deviation of the cloud amount. Anomalous
correlation between ARSCL cloud amounts from the 5-min and 3-h sampling is 0.97, and the
correlations between the GFS forecasts and ARSCL clouds from the 5-min and 3-h sampling
are 0.77 and 0.78, respectively.
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Lazarus et al. (2000) found that at the SGP site the
major types of the observed low clouds (below 2 km)
are stratus, stratocumulus, and cumulus. Stratiform
clouds are found in all seasons, but are most prevalent
during the winter and most infrequent in the summer.
In general, there are slightly more stratiform clouds
during the day than at night. In the summer, cumulus
dominates and has a strong diurnal cycle, with the peak
occurring at about noon. Overall, the distributions of
the ARSCL clouds we presented in Fig. 9 are in agree-
ment with Lazarus et al.’s (2000) analyses based on
different cloud types.

The GFS (Figs. 9e–h) was able to capture the ob-
served bimodal distribution of clouds in the vertical.
There were more clouds in the lower and upper tropo-
sphere than in the midtroposphere. The diurnal varia-

tion of clouds in the upper troposphere was better
simulated than it was in the boundary layer and lower
troposphere. The model largely underestimated day-
time low clouds in the summer and fall. In the daily
averages, the model underestimated clouds in the lower
and midtroposphere during all seasons by a few percent
(Figs. 9i–l). It is known to us that the GFS has difficul-
ties in simulating shallow convection. Even when shal-
low convection does occur, the model does not allow
the convection to produce clouds. The lack of a strong
diurnal cycle of low clouds in the summer and fall at the
SGP sites (Figs. 9f,g) was in part caused by the model’s
deficiency in simulating shallow convection.

To better understand the diurnal and seasonal varia-
tions in clouds, we separated the cloud distributions
shown in Fig. 9 into conditions with and without pre-

FIG. 9. (a)–(h) Diurnal and vertical distributions of cloud fraction averaged for each season
based on 3-hourly mean data December 2002–November 2004. (i)–(l) Mean vertical distribu-
tions of cloud fraction averaged over the 24 h in (a)–(h). Dashed lines are for GFS forecasts
and solid lines are for ARM observations. The contour intervals (CIs) are 4% in all panels.
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cipitation at the surface for both the forecasts and ob-
servations in June–August (JJA) and December–
February (DJF; Fig. 10). In the ARM observations
there were many nonprecipitating low clouds during
the day for both seasons. The GFS forecasts captured
the nonprecipitating high clouds, but entirely missed
the daytime nonprecipitating low clouds (Figs. 10e,g).
The deficiency in the model’s shallow convection
scheme is probably responsible for this bias. When pre-

cipitation did occur at the surface, clouds from the fore-
casts were still underestimated in both seasons, but es-
pecially in the summer. The observed summertime pen-
etrative convective clouds occurred in the afternoon
and evening (Fig. 10b); however, the forecasts failed to
capture such clouds (Fig. 10f). Both the shallow and
penetrative convection from the GFS forecasts seem to
be less active than those from the observations. On the
other hand, it should be pointed out that the ARM

FIG. 10. Diurnal and vertical distributions of clouds in JJA and DJF, same as in Fig. 9 except that the cases with
and without precipitation occurring on the ground are separated. (a)–(h) The CIs are 4% for the cases without
precipitation and 8% for the cases with precipitation. (i)–(l) Dashed lines are for the GFS forecasts and solid lines
are for ARM observations.
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ARSCL cloud data represent all types of hydrometers
including water droplets, ice particles, rain, and snow.
In the GFS, only cloud water droplets and ice particles
are accounted for in the calculation of cloud fractions,
rain and snow are not included. This may partly explain
the model errors, especially when precipitation occurs.

5. Further analyses of radiative fluxes

a. Diurnal cycle of surface downward longwave
flux

Figure 5 showed that, on average, the observed all-
sky surface downward longwave flux (SDLW) peaked
at 1500–1800 LST, while the forecast peaked at 1800–
2100 LST and its magnitude was about 14 W m�2

smaller than the former. To facilitate further investiga-
tion of this problem, we performed a set of sensitivity
experiments using the NCEP SCM that has no large-
scale dynamics but includes all the GFS physical pro-
cesses (Luo et al. 2005). The SCM was initialized with
the surface and atmospheric states, including cloud
fraction and cloud water amount, saved from the GFS
forecasts. During the time integrations, the SCM was
driven by the archived GFS dynamical forcing terms,
which include vertical velocity and the time derivatives
(tendencies) of surface pressure, temperature, specific
humidity, zonal and meridional momentum, and cloud
water. These forcing terms were accumulated from the
dynamic processes of the GFS forecasts and saved as
3-hourly means. They were linearly interpolated to
each SCM time steps. All experiments were initialized
at 0000 UTC each day and were integrated forward for

36 h. Results from the last 24 h of the integrations were
used to examine the diurnal cycles of the SDLW. For
brevity, in Fig. 11 we present the results for JJA 2004.
Similar results were obtained for other seasons.

The SCM was first run with the original GFS physics
packages. The diurnal cycle of the SDLW from this
experiment (the line with filled circles in Fig. 11a) fol-
lows closely the one from the GFS forecasts (the line
with open circles). This demonstrates the credibility of
the SCM and reproduces the problem found in the GFS
forecasts. It was shown in section 5 that the GFS poorly
simulated the diurnal cycle of clouds in the boundary
layer in JJA (Fig. 9f). To test for the possibility that the
problem in the diurnal cycle of the SDLW was caused
by errors in cloud distributions, we set all cloud frac-
tions to zero in the second SCM experiment. The re-
sulting SDLW diurnal cycle shown in Fig. 11a still does
not follow the observed cycle and is similar to the one
from the first experiment.

In the GFS the longwave radiative transfer routine is
called once every 3 h; however, the actual SDLW
[LW↓(t)] that drives the land surface model at each
model time step is adjusted by the following factor:

LW↓�t� � LW↓�t0�� TG�t�

TG�t0��4

, �1�

where TG(t) is the ground skin temperature at time t,
and LW↓(t0) and TG(t0) are the SDLW and skin tem-
perature, respectively, at the time when the longwave
radiative transfer routine is last called. Since the SDLW
is mostly determined by the air temperatures near the
surface instead of skin temperature, this scaling might

FIG. 11. Diurnal cycles of SDLW (W m�2) in JJA 2004. (a), (b) The dotted lines are for ARM observations. In
(a), the line with open circles is for the GFS forecasts, and the lines with filled circles and open squares are for the
SCM forecasts with and without clouds. In (a), the SDLW fluxes for both the GFS and SCM forecasts were scaled
by a factor that is a function of skin temperature. In (b), the lines with open and filled circles are for the SCM
forecasts, for which the SDLW was scaled by a factor that is either a function of the air temperature at the lowest
model layer or a function of the mass-weighted mean air temperature at the lowest four model layers.
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be inaccurate. The scaling factor should be a function of
air temperature instead of skin temperature.

We performed two more SCM experiments using re-
vised scaling factors. The skin temperature in Eq. (1)
was replaced by the air temperature at the lowest
model layer in the first experiment and by the mass-
weighted mean air temperature of the lowest four
model layers in the second experiment. Indeed, both
the phase and magnitude of the SDLW diurnal cycle
(Fig. 11b) were greatly improved with this scaling
method. The magnitude of the bias relative to the
ARM observations was reduced from about 20 W m�2

in Fig. 11a to about 5 W m�2 in Fig. 11b. Additional
tests indicated that including more layers when calcu-
lating the mean air temperature for the scaling factor
does not further reduce the bias. We are now imple-
menting the revised method into the NCEP operational
GFS.

b. Systematic SDLW biases

The longwave radiative transfer routine in the GFS
was switched from the GFDL Schwarzkopf and Fels
(1991) scheme to the RRTM (Mlawer et al. 1997) on 28
August 2003. Figures 3 and 6 showed that the forecast
SDLW made a distinct transition at about the time of

this switch. The forecast daytime fluxes were largely
underestimated before that time, and matched more
closely to, but were still smaller than, the observed
fluxes after the switch (Fig. 3). After the switch, how-
ever, the forecast nighttime fluxes became less realistic
and were overestimated by 10–30 W m�2.

To assess the difference between the GFDL and
RRTM routines and to test how the systematic bias
might be related to the scaling factor described by Eq.
(1), we performed three SCM experiments. The SCM
was initialized and driven by the same GFS forecasts as
described in section 5a and integrated for the years of
2003 and 2004. In the first experiment, the RRTM long-
wave routine was used in combination with the old scal-
ing factor [Eq. (1)]. In the second and third experiments
the SCM was run with either the GFDL or the RRTM
longwave routines, but both used the revised SDLW
scaling factor described in section 5a.

The differences between the SDLW in the three ex-
periments and the ARM observations are shown in Fig.
12. There are actually three factors that contribute to
the systematic SDLW bias found in Fig. 3. First, the
experiment with the old scaling factor and RRTM long-
wave routine (Fig. 12a) has a persistent cold bias during
the day and a warm bias at night, like the results shown

FIG. 12. SDLW from a set of SCM sensitivity experiments. (a)–(c) The differences between the SCM forecasts
and ARM observations. The SCM was run with (a) the RRTM longwave routine and the old SDLW scaling
method, (b) the RRTM routine and the new SDLW scaling method, and (c) the GFDL routine and the new SDLW
scaling method. (d) The differences between the experiments in (b) and (c). Given the same atmospheric condi-
tions, the GFDL routine often produces 5–10 W m�2 less SDLW than does the RRTM routine.

DECEMBER 2006 Y A N G E T A L . 3685

Fig 12 live 4/C

Unauthenticated | Downloaded 12/18/20 10:25 AM UTC



in Fig. 3. With the revised scaling factor, the diurnal
dependence of the SDLW bias disappeared no matter
whether the SCM was run with either the RRTM or the
GFDL longwave routine (Figs. 12b,c). Second, the
RRTM and GFDL routines do have differences. The
SDLW from the run with the RRTM routine is often
about 5–10 W m�2 larger than that with the GFDL
routine, especially at night (Fig. 12d). This explains in
part why the warm bias in Fig. 3 became even worse at
night after the switch from the GFDL routine to the
RRTM routine on 28 August 2003. It should be pointed
out that, even though the RRTM routine was designed
to deal with the transmittances of trace gases such as
methane and CFCs, only clouds, water vapor, ozone,
and carbon dioxide are included in the NCEP GFS cal-
culations, as the GFDL routine was not designed to
treat trace gases. Third, there was a distinct transition at
the end of 2003 (Figs. 12b,c) with both the GFDL or
RRTM routines. Before that date, the SDLW was sys-
tematically underestimated during both the day and

night. After that, the bias was smaller and mostly posi-
tive. This transition was coincidental and was not
caused by the change in longwave routine.

Since longwave routine was not the cause for the
systematic SDLW bias, other possible causes were fore-
cast deficiencies in clouds, atmospheric temperature, or
water vapor amount. First, let us determine if the biases
were caused by clouds. Figure 13 shows scatterplots of
SDLW from the SCM experiments with the RRTM
longwave routine against ARM observations under
clear- and cloudy-sky conditions for the years 2003 and
2004. Here clear sky means that neither the forecasts
nor the observations have clouds, and cloudy sky means
that either the forecasts or the observations have
clouds. In 2003, the forecasts of SDLW were underes-
timated under both the clear- and cloudy-sky condi-
tions by about 10 W m�2, while the forecasts were much
better in 2004 than in 2003 under both sky conditions.
This indicates that clouds were not the source of the
SDLW error evident in Figs. 12b,c because the results

FIG. 13. SDLW: SCM forecasts with the RRTM routine against ARM observations in (a),
(b) 2003 and (c), (d) 2004 and (a), (c) under clear-sky and (b), (d) cloudy-sky conditions. The
annual means of SDLW for the observations and forecasts are also given in each panel.
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for both the clear- and cloudy-sky conditions were simi-
lar.

In Fig. 14 a further comparison was made between
the SCM forecasts and the ARM observations in 2003
and 2004 for the daily mean air temperatures in the
lowest 1 km of the atmosphere and the column-
integrated water vapor amount, respectively. The fore-
cast column water vapor amount had no systematic bi-
ases in either 2003 or 2004. The air temperature fore-
casts had cold biases in 2003 and minor warm biases in
2004. Therefore, the change of sign in the SDLW biases
shown in Fig. 12 was probably caused by the different
temperature biases in each year. However, at this time
it is still not clear why the bias of the near-surface air
temperature changed from negative in 2003 to positive
in 2004.

c. Surface downward shortwave flux

Clouds have a much stronger impacts on the surface
downward shortwave fluxes (SDSW) than on the

SDLW at the SGP site. To assess the accuracy of the
GFS shortwave routine, we evaluated the SDSW fore-
casts in 2003 and 2004 under clear- and cloudy-sky con-
ditions (Fig. 15). The definitions of sky conditions are
the same as those used in section 5b for the SDLW. The
forecast clear-sky fluxes were relatively accurate (Fig.
15a). Under cloudy-sky conditions, the forecasts largely
overestimated the flux on average (Fig. 15b). The
SDSW biases identified in Figs. 3 and 5 were caused by
inaccurate forecasts of cloud properties such as cloud
fraction, cloud water and/or ice paths, and cloud par-
ticle size and so on.

6. Summary

This study evaluated the NCEP operational global
NWP forecasts against ARM observations at the ARM
SGP site for the years from 2001 to 2004. The spatial
and temporal scales of the observations were examined
to search for an optimum approach for comparing grid-

FIG. 14. Daily mean air temperatures in the lowest 1 km of the (a), (c) atmosphere and (b),
(d) column-integrated water vapor amount: SCM forecasts with the RRTM routine against
ARM observations in (a), (b) 2003 and (c), (d) 2004.
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mean model forecasts with single-point observations. A
SCM based on the GFS was used to perform sensitivity
experiments to help us better understand the sources of
the model errors. Unlike previous studies (e.g., Hinkel-
man et al. 1999; Morcrette 2002) that focused on spe-
cific synoptic events, we examined the long-term mean
characteristics of the NCEP forecasts. The purpose was
to diagnose systematic forecast errors, to determine the
sources of errors, and to recommend changes for future
model development.

The scale-dependence test on surface flux variables
showed that comparing the model grid-mean forecasts
with either the single-point observations made at the
CF site or with the mean observations made over an
area of the model grid size would give similar results.
However, mean cloud occurrence frequency varied in
magnitude with the time period used for computing the
mean. When comparing model clouds with observa-
tions, the uncertainty of “observations” arising from
the different definitions of cloud occurrence frequency
needs to be taken into account. The method that Jakob
et al. (2004) proposed for comparing model clouds with
pointwise observations based on probabilistic distribu-
tions is one alternative approach to avoiding such un-
certainties.

From 2001 to 2004, the GFS underwent a few major
changes in configuration, including the implementation
of a prognostic stratiform cloud condensation scheme
and a new longwave radiative transfer module and in-
creases in the model’s horizontal and vertical resolu-
tions. Overall, the performance of the model has im-
proved. However, some forecast biases remain. Some
of these biases that we found depend strongly on the
season and/or time of the day. It is found that the bal-
ance of surface energy in the forecasts was a result of

the cancellation of errors among the individual flux
terms. The GFS largely overestimated evaporation and
surface downward solar radiation, and underestimated
sensible heat flux during the day. The GFS has a surface
albedo lower than observed, especially over a snow-
covered surface. The largest bias in latent heat flux was
found in the spring and fall. The model did not simulate
well the observed seasonal and interannual variations
in sensible heat flux.

The GFS was able to capture the observed vertical
cloud structures during major synoptic events. How-
ever, on average, the model underestimated the cloud
fraction in the lower and midtroposphere in all seasons,
and slightly overestimated the cloud fraction in the up-
per troposphere in all but the spring seasons. The di-
urnal cycles of clouds in the lower troposphere from the
forecasts were weaker than those from the observations
in all seasons, especially in the summer and fall. The
model underestimated deep convective clouds in the
afternoon and entirely missed the observed daytime
nonprecipitating clouds in the lower troposphere. Both
the shallow and penetrative convection schemes in the
GFS require further attentions.

We performed a set of SCM experiments to investi-
gate the source of errors in the forecast model’s surface
downward longwave fluxes. It was shown in section 3
that the diurnal cycle of the surface downward long-
wave flux (SDLW) from the forecast model was not in
phase with that from the ARM observations, and that
the nighttime SDLW was overestimated and the day-
time SDLW was underestimated. Our SCM experi-
ments demonstrated that the error was caused by an
inaccurate scaling factor in the forecast model, which
was a function of the skin temperature and was used to
adjust the SDLW at each model time step to that com-

FIG. 15. SDSW: GFS forecasts against ARM observations in 2003 and 2004 under (a) clear-
and (b) cloudy-sky conditions.
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puted by the model’s longwave routine once every 3 h.
The use of a new scaling factor that is a function of
near-surface air temperature eliminated this error. We
also found that the SDLW biases changed from mostly
negative in 2003 to positive in 2004 due to a corre-
sponding change in the bias of the near-surface air tem-
perature. We concluded that clouds and water vapor
were not the major sources of the SDLW error. Our
SCM sensitivity experiments also showed that under
the same atmospheric conditions, the SDLW flux simu-
lated by the newly implemented RRTM longwave rou-
tine is usually 5–10 W m�2 larger than that simulated by
the earlier GFDL longwave routine.

The forecast SDSW was compared to ARM obser-
vations for clear- and cloudy-sky conditions. The fore-
casts were relatively accurate under clear-sky condi-
tions. Under cloudy-sky conditions, the forecast SDSW
was largely overestimated on average. The large SDSW
errors were caused by inaccurate forecasts of cloud
properties rather than by the radiative transfer routine
itself.

This investigation focused on the surface fluxes and
clouds. The intensive ARM observations at high tem-
poral and vertical resolution allowed us to examine in
detail the diurnal cycles of the surface fluxes and the
vertical distribution of clouds. We were able to identify
some of the forecast biases and link them to the model’s
representation of a particular physical process; how-
ever, for most of the forecast biases there are as yet no
simple explanations. They might have resulted from the
coupling between several physical processes. For ex-
ample, an underestimation of cloud allows excessive
solar radiation to reach the surface, which, in turn,
produces large surface latent heat flux. In nature,
this would lead to increased shallow convection and
cloudiness. However, the shallow convection scheme in
the GFS produces no cloudiness. This is an obvious
deficiency. Better forecasts of clouds are crucial to
improving the overall performance of the forecast
model.
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