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ABSTRACT

In this study, it is hypothesized that the mesoscale environment can indirectly control the cloud-to-ground
(CG) lightning polarity of severe storms by directly affecting their structural, dynamical, and microphysical
properties, which in turn directly control cloud electrification and ground flash polarity. A more specific
hypothesis, which has been supported by past observational and laboratory charging studies, suggests that
broad, strong updrafts and associated large liquid water contents in severe storms lead to the generation of
an inverted charge structure and enhanced �CG lightning production. The corollary is that environmental
conditions favoring these kinematic and microphysical characteristics should support severe storms gener-
ating an anomalously high (�25%) percentage of �CG lightning (i.e., positive storms) while environmental
conditions relatively less favorable should sustain storms characterized by a typical (�25%) percentage of
�CG lightning (i.e., negative storms). Forty-eight inflow proximity soundings were analyzed to characterize
the environment of nine distinct mesoscale regions of severe storms (4 positive and 5 negative) on 6 days
during May–June 2002 over the central United States. This analysis clearly demonstrated significant and
systematic differences in the mesoscale environments of positive and negative storms, which were consistent
with the stated hypothesis. When compared to negative storms, positive storms occurred in environments
associated with a drier low to midtroposphere, higher cloud-base height, smaller warm cloud depth, stronger
conditional instability, larger 0–3 km AGL wind shear, stronger 0–2 km AGL storm relative wind speed, and
larger buoyancy in the mixed-phase zone, at a statistically significant level. Differences in the warm cloud
depth of positive and negative storms were by far the most dramatic, suggesting an important role for this
parameter in controlling CG lightning polarity. In this study, strong correlations between the mesoscale
environment and CG lightning polarity were demonstrated. However, causality could not be verified due to
a lack of in situ observations to confirm the hypothesized microphysical, dynamical, and electrical responses
to variations in environmental conditions that ultimately determined the dominant CG polarity. Future
observational field programs and cloud modeling studies should focus on these critical intermediary pro-
cesses.

1. Introduction

Although the overwhelming majority (i.e., about
90%) of ground flashes lower net negative charge
across the contiguous United States (CONUS; Orville
and Huffines 2001), a few severe storms can generate
positive cloud-to-ground (�CG) flash rates, densities,
and percentages comparable to those typically ob-
served for negative cloud-to-ground (�CG) flashes in

active thunderstorms (e.g., MacGorman and Burgess
1994; Stolzenburg 1994; Carey and Rutledge 1998; Lang
and Rutledge 2002; Carey et al. 2003a).

The large majority (about 80%) of warm-season se-
vere storms throughout the CONUS generate mostly
(�75%) negative ground flashes (i.e., so-called nega-
tive storms) while a minority (about 20%) produce an
anomalously high (�25%) percentage of positive
ground flashes (i.e., so-called positive storms; Carey et
al. 2003b, hereafter CRP03).1 The frequency of these
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1 The definition of anomalous positive or positive storms is
somewhat arbitrary in the literature with values of �CG fraction
ranging from �25% to 50%. CRP03 found the geographic distri-
bution of severe storms with this range of �CG fraction to be
identical. Hence, we choose to use the less restrictive definition of
�25% �CG fraction.
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“anomalous” positive storms varies regionally (Fig. 1).
Positive storms account for less than 10%–20% of all
warm-season severe storms in the eastern and south-
ern United States. In the central and northern plains
from the Texas panhandle northeastward to Minne-
sota, 30%–90% of all severe storms are positive
storms.

The geographic preference of positive storms for the
central and northern plains over the eastern United
States and southern plains suggests that such storms
may be linked to specific meteorological conditions that
are more prevalent in the favored regions. Several past
studies have noted that severe storms passing through
similar mesoscale regions on a given day exhibit similar
CG lightning behavior (Branick and Doswell 1992;
MacGorman and Burgess 1994; Smith et al. 2000), lead-
ing to the hypothesis that the local mesoscale environ-
ment indirectly influences CG lightning polarity by di-

rectly controlling storm structure, dynamics, and micro-
physics, which in turn control storm electrification (e.g.,
MacGorman and Burgess 1994; Gilmore and Wicker
2002, hereafter GW02; CRP03; Williams et al. 2005,
hereafter W05).

2. Background

a. Thunderstorm charging and cloud-to-ground
lightning polarity

The main electrical dipole present in most thunder-
storms (i.e., negative storms) is composed of an upper-
level positive over a low-level negative charge (Wilson
1920). Of course, it is now well known that the electrical
structure in deep convection is more complex with
three (tripole � upper positive, lower negative, and
lower positive charges; Williams 1989) to four or five

FIG. 1. Percentage (color shaded as shown) of severe storm reports associated with �25% �CG lightning during the warm season
(April–September) during 1989–98. The boxed region (dotted) indicates the IHOP_2002 experimental domain. The ellipse (dashed)
marks the area of interest for this study where both positive and negative polarity storms are common. The significant overlap between
the two regions highlights the suitability of the IHOP_2002 dataset for this study. (Adapted from CRP03.)
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significant layers of charge in the vertical (Stolzenburg
et al. 1998).

Recent observations with balloon-borne electric field
mills (Rust and MacGorman 2002) and (very high fre-
quency) VHF-based total lightning mapping networks
(Lang et al. 2004; Wiens et al. 2005) suggest that posi-
tive storms are characterized by an inverted-dipole or
inverted-polarity vertical electric field structure, mean-
ing that the vertical configuration of the inferred charge
polarity structure is nearly opposite to the arrangement
found in the more typical negative storms. In inverted-
polarity storms, the lowest significant charge layer of
the thunderstorm tripole is negative, the midlevel
charge is positive, and the main upper-level charge is
negative (i.e., opposite to the conventional tripole).2 In
one hypothesis (e.g., GW02; CRP03; W05), broad, in-
tense updrafts and associated high liquid water contents
in positive storms lead to positive charging of graupel
and hail and negative charging of ice crystals during
rebounding collisions via the noninductive charging
(NIC) mechanism (e.g., Takahashi 1978; Jayaratne et
al. 1983; Saunders et al. 1991; Saunders and Peck 1998).
The differential fall speeds of ice particles and an ac-
celerating updraft result in the storm-scale separation
of the positively charged graupel and hail and the nega-
tively charged ice crystals and the formation of an in-
verted dipole (i.e., negative over positive charge). This
suggestion is sometimes broadly referred to as the “in-
verted-dipole” hypothesis. The more common NIC
process, which is the negative charging of graupel and
hail and positive charging of ice crystals, is hypoth-
esized to occur in more typical storms with moderate
updrafts and liquid water contents, resulting in the typi-
cal thunderstorm dipole and �CG lightning. The tilted
dipole hypothesis (Brook et al. 1982) suggests that the
upper positive charge of a typical dipole may become
exposed to the ground through differential advection of
charged hydrometeors in the presence of strong deep-
layer shear, thus allowing �CG lightning to emanate
from anvil level. The interested reader is referred to
Williams (2001) for a more complete review of various
hypotheses that seek to explain how storm dynamics
and microphysics might control CG lightning polarity,
particularly in positive storms. More recent discussion
and hypotheses regarding the control of CG lightning
polarity in severe storms can be found in GW02, Carey
et al. (2003a), CRP03, Knupp et al. (2003), Wiens et al.
(2005), and W05, among others.

b. The meteorological environment and
cloud-to-ground lightning polarity

Given various hypotheses connecting cloud electrifi-
cation to microphysical and dynamical processes, a
handful of studies have explored the detailed relation-
ship between the local meteorological environment and
the CG lightning polarity of severe storms (Reap and
MacGorman 1989; Curran and Rust 1992; Smith et al.
2000; GW02). From a comparison of numerical model
output with radar and lightning data, Reap and
MacGorman (1989) found that freezing level height
and deep-layer wind shear were not as important as
boundary layer fields such as moisture convergence,
cyclonic relative vorticity, and strong upward vertical
motions in determining the location of positive light-
ning activity. Using multiple proximity soundings for a
single �CG lightning-producing tornadic storm, Cur-
ran and Rust (1992) found that strong deep-layer wind
shear may be a necessary, but not sufficient, condition
for the production of positive ground flashes. In a study
of three tornadic outbreaks, Smith et al. (2000) used
hourly surface airways observation data to show that
positive (negative) storms occurred in a strong (weak)
gradient region of the surface equivalent potential tem-
perature (�e), upstream (over or downstream) of a sur-
face �e maximum or ridge. A transition from positive to
negative polarity CG lightning occurred when initially
positive storms crossed the center of the �e ridge into
decreasing values of �e. Assuming surface �e is well
correlated to convective available potential energy
(CAPE; e.g., Williams and Renno 1993) and hence to
the potential maximum updraft speed via parcel theory,
Smith et al. (2000) suggest that dominant �CG light-
ning polarity may be associated with rapid updraft in-
tensification brought about by an increase in the buoy-
ancy of low-level inflow air. Inversely, dominant �CG
polarity may be associated with rapid updraft weaken-
ing brought about by precipitation loading and a de-
crease in inflow buoyancy. In a study of a tornado out-
break using mobile mesonet and proximity soundings,
GW02 found that boundary-crossing supercells transi-
tioned from dominant �CG to dominant �CG light-
ning when the storms experienced enhanced CAPE
(below the in-cloud freezing level), boundary layer mix-
ing ratios, and low-level (0–3 km) vertical wind shear
on the immediate cool side of the boundary. Larger
CAPE and 0–3-km shear in positive storms would re-
sult in both stronger thermodynamic and dynamic forc-
ing of the updraft and more intense updrafts in the
mixed-phase zone (e.g., Weisman and Klemp 1982,
1984, 1986; McCaul and Weisman 2001). Rotunno et al.
(1988) present a theory that squall-line strength and

2 In ordinary (inverted) polarity storms, the highest charge
layer, which is likely a screening layer, is negative (positive) as
shown by Stolzenburg et al. (1998) (Rust and MacGorman 2002).
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longevity were most sensitive to the magnitude of the
low-level (0–3 km AGL) vertical wind shear perpen-
dicular to squall-line orientation (i.e., the RKW
theory). An ‘‘optimal’’ state was proposed by RKW
based on the relative strength of the circulation associ-
ated with the storm-generated cold pool and low-level
shear. The deepest lifting and most effective convective
retriggering occurred when these circulations were in
near balance. RKW theory was recently reexamined
and supported by additional 2D and 3D model simula-
tions of Weisman and Rotunno (2004). RKW theory
may explain why 0–3-km shear could affect the inten-
sity and longevity of squall-line (multicell) convection
and hence cloud electrification and lightning.

A few studies have drawn inferences regarding the
relationship between CG lightning polarity and the me-
teorological environment over the CONUS using large-
scale climatological data (Knapp 1994; CRP03; W05).
Knapp (1994) noticed that regions in the CONUS
where the troposphere tends to be relatively moist (e.g.,
east, southeast, southern plains) experienced signifi-
cantly fewer positive storms. Using 10 yr of CONUS
National Lightning Detection Network (NLDN) and
the National Centers for Environmental Prediction
(NCEP) reanalysis data, CRP03 showed that locations
of the monthly frequency maxima of severe storms that
produced predominantly �CG and �CG lightning
were systematically offset with respect to the climato-
logical monthly position of the surface �e ridge on se-
vere outbreak days. Positive storms generally occurred
west and northwest of the �e ridge in the upstream �e

gradient region. Negative storms were primarily lo-
cated southeast of the positive storm maximum, closer
to the axis of the �e ridge in higher mean values of �e.
The northward migration of this pattern from spring to
summer months results in the well-known southwest-
to-northeast (from the Texas panhandle to Minnesota)
anomaly in the percentage of �CG lightning in annual
maps (e.g., Orville and Huffines 2001) in addition to the
geographic distribution of positive storms shown in Fig.
1 (CRP03; Carey and Rutledge 2003). Using climato-
logical wet bulb potential temperature (�w) (as a proxy
for CAPE) and cloud-base height (CBH) data, W05
suggest an important role for CBH in controlling the
efficiency of the transfer of CAPE to updraft kinetic
energy in thunderstorms. According to W05 “an el-
evated CBH may enable larger cloud water concentra-
tions in the mixed-phase region, a favorable condition
for the positive charging of large ice particles that may
result in thunderclouds with a reversed polarity of the
main cloud dipole.” This condition is also conducive to
very large hail production (e.g., Knight and Knight

2001). W05 note the geographical coincidence of the
climatological positive storm, very large hail, dry line,
and low precipitation (LP) supercell signals over the
central United States. Hence, W05 state that “the com-
bined requirements of [large] instability and [high]
CBH serve to confine the region of [positive severe
storms] to the vicinity of the ridge in moist entropy in
the western Great Plains.” It is important to point out
that CRP03 found only a weak positive correlation be-
tween hail size and �CG fraction. In their study, hail
size explained only a minor amount of the variance in
the �CG fraction over the United States. Regional
variability of �CG fraction, regardless of hail size, was
dominant. Thus, one should conclude that the physical
and hence environmental conditions associated with
large hail and �CG lightning production, while poten-
tially similar, are not uniquely related except in specific
circumstances that have yet to be determined.

There are two underlying arguments associated with
the role of CBH in the W05 hypothesis—one dynamical
and one microphysical. Fundamentally important to
both arguments is the observation that water loading
and entrainment can significantly reduce the updraft
velocity below what would be realized by CAPE from
parcel theory, as was shown by Jorgensen and LeMone
(1989) for tropical oceanic convection. W05 suggest a
potential role for CBH in modulating water loading and
entrainment and hence updraft strength. Others (e.g.,
Lucas et al. 1994, 1996; Michaud 1996, 1998; Williams
and Stanfill 2002; Zipser 2003) have made similar sug-
gestions. In the broad hypothesis, the diameter of the
convective updraft is assumed to scale with the CBH or
cumulus-topped boundary layer depth (e.g., Kaimal et
al. 1976). Higher CBH is hypothesized to result in a
larger updraft diameter, less entrainment (e.g., McCar-
thy 1974), more efficient processing of CAPE, stronger
updrafts, and ultimately larger liquid water content
(LWC) in the mixed-phase zone. It is interesting to note
that Lang and Rutledge (2002) determined that a
broad, strong updraft was a necessary ingredient for the
production of enhanced �CG lightning. A higher CBH
also implies a lesser warm cloud depth (WCD). A
smaller WCD reduces the depth through which the
warm rain (i.e., collision–coalescence) process can oc-
cur in the updraft, leaving a greater relative portion of
cloud liquid water or greater (cloud water)/(rainwater)
ratio. All else being equal, a higher CBH should result
in larger supercooled liquid water content in the mixed-
phase and charging zone (0° to �40°C) because of sub-
sequent rainout or freezing of large rain drops (Rosen-
feld and Woodley 2003).

Using idealized soundings and numerical cloud simu-
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lations, McCaul and Cohen (2002) demonstrated that
when the level of free convection (LFC), which is equal
to the lifting condensation level (LCL) in much of their
study, is within an optimal range of 1.5 to 2.5 km above
ground level (AGL), maximum convective updraft
overturning efficiency can approach 100% of parcel
theory, while for lower LFC � LCL heights the over-
turning efficiency is reduced significantly. The in-
creased overturning efficiency with LFC height was as-
sociated with a larger diameter updraft and mean �e of
the low-level updraft. In a sensitivity study, McCaul and
Cohen (2002) found that the strongest updraft case was
associated with a high LFC and low LCL scenario.
From their study, one would expect the most efficient
processing of CAPE, strongest updrafts, and least dilu-
tion of cloud water from high LFC and especially high
LFC/low LCL environments. The inverted-dipole hy-
pothesis discussed above would thus predict that high
LFC (and low LCL) would be associated with positive
storms, all else being equal. In a related study, McCaul
et al. (2005) demonstrated that stronger peak updraft
speeds occurred in lower precipitable water (PW) en-
vironments, all else being equal. The stronger peak up-
drafts were apparently the result of less rainwater load-
ing and the lower altitudes at which the latent heat of
freezing and deposition commences in relatively lower
PW environments. Hence, PW could possibly modulate
updraft strength independent of CBH.

Since it is difficult to obtain representative convec-
tive inflow soundings, only a few studies have analyzed
representative thermodynamic and dynamic character-
istics of the mesoscale environment in conjunction with
CG lightning properties. Clearly, more field observa-
tions and further study is warranted in order to test and,
if necessary, refine the above hypotheses linking envi-
ronmental conditions to updraft intensity, supercooled
cloud water contents, electrification, and ultimately CG
lightning polarity. Therefore, this study seeks to inves-
tigate the relationship between CG lightning polarity
and the immediate meteorological environment of se-
vere storms, thereby providing further insight into why
only some severe storms are dominated by �CG
flashes, and in particular, what conditions lead to this
�CG dominance. A determination of whether environ-
mental conditions are systematically related to CG
lightning polarity, and if so, what these conditions are,
is a crucial step in determining the reliability of using
NLDN real-time flash polarity data for the short-term
prediction of severe weather. Furthermore, determin-
ing the relationship between certain environmental
conditions and CG lightning polarity will lead to an
improved understanding of cloud electrification mecha-

nisms, especially in positive storms, which remains
speculative at this time (Williams 2001).

3. Data and methodology

Using data from the International H20 Project
(IHOP_2002; Weckwerth et al. 2004), we explored the
relationship between the local meteorological environ-
ment and the CG lightning polarity of severe storms. In
particular, we wished to determine if there were signifi-
cant and systematic differences in the mesoscale envi-
ronments of negative and positive severe storms that
are consistent with the hypothesis discussed above. In a
more general sense, our objective was to test if there
was a significant relationship between CG lightning po-
larity and meteorological parameters that are known to
affect storm dynamics and microphysics, and hence
possibly cloud electrification and lightning. IHOP_2002
was conducted from 13 May to 25 June 2002 across the
Southern Great Plains (Kansas, Oklahoma, and the
Texas panhandle—see boxed area in Fig. 1). The
IHOP_2002 area also happens to be ideal for our sci-
entific objectives because it represents a transition re-
gion between the prevalence of positive and negative
severe storms in the central CONUS (see elliptical area
in Fig. 1), allowing us to carefully quantify the meteo-
rological environment of both negative and positive
storms. The main goal of IHOP_2002 was to obtain
more accurate and reliable measurements of moisture
in the air, in an attempt to improve quantitative pre-
cipitation forecasts and increase understanding of con-
vective initiation (Weckwerth et al. 2004). Thus, de-
tailed measurements of the mesoscale environment
(both wind and thermodynamic parameters) in both the
horizontal and vertical were obtained during
IHOP_2002. Of particular interest to this study is the
multitude of environmental soundings taken during
IHOP_2002.

The relationship between CG lightning polarity and
the local mesoscale environment was investigated for 6
different days (23, 24 May 2002; 4, 12, 15, 19 June 2002)
during IHOP_2002. The chosen days were selected
based on the prevalence of positive and/or negative
storms (Table 1), the availability of proximity sounding
data to characterize the local mesoscale environments
of these storms (Table 2), and the occurrence of severe
weather (Table 3). During these 6 days, nine distinct
mesoscale regions were identified based on the CG
lightning polarity characteristics of the storms occurring
within them. Four of these regions contained positive
storms and the remaining five were associated with
negative storms as defined earlier (Table 1). All of the
regions contained significant numbers of severe storm
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reports except for the negative mesoscale region on 23
May 2002, which contained only one large hail report
(Table 3).

a. Cloud-to-ground lightning data

Cloud-to-ground lightning data analyzed in this study
were collected by the NLDN (Cummins et al. 1998),
which is owned and operated by Vaisala (Tucson, Ari-
zona). The NLDN records the time, location, polarity,
peak current, and multiplicity (number of strokes per

flash) of CG lightning flashes. The time, location, po-
larity, and peak current reported for a flash are those
measured for the first return stroke of the flash. Over
most of the continental United States, including the
IHOP_2002 domain (Fig. 1), the NLDN has a median
location accuracy of 0.5 km and a flash detection effi-
ciency of 80%–90% for strokes with peak currents
greater than 5 kA (Cummins et al. 1998). Since �CG
flashes with peak currents less than 10 kA were likely
associated with misidentified cloud flashes (Cummins

TABLE 2. Total number of soundings used to characterize each mesoscale region, and the number of these soundings that were full
and truncated. The pressure level of truncation (hPa) is also provided, with the number in parentheses following the pressure level
indicating the number of soundings truncated at that respective level (unless only one sounding was truncated at the given level).
Sounding numbers and levels of truncation are also provided for the total number of positive (negative) soundings from all positive
(negative) mesoscale regions combined.

Positive mesoscale regions—Mesoscale regions containing �25% �CG lightning

Date
Tot No.

of soundings
Full

soundings
Truncated
soundings Truncation level (hPa)

23 May 1 1 0 N/A
24 May 8 1 7 350, 505, 575 (5)
15 Jun 7 4 3 340, 440, 485
19 Jun 8 4 4 365, 455 (3)
All positive soundings 24 10 14 340, 350, 365, 440, 455 (3), 485, 505, 575 (5)

Negative mesoscale regions—Mesoscale regions containing �25% �CG lightning

Date
Tot No.

of soundings
Full

soundings
Truncated
soundings Truncation level (hPa)

23 May 3 3 0 N/A
24 May 3 3 0 N/A

4 Jun 9 9 0 N/A
12 Jun 8 6 2 450, 485
15 Jun 1 1 0 N/A
All negative soundings 24 22 2 450, 485

TABLE 1. Definition of mesoscale regions within the IHOP_2002 domain and characterization of CG lightning. The overall
percentage of �CG lightning, mean total CG lightning flash density, and number of positive and negative CG flashes are given.

Positive mesoscale regions—Mesoscale regions containing �25% �CG lightning

Date Time (UTC) Lat–Lon �CG%
Mean flash density
(flashes km�2 yr�1) Positive flashes Negative flashes

23 May 1800–0300 33°–38°N, �103° to �100°W 60.7 0.146 722 467
24 May 2000–0400 33.5°–37°N, �101.5° to �98.5°W 32.2 0.183 1783 3755
15 Jun 1800–0300 33°–39°N, �103° to �99°W 43.4 0.099 3395 4436
19 Jun 1800–0300 37°–43°N, �103° to �97°W 71.5 0.160 4540 1807

Negative mesoscale regions—Mesoscale regions containing �25% �CG lightning

Date Time (UTC) Lat–Lon �CG%
Mean flash density
(flashes km�2 yr�1) Positive flashes Negative flashes

23 May 1800–0300 34°–40°N, �100° to �94°W 6.5 0.126 540 7760
24 May 2000–0400 32.5°–38°N, �98.5° to �95°W 7.5 0.186 790 9757
4 Jun 1200–0100 33°–40°N, �103° to �95°W 9.2 0.210 3414 33 819

12 Jun 2000–0400 32°–39°N, �103° to �95°W 8.9 0.384 3340 34 169
15 Jun 1800–0300 33°–39°N, �99° to �95.5°W 17.1 0.104 1418 6865
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et al. 1998; Wacker and Orville 1999a,b), they were
removed from the data sample as suggested by Cum-
mins et al. (1998).

Maps of the �CG percentage over the IHOP_2002
domain (not shown) were visually inspected to define
mesoscale regions across which either positive or nega-
tive storms prevailed. The overall percentage of posi-
tive flashes within each of these defined regions was
then calculated to confirm that the mesoscale region
was indeed characterized by positive storms (i.e., over-
all percent positive flashes for the mesoscale region
�25%; termed positive mesoscale regions) or negative
storms (i.e., overall percent positive flashes for the me-
soscale region �25%; termed negative mesoscale re-
gions). The maps were also visually inspected to ensure
that the CG lightning polarity was consistent across the
entire mesoscale region. Maps of flash density were
used as checks to insure that the associated storms gen-
erated a significant number of flashes on a consistent
basis across the defined mesoscale region. Through this
method, four positive (23, 24 May; 15, 19 June) and five
negative (23, 24 May; 4, 12, 15 June) mesoscale regions
were identified (Table 1). As expected from CRP03
and Fig. 1, negative mesoscale regions were found gen-
erally east of positive mesoscale regions on days when
both were present. The positive (negative) storms were
characterized by a mean �CG percentage of 50% (9%)
and a range of 32%–72% (7%–17%).3 Even though

negative storms had generally larger CG flash densities
and rates, the mean CG flash density in each region was
comparable (i.e., same order of magnitude) because the
negative storm systems were typically much more wide-
spread over a larger geographic area than positive
storm systems (Table 1).

b. Sounding data

Data from several different sounding platforms op-
erating during IHOP_2002 were used to characterize
the nine mesoscale regions of interest. Sounding plat-
forms included National Weather Service (NWS) up-
per-air sites, Atmospheric Radiation Measurement
Clouds and Radiation Testbed (ARM CART) sites, the
National Center for Atmospheric Research/Atmos-
pheric Technology Division (NCAR/ATD) Integrated
Sounding System (ISS) facility, the National Severe
Storms Laboratory (NSSL) Mobile Cross-chain Loran
Atmospheric Sounding System (MCLASS) facility, and
NCAR/ATD Mobile GPS/Loran Atmospheric Sound-
ing System (MGLASS) facilities. Dropsondes launched
from a Flight International (FI) Learjet were also used.
Sounding data from these platforms were quality con-

3 Cummins et al. (2006) reported that the recent NLDN up-
grade increased the detection of low-amplitude flashes and thus
the potential for misclassifying cloud flashes as ground discharges
of either polarity. To test the sensitivity of our regional CG po-

larity classification to peak current thresholding, we removed all
NLDN-detected CG flashes with peak currents less than 10, 15,
and 20 kA (K. Cummins 2006, personal communication). The
mean �CG percentage in � (�) CG polarity regions after remov-
ing all CG flashes with peak currents less than 10, 15, and 20 kA
was 53%, 66%, and 81% (10%, 9%, and 11%), respectively. Since
our CG polarity classification was insensitive to the choice of a
peak current threshold, we have chosen to follow Cummins et al.
(1998) until ongoing NLDN flash classification improvements are
completed.

TABLE 3. Description of storm type and severity within each mesoscale region. Number of severe wind (�26 m s�1), hail (diameter
�1.9 cm), and tornado (F0–F5) reports during the analysis time period listed in Table 1 for each mesoscale region are given.

Positive mesoscale regions—Mesoscale regions containing �25% �CG lightning

Date Storm type(s) Severe? Wind Hail Tornado

23 May Line of supercells Yes 1 37 3 (all F0)
24 May Squall line (ordinary cells with several embedded supercells) Yes 3 49 2 (both F0)
15 Jun Multicell (ordinary and one supercell) evolving into squall line Yes 60 60 3 (all F0)
19 Jun Broken squall line of ordinary cells; isolated supercell Yes 21 31 9 (6 F0, 3 F1)

Negative mesoscale regions—Mesoscale regions containing �25% �CG lightning

Date Storm type(s) Severe? Wind Hail Tornado

23 May Broad cluster of ordinary multicell convection No* 0 1 0
24 May Broken squall line of ordinary cells Yes 4 21 0

4 Jun Squall line (ordinary cells with two supercells) evolving into MCS Yes 22 70 1 (F0)
12 Jun Scattered supercells evolving into squall line Yes 40 55 6 (5 F0, 1 F1)
15 Jun Multicell (ordinary and one supercell) evolving into squall line Yes 66 28 1 (F0)

* Despite the one severe hail report within the 23 May negative mesoscale region, the region was classified as nonsevere, since this one
incidence of severe weather was an exception to the rest of the nonsevere convection in the mesoscale region.
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trolled and interpolated to a constant vertical resolu-
tion of 5 hPa by the University Corporation for Atmo-
spheric Research (UCAR) Joint Office for Science
Support (JOSS). See the appendix for details regarding
the selection of proximity soundings.

The National Centers Advanced Weather Interactive
Processing System (AWIPS) Skew-T Hodograph
Analysis and Research Program (NSHARP; Hart and
Korotky 1991) was used for sounding display and analy-
sis, including the calculations of most sounding-derived
parameters. NSHARP includes a virtual temperature
correction (Doswell and Rasmussen 1994) in the calcu-
lations of thermodynamic parameters to account for the
effects of water vapor. A mean-layer parcel, using mean
temperature and dewpoint in the lowest 100 hPa (ap-
proximately 1 km in depth), was used to calculate ther-
modynamic parameters. Craven et al. (2002a) deter-
mined that a mean-layer parcel is more representative
of the actual parcel associated with convective cloud
development than is a surface-based parcel, and thus
recommended using a mean-layer parcel in the calcu-
lations of thermodynamic parameters. Thompson et al.
(2003) also found a mean-layer parcel to be superior to
a surface-based parcel in accurately calculating thermo-
dynamic parameters in convective storm environments.
Equivalent potential temperature (�e) was computed
from the recommended formula in Bolton (1980).
CAPE is traditionally defined and calculated from the
LFC to the equilibrium level (EL; Moncrieff and Miller
1976). For our comparison with CG lightning, CAPE
for a specific temperature layer was calculated by modi-
fying the soundings input to NSHARP. For example, to
calculate “CAPE between the �10°C and �40°C lev-
els,” we truncated the sounding input to NSHARP at
�40°C, repeated the process with a sounding truncated
at �10°C, and then subtracted the calculated CAPE
value of the latter from the former NSHARP run.

In calculating environmental parameters from the
sounding data, obviously only those soundings that con-
tained the necessary data and extended through the
necessary depth to accurately calculate each respective
parameter were used. For instance, CAPE (i.e., LFC to
EL) was not calculated from soundings truncated below
the EL. As another example, storm system motion,
which is estimated from the mean wind in the surface to
6 km AGL layer, could not be estimated by NSHARP
for soundings that were truncated below 6 km AGL. As
a result, any parameters dependent on storm system
motion (e.g., storm relative winds) were also discarded
from such soundings. Some of the mobile (MCLASS,
MGLASS) soundings launched during IHOP_2002, as
well as the dropsondes, did not extend through the full

depth of the troposphere, since IHOP_2002 investiga-
tors were primarily concerned with measuring low-level
moisture fields. Hence, some IHOP_2002 soundings
could not be used for calculating parameters that re-
quire measurements through a significant depth of the
troposphere [e.g., total CAPE, storm motion and de-
pendent parameters, deep-layer (0–6 km AGL) shear,
PW, etc.]. Table 2 displays the total number of sound-
ings used to characterize each mesoscale region, the
number of these soundings that were full (extended
through the depth of the troposphere), the number that
were truncated (did not extend through the depth of
the troposphere), and their truncation levels. As seen in
Table 2, all mesoscale regions included at least one full
sounding so that all environmental parameters could be
calculated for each region. In the positive (negative)
regions, there were an average of 6.0 (4.8) total and 2.5
(4.4) full tropospheric soundings per region. This is a
rather small number of soundings per region for a sta-
tistically significant comparison of environmental con-
ditions between individual mesoscale regions. As a re-
sult, we combined all 24, including 10 full, positive re-
gion soundings into one distinct “positive group” and
all 24, including 22 full, negative region soundings into
another distinct “negative group” that could then be
compared statistically.

In characterizing the mesoscale environments of
positive and negative storms, special emphasis was
placed on those thermodynamic and wind parameters
that allowed testing of the hypothesis discussed earlier.
The hypothesis states that the local mesoscale environ-
ment indirectly influences CG lightning polarity by di-
rectly controlling storm structure, dynamics, and micro-
physics, while the associated corollary more specifically
states that broad, intense updrafts and associated high
LWCs in positive storms lead to positive (negative)
charging of graupel and hail (ice crystals) in mixed-
phase conditions via the NIC mechanism, an inverted-
polarity charge region, and increased frequency of
�CG lightning. Based on this hypothesis and corollary,
those environmental parameters that strongly influence
storm organization, updraft intensity, and associated
cloud LWCs were emphasized. To assess updraft inten-
sity from buoyancy, several environmental parameters
were investigated, including CAPE, normalized CAPE
(NCAPE), and lapse rates computed through various
layers of the atmosphere, especially those relevant to
cloud electrification (i.e., between 0° and �40°C).
NCAPE is the mean parcel acceleration associated with
buoyancy in a layer, assuming parcel theory (Blanchard
1998). By dividing CAPE by the depth over which
buoyancy is integrated, NCAPE can account for varia-
tions in the shape of the vertical profile of CAPE (e.g.,
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Lucas et al. 1994) and provide a better estimate of up-
draft velocity (Blanchard 1998). CAPE, low-level (0–3
km) and deep-layer (0–6 km) vertical wind shear, and
the bulk Richardson number (BRN) were investigated
with regard to storm organization (e.g., Weisman and
Klemp 1982, 1984, 1986) and dynamic forcing of the
updraft (e.g., Weisman and Klemp 1982; McCaul and
Weisman 2001). Depth of the warm cloud layer can
affect the amount of cloud liquid water available to the
mixed-phase region, and hence is hypothesized to affect
storm electrification and CG lightning polarity as dis-
cussed earlier. Warm cloud layer depth was calculated
by subtracting the LCL height (a measure of CBH)
from the height of the 0°C level. (A complete list of
calculated sounding parameters can be found in Tables
4–8). Formally defining all of these environmental vari-
ables and describing their impact on the dynamics and
microphysics of convection is beyond the scope of this
paper. The interested reader is referred to Weisman
and Klemp (1986), Houze (1993), and to more recent
papers relating sounding parameters to severe convec-
tive weather (e.g., Rasmussen and Blanchard 1998;
Moller 2001; Rasmussen 2003) for an overview.

The samples associated with positive and negative
storm environments for each parameter were explored
using standard statistical techniques (e.g., Wilks 1995).
In particular, the samples for each parameter in each
type of environment were compared for location using
the arithmetic mean and median. Significance testing of
the difference in location was accomplished using a rig-
orous approach. The two samples (i.e., associated with
positive and negative storm environments) were first
checked for normality using the Anderson–Darling test
(Stephens 1974) at the 95% significance level. If both
samples for a given parameter were found to come
from a normal distribution, then a two-sample het-
eroscedastic (i.e., assuming unequal variances) two-
tailed Student’s t test was performed to test the null
hypothesis that the two population distribution func-

tions corresponding to the two random samples are
identical against the alternative hypothesis that they
differ by location (i.e., their mean and medians are dif-
ferent). If one or both of the samples for a given pa-
rameter were found to be nonnormal, then an attempt
was made to normalize them using a suitable Box–Cox
(or power) transformation (Wilks 1995). If the samples
could be reexpressed to normality, as judged by an
Anderson–Darling normality test at the 95% signifi-
cance level, then a two-sample heteroscedastic two-
tailed Student’s t test was performed on the trans-
formed data. Otherwise, the nonparametric Wilcoxon–
Mann–Whitney rank sum test (Wilks 1995) was applied
to the nonnormal samples to test the null hypothesis
that the two population distribution functions corre-
sponding to the two random samples are identical
against the alternative hypothesis that they differ by
location. To conduct these analyses, we used a combi-
nation of Microsoft Excel, the ITT Corporation Inter-
active Data Language (IDL), and the National Institute
of Standards and Technology (NIST) Dataplot (Heck-
ert and Filliben 2003) data visualization and statistical
analysis packages.

4. Results

a. Overall mean environmental conditions

The overall mean (and median) environmental pa-
rameters for negative and positive mesoscale regions
are presented in Tables 4–8, as ranked by the highest
significance level achieved with either the Student’s t
test or the Wilcoxon–Mann–Whitney rank sum test as
described in section 3. The mean (median) values listed
for each parameter represent the parameter mean (me-
dian) for all soundings characterizing negative storm
environments (i.e., all five negative mesoscale regions
grouped together) and all soundings characterizing
positive storm environments (i.e., all four positive me-
soscale regions grouped together).

TABLE 4. Mean (median) sounding properties of grouped negative and positive mesoscale regions. The number of soundings in each
negative (N�) and positive (N�) parameter sample is also shown. For each parameter, the statistical significance level of the difference
in means according to the procedure described in section 3 was very highly significant (99.9% level, p � 0.001).

Very highly significant: 99.9% level

Grouped negative regions Grouped positive regions

Mean (median) N� Mean (median) N�

WCD � FL � LCL 2950 (3090) m 24 1700 (1650) m 24
LCL 1120 (1080) m AGL 24 2080 (2010) m AGL 24
Mean mixing ratio in the lowest 100 hPa 14.0 (14.3) g kg�1 24 10.9 (10.8) g kg�1 24
850–500-hPa lapse rate 7.1°C (7.0°C) km�1 24 8.4°C (8.4°C) km�1 18
Wet-bulb zero (WBZ) height 3280 (3310) m AGL 24 2870 (2850) m AGL 24
PW in surface to 400-hPa layer 3.6 (3.5) cm 22 2.7 (2.6) cm 13
Surface dewpoint (Td) 18.7 (18.7)°C 24 14.3 (14.3)°C 24
Surface dewpoint depression (T � Td) 7.8 (7.6)°C 24 16.7 (15.8)°C 24
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In agreement with Knapp (1994), negative storms oc-
curred in a moister environment than positive storms as
indicated by significantly higher mean low-level mixing
ratio, PW, and surface dewpoint, along with a signifi-
cantly lower mean surface dewpoint depression. The
difference in means for all of the above moisture pa-
rameters was very highly significant (99.9% level) as
shown in Table 4. Negative storms also occurred in
regions of noticeably higher midlevel relative humidity,
although the differences in the means were significant
only at the 90% level (Table 7).

The positive mesoscale regions were characterized by
a significantly higher mean LCL as suggested by W05.
In fact, the mean LCL for positive regions (2080 m
AGL) was 1.9 times greater than that for negative re-
gions (1120 m AGL). A higher LCL in combination
with a slightly lower mean freezing level (and wet-bulb
zero height) resulted in a much shallower mean WCD
in positive mesoscale regions as also postulated by
W05. More specifically, the WCD was 1.3 km deeper in
negative storms (2950 m) as compared to positive
storms (1700 m). The difference in mean LCL and
WCD between the two regions was very highly signifi-
cant (99.9% level; Table 4). By comparison, the LFC in
positive and negative storm environments was not sta-
tistically different (mean and median of about 3 km for
both; Table 8).

Mean lapse rates in the low to midtroposphere (850–
500 and 700–500 hPa) were steeper in positive regions

(Tables 4 and 6). The mean surface temperature was
greater in positive regions as well (Table 5). The mean
EL was higher in negative regions, and thus, despite
little difference in the LFC between negative and posi-
tive regions, the depth of the free convective layer
(EL � LFC) was greater in negative regions (Table 6).

Interestingly, there was no significant difference in
the mean total CAPE (LFC–EL) or mean lifted index
(LI) for positive and negative storms (Table 8). The
mean CAPE was moderate (roughly 2000 J kg�1) and
the mean lifted index was low (�6° to �7°C), suggest-
ing very unstable air masses and ample instability for
strong updraft development in both regions. There was
also no significant difference in the mean deep-layer
(0–6 km AGL) vertical wind shear for positive and
negative storms (Table 8), as also found by Reap and
MacGorman (1989) and Curran and Rust (1992).
Therefore, it is not surprising that the BRN did not
differ significantly between positive and negative me-
soscale regions either (Table 8). However, the mean
convective inhibition (CIN) was significantly greater
for negative regions (Table 6). Given recent interest in
the relationship between dominant CG lightning polar-
ity and position of the �e ridge (e.g., Smith et al. 2000;
CRP03), it is interesting (but perhaps not surprising as
discussed in section 5b) to note that mean �e values did
not differ significantly between negative and positive
regions, and were in fact very similar (Table 8).

Mean CAPE and NCAPE were calculated for sev-

TABLE 6. Same as in Table 4, but the difference in each mean (median) sounding parameter was significant
(95% level, 0.01 � p � 0.05).

Significant: 95% level

Grouped negative regions Grouped positive regions

Mean (median) N� Mean (median) N�

CIN 67 (43) J kg�1 24 26 (10) J kg�1 24
EL 12500 (12600) m AGL 22 11700 (11900) m AGL 10
700–500-hPa lapse rate 7.7 (7.9)°C km�1 24 8.4 (8.3)°C km�1 18
0–2 km AGL storm-relative wind speed 7.0 (6.2) m s�1 22 10.2 (9.8) m s�1 13
Depth of free convective layer (EL � LFC) 9810 (10 090) m 22 8600 (8710) m 10
CAPE between �10° and �40°C levels 957 (1010) J kg�1 22 1210 (1270) J kg�1 10
NCAPE between LFC and �40°C level 0.19 (0.20) m s�2 22 0.24 (0.25) m s�2 10

TABLE 5. Same as in Table 4, but the difference in each mean (median) parameter was highly significant
(99% level, 0.001 � p � 0.01).

Highly significant: 99% level

Grouped negative regions Grouped positive regions

Mean (median) N� Mean (median) N�

(LFC � LCL) depth 1560 (1590) m 24 740 (720) m 24
0–3 km AGL shear 10.7 (9.0) m s�1 24 14.7 (14.9) m s�1 24
Freezing level (FL) 4070 (4100) m AGL 24 3780 (3770) m AGL 24
CAPE between LFC and �10°C level 397 (385) J kg�1 24 199 (202) J kg�1 19
Surface temperature (T) 26.5 (27.4)°C 24 31.0 (29.6)°C 24
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eral different vertical layers. In general, there was more
CAPE at warmer temperatures (LFC to �10°C) in
negative regions and more CAPE at colder tempera-
tures (�10° to �40°C) in positive regions (Tables 5–7).
Inconsistent with the results from GW02, mean CAPE
between the LFC and 0°C level and between the LFC
and the �10°C level were significantly greater for nega-
tive storms (Tables 7 and 5, respectively). However,
mean NCAPE between the LFC and �10°C level was
not significantly different between negative and posi-
tive regions (Table 8), indicating that the greater CAPE
values for negative storms in these lower layers was due
to deeper mean LFC to 0°C and LFC to �10°C layers
in negative regions, rather than to greater mean parcel
buoyant acceleration within these layers. Mean CAPE
between the �10° and �40°C levels and mean NCAPE
between the LFC and �40°C levels were both 26%
greater in positive regions, with the difference in means
for both parameters significant at the 95% level (Table
6). Mean NCAPE between the �10° and �40°C levels
was also greater for positive storms but was only sig-
nificant at the 90% level (Table 7). Mean total NCAPE

(LFC–EL) was greater for positive storms but the dif-
ference in means was only significant at the 90% level
(Table 7). Similar to total CAPE, CAPE between the
LFC and the height of the �40°C level was not signifi-
cantly different between negative and positive storms
(Table 8). In summary, CAPE and more precisely mean
buoyancy acceleration (NCAPE) was larger for posi-
tive storms within the mixed-phase zone (0° to �40°C),
which is critical for NIC and lightning production.

Consistent with the results of GW02, the 0–3 km
AGL vertical wind shear was significantly stronger in
positive (14.7 m s�1) versus negative (10.7 m s�1) me-
soscale regions and hence could imply stronger dynami-
cal updraft forcing of positive storms. The difference in
the mean 0–3-km shear for the positive and negative
regions was highly significant (99% level; Table 5).
However, as noted above, 0–6 km AGL shear did not
differ significantly between negative and positive
storms, nor did 0–2 km AGL shear (Table 8). Low-level
(0–2 km AGL) storm-relative wind speed was signifi-
cantly higher in positive regions (Table 6). Low-level
storm-relative wind speeds are a proxy for low-level

TABLE 7. Same as in Table 4, but the difference in each mean (median) sounding parameter was insignificant at the 95% level but
significant at the 90% level (0.05 � p � 0.1).

Significance level: 90%

Grouped negative regions Grouped positive regions

Mean (median) N� Mean (median) N�

0–3 km AGL SREH 72 (67) m2 s�2 22 163 (119) m2 s�2 13
Midlevel relative humidity (700–500-hPa layer) 42 (45) % 24 32 (28) % 18
CAPE between LFC and 0°C level 137 (152) J kg�1 24 57 (43) J kg�1 24
NCAPE (LFC–EL) 0.19 (0.19) m s�2 22 0.22 (0.22) m s�2 10
NCAPE between �10° and �40°C levels 0.24 (0.25) m s�2 22 0.29 (0.31) m s�2 10

TABLE 8. Same as in Table 4, but the difference in each mean (median) sounding parameter was insignificant at the 90% level
(p � 0.1).

Not significant at the 90% level

Grouped negative regions Grouped positive regions

Mean (median) N� Mean (median) N�

CAPE (LFC–EL) 1920 (2030) J kg�1 22 1950 (2020) J kg�1 10
LI �6.9 (�6.0)°C 24 �6.1 (�6.5)°C 18
LFC 2680 (2790) m AGL 24 2820 (3070) m AGL 24
Mean relative humidity (through full depth of sounding) 37 (33) % 22 29 (26) % 10
4–6 km AGL storm-relative wind speed 10.7 (9.8) m s�1 22 10.6 (9.3) m s�1 13
6–10 km AGL storm-relative wind speed 15.8 (14.9) m s�1 22 15.1 (14.4) m s�1 10
9–11 km AGL storm-relative wind speed 22.8 (20.8) m s�1 22 19.4 (18.8) m s�1 10
Storm-relative wind speed at EL 25.8 (24.9) m s�1 22 21.3 (22.4) m s�1 10
0–2 km AGL shear 8.2 (7.7) m s�1 24 9.2 (8.5) m s�1 24
0–6 km AGL shear 17.7 (17.5) m s�1 22 18.5 (18.5) m s�1 13
BRN 149 (82) 22 91 (49) 10
EHI (using 0–3 km AGL SREH) 0.8 (0.7) 22 2.0 (1.4) 10
NCAPE between LFC and �10°C level 0.13 (0.12) m s�2 24 0.11 (0.12) m s�2 19
CAPE between LFC and �40°C level 1340 (1340) J kg�1 22 1410 (1440) J kg�1 10
Equivalent potential temperature (�e) 73.2 (73.0)°C 24 71.9 (74.1)°C 24

APRIL 2007 C A R E Y A N D B U F F A L O 1337

Unauthenticated | Downloaded 12/09/23 06:24 AM UTC



inflow strength. Modeling studies have shown that the
low-level outflow strength is detrimental to supercell
maintenance and intensity when it is too strong relative
to the low-level inflow (e.g., Weisman and Klemp 1982;
Brooks et al. 1994a) because it undercuts the warm
inflow into the updraft thereby weakening the convec-
tion. As a result, stronger inflow may allow the suste-
nance of positive storms in the presence of strong out-
flow. Interestingly, storm-relative wind speeds in the
mid- and upper troposphere (4–6, 6–10, and 9–11 km
AGL; EL) were fairly similar between negative and
positive regions (Table 8), despite playing a hypoth-
esized role in supercell microphysics and dynamics
(e.g., Brooks et al. 1994a; Rasmussen and Straka 1998).
The mean 0–3 km AGL storm relative helicity (SREH)
was over twice as high in positive regions than in nega-
tive regions. However, due to a large variation in 0–3-
km SREH values, this difference in means was only
significant at the 90% level (Table 7). SREH provides
a means of assessing the tendency for mesocyclone for-
mation in supercells (Davies-Jones et al. 1990) and
hence dynamical forcing of the updraft (e.g., Weisman
and Klemp 1982). The 0–3-km shear and SREH results
suggest that positive storms apparently experienced
stronger dynamical forcing of the updraft than negative
storms. Since total CAPE was so similar for positive
and negative regions, the energy helicity index (EHI;
using 0–3 km AGL SREH) did not differ significantly
between positive and negative regions (Table 8).

b. Variability of sounding parameters

Relative frequency histograms of select sounding pa-
rameters that characterize the mesoscale environments

of negative and positive storms from individual sound-
ings (shown in Figs. 2–11) highlight the significant (i.e.,
significance level �95% or p � 0.05) differences in
these variables and yet assess the degree of overlap in
environmental conditions between the two types of re-
gions. Finally, the histograms demonstrate the range of
variability in each parameter associated with both nega-
tive and positive storms.

In agreement with the mean value comparisons and
significance tests the histograms (shown in Figs. 2–11)
make it readily apparent that LCL (Fig. 2) and espe-
cially WCD (Fig. 3) differed much more between posi-
tive and negative mesoscale regions than most other
parameters investigated. Although the populations
were not completely distinct, there was relatively little
overlap, especially for WCD. The modal LCL for posi-
tive and negative storms was 2000 and 1000 m AGL,
respectively. The WCD for positive storms was some-
what bimodal with relative maxima around 1300 m,
which was the primary peak, and 2100 m while the
mode for negative storms was 3100 m. There was one
outlier sounding launched in the vicinity of negative
storms that was characterized by an LCL of approxi-
mately 2500 m AGL and a WCD of about 1100 m.
While high LCL and shallow WCD were not exclu-
sively associated with positive storms, the degree of
separation between positive and negative regions evi-
dent in the LCL and WCD of individual soundings was
noteworthy. As such, these results strongly support a
role for the LCL and WCD in influencing the CG light-
ning polarity of severe storms in the central CONUS as
first suggested by W05.

Figures 4–6 illustrate once again that negative storms
occurred in more moist environments than positive
storms similar to the suggestion by Knapp (1994). The
moister negative storm environments were noticeable

FIG. 2. Relative frequency histogram of LCL (m, AGL) for
individual soundings associated with negative and positive storms.
Labels along the horizontal axis represent the maximum value for
the bin.

FIG. 3. Same as in Fig. 2, but for WCD (m).
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in measurements of surface moisture (Fig. 4), low-level
moisture (Fig. 5), and low- to midtropospheric moisture
(Fig. 6). The moisture parameters exhibited more over-
lap of individual sounding values between negative and
positive storms than did LCL and WCD, but the re-
spective modes for positive and negative storms of all
three moisture parameters were clearly distinct. The
same can be said for 0–3 km AGL shear (Fig. 7). The
modes were obviously different (7 m s�1 for negative
storms versus 15 m s�1 for positive storms), with the
positive sounding population occupying the higher end
of the parameter spectrum, and the negative sounding
population occupying the lower end, confirming the
findings of GW02.

Looking at 0–2 km AGL storm-relative wind speed
(Fig. 8), the separation between sounding populations
of negative and positive regions was less defined, as is

expected based on the decreasing significance level of
the difference in means from Tables 4 to 6. The negative
sounding population was bimodal, with one mode (9.5
m s�1) greater than and the other mode (3.5 m s�1) less
than the positive sounding mode (6.5 m s�1). The posi-
tive sounding population was skewed toward higher
storm-relative wind speed values up to 17 m s�1. While
there was more overlap for this parameter, the samples
for the positive and negative regions were still distinct.

Finally, parameters related to buoyant or conditional
instability were considered. The 850–500-hPa lapse rate
sample for each region was distinct with negative (posi-
tive) region values skewed toward lower (higher) val-
ues (Fig. 9). Although there was some overlap in the
lapse rate samples between 6.9° and 8.4°C km�1, an
overwhelming majority of negative (positive) region
lapse rates were less (greater) than 7.2°C km�1. Rela-

FIG. 5. Same as in Fig. 2, but for mean mixing ratio (g kg�1) in
the lowest 100 hPa.

FIG. 7. Same as in Fig. 2, but for low-level (0–3 km AGL)
vertical wind shear (m s�1).

FIG. 4. Same as in Fig. 2, but for surface dewpoint depression
(°C).

FIG. 6. Same as in Fig. 2, but for PW (cm) between the surface
and 400 hPa.
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tive frequency histograms of CAPE between �10° and
�40°C and NCAPE between the LFC and �40°C are
presented in Figs. 10 and 11, respectively. There was
noticeable overlap between negative and positive re-
gion CAPE values calculated between the �10° to
�40°C levels with close but distinct modes (negative:
1100 J kg�1; positive: 1300 J kg�1). There was less over-
lap in the samples of NCAPE from the LFC to the
�40°C level for the two regions (negative mode: 0.21
m s�2; positive mode: 0.26 m s�2). CAPE and NCAPE
frequency histograms calculated for other layers of the
atmosphere considered in this study (not shown but see
Tables 7 and 8 for means) were characterized by sig-
nificantly more overlap than Figs. 10 and 11. Indeed,
the samples of traditional (i.e., LFC–EL) CAPE calcu-
lated from soundings in the negative and positive me-
soscale regions were indistinguishable. In summary,

positive storms generally formed in regions character-
ized by larger 850–500-hPa lapse rates and larger
NCAPE (i.e., mean parcel acceleration associated with
buoyancy; Blanchard 1998) up to the top of the mixed-
phase zone (i.e., �40°C).

c. Median environmental conditions associated with
the mesoscale regions

To carefully investigate the hypothesis that regional
CG lightning polarity is controlled by systematic differ-
ences in mesoscale environmental conditions (e.g.,
MacGorman and Burgess 1994), median values of se-
lect parameters, which were found to differ significantly
between negative and positive regions in the overall
comparisons (Tables 4–6), were calculated for each of
the nine mesoscale regions separately (Table 9 and
Figs. 12 and 13). As was the case with the overall com-

FIG. 9. Same as in Fig. 2, but for 850–500-hPa lapse rate
(°C km�1).

FIG. 11. Same as in Fig. 2, but for NCAPE (m s�2) between the
LFC and �40°C level.

FIG. 8. Same as in Fig. 2, but for 0–2 km AGL storm-relative
wind speed (m s�1).

FIG. 10. Same as in Fig. 2, but for CAPE (J kg�1) between the
�10° and �40°C levels.
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parisons, WCD and LCL were the strongest discrimi-
nators between negative and positive mesoscale re-
gions. The LCL values for all individual positive and
negative regions were distinct with values greater than
and less than 1600 m AGL, respectively (Table 9 and
Fig. 12). The median WCD values for individual posi-
tive regions were all less than 2000 m, while the corre-
sponding median values for negative regions were all
greater than 2500 m (Table 9 and Fig. 13). Negative
mesoscale regions were once again noticeably moister
than positive mesoscale regions, as indicated by the me-
dian mixing ratio in the lowest 100 hPa, the PW be-
tween the surface and 400 hPa, and the surface dew-
point depression (Table 9). Median PW in negative re-

gions was �3.3 cm while it was �3.0 cm in positive
regions. Median surface dewpoint depression was con-
sistently �11°C in negative regions and �11°C in posi-
tive regions, consistent with lower and higher LCLs in
each region, respectively (W05). There was slight over-
lap in the median low-level mixing ratios between the
two types of regions. Lapse rates between 850 and 500
hPa proved to be consistently higher in positive meso-
scale regions. Median lapse rates in the 850–500-hPa
layer were greater (less) than 7.5°C km�1 for all indi-
vidual positive (negative) mesoscale regions (Table 9
and Fig. 13). Although grouped positive mesoscale re-
gions were generally characterized by larger 0–3 km
AGL shear, 0–2 km AGL storm-relative wind speed,
NCAPE (LFC to �40°C), and CAPE (�10° to �40°C)
when compared to grouped negative mesoscale regions
(Tables 5 and 6), there was considerable overlap be-

FIG. 12. Scatterplot of the median NCAPE between the LFC
and �40°C level vs the height of the LCL for each of the nine
mesoscale regions. The size of each bubble in the scatterplot is
proportional to the median 0–2 km AGL storm-relative wind
speed in each region, which is also indicated by the label on each
bubble. The 23 May negative mesoscale region, which was the
only region not characterized by widespread severe storms, is
labeled as “nonsevere.”

FIG. 13. Same as in Fig. 12, but for median 850–500-hPa lapse
rate vs median WCD for each individual mesoscale region. The
bubble size (and labels) represent the median 0–3 km AGL shear
for each region.

TABLE 9. Median parameter values for the nine individual mesoscale regions investigated. Parameters listed were found to differ
significantly (i.e., significance level �95% or p � 0.05) between negative and positive regions in the overall group comparisons (Tables
4–6). However, only median values are directly compared here due to the small sample size for each individual region.

Negative mesoscale regions Positive mesoscale regions

23 May 24 May 15 Jun 4 Jun 12 Jun 23 May 24 May 15 Jun 19 Jun

WCD (m) 3140 2930 2600 3090 3110 1230 1780 1970 1160
LCL (m AGL) 810 800 1570 1040 1190 1670 1720 1950 2920
Mean mixing ratio in the lowest

100 hPa (g kg�1)
12.1 12.4 10.9 14.1 16.3 9.9 10.7 11.4 10.0

PW, surface to 400 hPa (cm) 3.5 3.4 3.4 3.5 4.2 2.4 2.1 2.9 2.6
Surface dewpoint depression (°C) 5.1 4.4 10.7 7.3 8.8 11.0 12.6 15.0 23.5
850–500-hPa lapse rate (°C km�1) 6.5 6.8 6.9 7.1 7.3 8.5 7.9 8.2 9.1
0–3 km AGL shear (m s�1) 9.3 7.7 17.0 6.7 13.1 16.0 15.7 16.5 11.6
0–2 km AGL storm-relative

wind speed (m s�1)
10.0 18.0 22.0 7.0 19.5 20.0 13.0 26.0 16.0

NCAPE, LFC to �40°C (m s�2) 0.12 0.18 0.10 0.19 0.23 0.22 0.16 0.25 0.26
CAPE, �10° to �40°C (J kg�1) 546 894 460 1010 1090 1100 770 1320 1300
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tween the median parameter values of individual nega-
tive and positive mesoscale regions (Table 9 and Figs.
12 and 13).

The contribution of each parameter to modulating
updraft strength and supercooled liquid water content
in each region may not be equal, possibly explaining
some of the overlap. One parameter may compensate
for another. For example, on 15 June the positive re-
gion LCL (WCD) was only slightly higher (smaller)
than the in the negative region on the same day. How-
ever, the positive region CAPE between �10° and
�40°C (NCAPE from LFC to �40°C) was 2.9 (2.5)
times larger than in the negative region on 15 June such
that the updraft was apparently still stronger. Finally, it
is important to recall that the sample size for each in-
dividual region is relatively small so that regional dif-
ferences (or lack thereof) must be viewed with some
caution.

A key finding of earlier case studies was the obser-
vation that storms on the same day passing over similar
mesoscale regions produced similar CG lightning be-
havior (e.g., Branick and Doswell 1992; MacGorman
and Burgess 1994; Smith et al. 2000). To investigate this
issue, we compared the environmental conditions in
positive and negative storm regions occurring adjacent
to each other on the same day (e.g., we compared the
parameters of the 23 May positive region to those of the
23 May negative region shown in Table 9). Opportuni-
ties for a daily comparison of positive and negative me-
soscale regions were available on 23 and 24 May and 15
June. The median positive and negative region values
of WCD, LCL, PW, dewpoint depression, and 850–500-
hPa lapse rate were significantly different on a daily
basis (Table 9). The daily regional differences for these
parameters were also consistent with the overall
grouped results (e.g., Tables 4–6). When considering
the rest of the environmental parameters in Table 9, the
daily comparison of positive and negative mesoscale
regions was somewhat mixed and not always consistent
with the overall grouped results. For example, the me-
dian low-level mixing ratio was somewhat larger and
the 0–3-km shear was somewhat smaller in the positive
region on 15 June. Similarly, the median 0–2-km storm-
relative wind speed, NCAPE (LFC to �40°C), and
CAPE (�10° to �40°C) were all larger in the negative
mesoscale region on 24 May. On the other hand, all
of the medians listed in Table 9 for 23 May were dis-
tinctly different between the positive and negative me-
soscale regions and consistent with the overall grouped
results.

Sometimes the daily differences in medians between
the positive and negative regions were quite dramatic

(Table 9). On 23 and 24 May, the median WCD was 2.6
and 1.7 times smaller, the median LCL was 2.1 and 2.2
times higher, the median surface dewpoint depression
was 2.2 and 2.9 times larger, and the median 0–3-km
shear was 1.7 and 2.0 times larger in the positive me-
soscale region, respectively. The median 0–2-km storm-
relative wind speed was 2.0 times larger in the positive
region on 23 May. On 15 June, the median NCAPE
(LFC to �40°C) and CAPE (�10° to �40°C) values
were 2.5 and 2.9 times larger in the positive region,
respectively.

d. Intraregional variation of environmental
condition—The positive region of 24 May 2002

Dropsondes released from the FI Learjet on 24 May
permitted the intraregional investigation of a positive
storm environment at a very high spatial and temporal
resolution. The dropsondes were released in the east-
ern Texas panhandle and southwest Oklahoma (Fig.
14). The dropsonde line was approximately perpen-
dicular to the surface boundaries associated with con-
vective initiation (CI) and near-surface �e ridge, and
roughly parallel to subsequent storm motion (not
shown).4 The numbers of positive and negative CG
lightning flashes during the 6-h period were accumu-
lated in 25 km2 grid boxes over the region of interest.
From this gridded data, we computed the fraction of
positive CG flashes over all CG flashes. Since the
storms initiated just to the east of the dry line and gen-
erally moved eastward, Fig. 14 essentially provides a
view of the evolution of the positive CG fraction during
the life cycle of the event. As shown in Fig. 14, CG
lightning polarity transitioned from positive to negative
as storms in the vicinity of the 24 May dropsondes
moved from west to east across Oklahoma and away
from the dryline. Although the dropsondes were
dropped entirely in the positive mesoscale region (Fig.
14), the �CG percentage generally decreased from
west to east within the identified positive region (Figs.
14 and 15).

Parameters that were found to differ significantly and
consistently between negative and positive regions in
the grouped and regional comparisons above were cal-
culated for all of the good (i.e., containing no bad data)
24 May dropsondes from 2022 to 2046 UTC as shown in
Fig. 15a (NCAPE and 0–3 km AGL shear) and Fig. 15b

4 The initiation of deep convection in Figs. 14 and 15 was de-
termined by manual inspection of the Geostationary Operational
Environmental Satellite (GOES-8) infrared (IR) and visible imag-
ery. The first CG lightning (including positive flashes) was within
roughly 15–30 km eastward of the dryline and CI.
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(850–575 hPa lapse rate,5 WCD, LCL, and freezing
level). A cold front was located between the locations
of the 2025 and 2031 UTC dropsondes. There was also
a dryline intersecting the cold front, forming a triple
point in the vicinity of the Learjet flight track (not
shown). The dryline ran between the 2031 and 2034
UTC dropsondes in Fig. 15, and this is where CI oc-

curred as determined from satellite imagery (not
shown).

NCAPE rapidly increased in the vicinity of the
dryline, where convection initiated, and peaked at
about 0.11 m s�2 just 10–40 km eastward into the
warmer and moister air (Fig. 15a). Although low-level
shear was stronger rearward (i.e., westward) of the
dryline and cold front, a relative maxima in the 0–3 km
AGL shear (17.5 m s�1) was located just east of the
dryline at 110 km (Fig. 15a). As a result, the developing
convection on 24 May experienced initially increasing
and near-peak values of NCAPE and low-level shear.
The �CG flash percentage also rapidly increased east-

5 Dropsondes were sometimes dropped from pressures higher
than 500 hPa. To maintain consistency for all lapse rates calcu-
lated from dropsondes, we slightly modified the lower pressure of
the 850–500-hPa layer to 575 hPa.

FIG. 14. Percent positive flashes (%, shaded as shown) for 2000 UTC 24 May 2002–0200 UTC 25 May 2002. Black diamonds indicate
dropsonde locations (from left to right, dropsonde release times were 2022, 2025, 2031, 2034, 2037, 2043, and 2046 UTC). Dropsondes
released at 2028 and 2040 UTC contained bad data and thus were not used. Orange rectangles (north–south dimension � 80 km,
east–west dimension � 27.4 km) centered on dropsonde locations denote the areas for which CG flash characteristics (number of
negative flashes, number of positive flashes, and percent of positive flashes) were determined. The area to the north and west of the
dotted line is the positive mesoscale region. The plot is centered over the eastern Texas panhandle, north-central Texas, and southwest
Oklahoma.
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FIG. 15. (a) NCAPE, low-level (0–3 km AGL) shear and (b) WCD, LCL, freezing level, and 850–575-hPa lapse rate calculated from
the 24 May 2002 dropsondes as a function of distance along the Learjet flight track. LCL and freezing level heights are AGL. The time
of each dropsonde release is indicated and annotated by the dashed gray lines in the vertical. The number of �CG and �CG flashes
and the percent of positive polarity for storms within each orange rectangular box in Fig. 14 are shown. The thick vertical dash–dotted
line shows the location of CI for deep convectionalong the Learjet flight track as determined by satellite imagery.
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ward of the dryline to a maximum value of 73% at a
point centered just 35 km eastward (i.e., at 135 km
along the Learjet flight track), apparently in response
to these elevated values of NCAPE and low-level
shear. Moving farther eastward, the NCAPE decreased
dramatically (up to 36%) and the low-level shear
dropped slightly. At the same time, the �CG percent-
age also decreased significantly from the peak of 73%
to only 24%, which is just below the subjective thresh-
old required for positive storm status. The height of the
LCL peaked just 20 km westward of the dryline (Fig.
15b). Initial convection on 24 May was associated with
an LCL between the maximum of 2200 and 1600 m
AGL, which was measured just 10 km eastward of the
dryline where convection initiated (i.e., 110 km along
the Learjet flight track). The LCL continued to de-
crease eastward, reaching 1000 m AGL at the last drop-
sonde located at 217 km along the Learjet flight track
(i.e., about 120 km eastward of where convection initi-
ated). The height of the freezing level gradually in-
creased eastward along the flight track. Combining the
LCL and freezing level heights on 24 May in Fig. 15b,
the WCD increased noticeably eastward of the dryline
from a value that was between 1300 and 2000 m where
convection initiated to just above 2700 m about 120 km
eastward of the point of CI. The 850–575-hPa lapse
rates peaked at 8.4°C km�1 just west of where convec-
tion initiated, and steadily decreased to the east, reach-
ing a value of 6.8°C km�1 at the last dropsonde loca-
tion, about 120 km eastward of CI (Fig. 15b). The dra-
matic decrease in the �CG fraction eastward of the
dryline on 24 May was accompanied by a slight increase
in the freezing level, a significant lowering of the LCL,
an associated noteworthy increase in the WCD, and a
modest decrease in the 850–575-hPa lapse rate. These
trends are consistent with the relationships found be-
tween CG flash polarity and these environmental pa-
rameters in the grouped and regional comparisons.

5. Summary and discussion

The analysis of proximity sounding data associated
with both positive and negative CG dominant severe
storms during IHOP_2002 over the central United
States clearly demonstrated significant and systematic
differences in their mesoscale environments. When
compared to negative storms, positive storms occurred
in environments associated with a drier low- to midlevel
troposphere (i.e., lower surface dewpoint, mean mixing
ratio in the lowest 100 hPa, and PW from the surface to
400 hPa), higher CBH (i.e., higher LCL), smaller (i.e.,
shallower) WCD, stronger conditional instability (i.e.,
larger 850–500- and 700–500-hPa lapse rates), larger
0–3 km AGL wind shear, stronger 0–2 km AGL storm-

relative wind speed, larger CAPE/NCAPE in the
mixed-phase zone (i.e., LFC to �40°C NCAPE, and
larger �10° to �40°C CAPE). Differences in the WCD
of positive and negative storms were by far the most
dramatic, suggesting an important role for this param-
eter in controlling CG lightning polarity.

These results support the hypothesis that broader,
stronger updrafts and larger supercooled liquid water
contents in the mixed-phase zone of convection cause
the positive charging of graupel and hail via NIC (e.g.,
Saunders and Peck 1998) and the subsequent formation
of a midlevel (i.e., �10° to �20°C) positive charge re-
gion and enhanced production of �CG lightning as has
been recently observed (Rust and MacGorman 2002;
Lang et al. 2004; Wiens et al. 2005). Stronger updrafts in
positive storms were apparently generated thermody-
namically from larger and more efficiently utilized con-
ditional instability/buoyancy in the mixed-phase zone
and dynamically from stronger low-level shear and
storm relative inflow, similar to the results of GW02.
Higher CBH in positive storms likely resulted in
broader updrafts and reduced entrainment, allowing
more of the potentially available buoyancy (i.e., CAPE
and NCAPE) to be realized and effectively causing
stronger updrafts as was first suggested by W05. Addi-
tionally, the lower PW content in positive storms was
shown to be generally associated with stronger peak
updrafts in simulated convection by McCaul et al.
(2005) due to reduced water loading, among other ef-
fects. The broader and stronger updrafts apparently
generated larger supercooled liquid water contents in
the mixed-phase zone of positive storms by suppressing
coalescence and reducing dry air entrainment, thus ex-
plaining how environmental conditions can systemati-
cally control CG lightning polarity. Dramatically re-
duced WCD in positive storms apparently also in-
creased the supercooled liquid water content by
drastically reducing the rainout of available cloud water
via collision–coalescence as was postulated by W05.

Although McCaul and Cohen (2002) found that LFC
and not the LCL controlled overturning efficiency and
the degree of entrainment in simulated deep convec-
tion, we found no statistically significant difference be-
tween the LFCs of positive and negative storm envi-
ronments (Table 8). The mean LFC in both environ-
ments was just above the stated optimal range for
overturning efficiency in McCaul and Cohen (2002). In
their study, the strongest updraft case actually resulted
from high LFC and low LCL (i.e., large LFC–LCL
depth) because of the combined influence of increased
overturning efficiency (high LFC) and the elimination
of outflow dominance (low LCL). In our study, the
LFC–LCL depth was significantly larger in the negative
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(mean of 1.6 km) storms as compared to the positive
storms (mean of 0.7 km; Table 5). Of course, this result
was primarily associated with the much lower LCL in
negative storms since the LFC was comparable. All else
being equal, this result would suggest that negative
storms have more efficient overturning, stronger up-
drafts, and less dilution of cloud water and buoyancy
according to McCaul and Cohen (2002), which would
reject our hypothesis. It is also possible that other fac-
tors (e.g., larger NCAPE and 0–3-km shear in positive
storms) masked this effect such that positive storms still
had stronger, broader updrafts and higher supercooled
liquid water contents. In McCaul and Cohen (2002) the
LCL and LFC were equivalent in most simulations and
the LFC was used as a proxy for the moist layer depth
such that all levels beneath the LFC were characterized
by equally enhanced �e and hence a most unstable CAPE
(MUCAPE) layer. The examined soundings in our study
did not share these idealized characteristics as there
was typically CIN (i.e., LCL � LFC) and the LFC was
on average 200 hPa above the lifted parcel level (LPL)
of the most unstable parcel in the lowest 300 hPa from
which MUCAPE was calculated. Since the LFC was
therefore not an adequate proxy for moist layer depth
in our sample, the McCaul and Cohen (2002) conclu-
sions regarding the role of LFC on overturning efficiency
may not apply to our study. Since our sample was small
(48 soundings), a future study using a larger dataset of
real soundings is required to confirm this suggestion.

a. Large supercooled water contents in high based
severe storms: An apparent paradox

In our hypothesized scenario there is an apparent
paradox in associating larger supercooled liquid water
contents with the higher CBH of positive storms. Be-
cause of their lower and warmer cloud bases and more
moist boundary layers (higher low-level mixing ratio
and dewpoint), negative storms have higher adiabatic
liquid water and hence the potential for higher actual
cloud water contents than positive storms, especially if
the cores are nearly undiluted as one might expect in
supercell convection.6 Hence, to argue that high cloud

base (small WCD) positive storms have more super-
cooled (T � 0°C) cloud water than negative storms, we
must somehow compensate for more adiabatic conden-
sate being available in negative storms in the first place.
We (as have others) make the following arguments that
might compensate for more available moisture in nega-
tive storms:

1) High CBH (or LCL) in positive storms may trans-
late into broader updrafts with less entrainment
(e.g., McCarthy 1974) since the convective bubble
scales like the CBH or cumulus-topped boundary
layer depth (e.g., Kaimal et al. 1976). Similar sug-
gestions have been made by Michaud (1996, 1998),
Lucas et al. (1994, 1996), Williams and Stanfill
(2002), Zipser (2003), and W05. Less entrainment
would result in less dilution of cloud water and
buoyancy in positive storms. Hence, there would
also be more efficient processing of CAPE and
stronger updrafts in positive storms, all else being
equal.

2) Lower (higher) cloud bases in negative (positive)
storms means greater (lesser) depth through which
mixing of environmental air can reduce cloud buoy-
ancy and water as pointed out by Michaud (1996,
1998) and discussed by Lucas et al. (1996).

3) In general CAPE between positive and negative
storms was very similar in our study. However,
CAPE between �10° and �40°C and NCAPE in
nearly all layers was stronger in positive storms pro-
viding stronger vertical accelerations in the mixed-
phase zone for NIC. As also found in GW02, low-
level (0–3 km) shear was larger and hence dynamic
pressure forces may be stronger in positive storms
(e.g., Weisman and Klemp 1984). In combination
with potentially more efficient processing of avail-
able CAPE (see above), the updraft in positive
storms may be stronger. Postulated stronger up-
drafts in positive storms would have the effect of
suppressing precipitation and increasing the cloud/
precipitation fraction as was recently suggested by
W05 in a similar context and as has long been known
in the severe storm community (e.g., the echo-free
vault; Browning 1964, 1965).

4) Lower cloud base (and to a lesser extent higher
freezing height) in negative storms results in signifi-
cantly larger WCD. Larger WCD would tend to in-
crease the efficiency of warm rain–collision–
coalescence processes (e.g., Rosenfeld and Woodley
2003). Increased coalescence results in lowering of
the cloud/precipitation fraction. Once precipitation
is formed, this condensate is no longer available to
be lofted into the mixed-phase zone as cloud water

6 Of course, it is common sense that this is not where the bulk
of the electrification is occurring since there are not sufficient
number concentrations of precipitation ice particles in the core
updraft or weak echo region (WER) of a supercell. Verification of
this common sense idea is the “lightning hole” or absence of
lightning and inferred significant charge in VHF-based lightning
observations within the supercell WER (e.g., Krehbiel et al. 2000).
Since we are unsure of where the electrification is taking place
relative to the draft structure, it would not be safe to assume that
the parcel is undiluted where NIC is operative.
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where it can affect storm electrification (Williams et
al. 2002; W05). Enhanced condensate in the warm
portion of negative storms can also increase water
loading and frictional drag and reduce the updraft
velocity before the rain falls out, which feeds back
into the points above.

5) Although less convincing from the evidence pre-
sented, there was an observed tendency for more
supercell characteristics in positive over negative
storms (Table 3). From radar, supercell and multi-
cell characteristics are evident in both positive and
negative storms. However, inspection of loops of
low-level radar reflectivity from individual and re-
gional composite Weather Surveillance Radar–1988
Doppler (WSR-88D) imagery suggested that super-
cells were more common in positive storms. Limited
analysis of WSR-88D Doppler velocity using the
Warning Decision Support System–Integrated In-
formation (WDSS-II) software revealed signifi-
cantly higher mesocyclone frequency and intensity
for the 15 June positive storms as compared to the
15 June negative storms (not shown). This finding
suggests that supercell characteristics and hence dy-
namical forcing were stronger and more common in
positive storms, at least on this particular day. This
result is generally consistent with the environmental
data (e.g., lower BRN, larger 0–3-km shear, larger
0–3-km storm relative helicity, larger EHI, and
roughly equivalent CAPE and 0–6-km shear), which
encourage pressure perturbation dynamics associ-
ated with quasi-steady (supercell) forcing of the up-
draft in positive storms. This dynamical forcing
alone could have 1) increased updraft strength and
2) decreased detrimental entrainment of buoyancy
and cloud water in positive storms, thus feeding
back on several issues above.

The above suggestions are merely hypotheses based
on plausible physical mechanisms and not observed
facts. Nonetheless, the presented environmental data is
consistent with these hypotheses. In the meantime, they
wait further testing with in situ observations and nu-
merical cloud models to evaluate whether these com-
pensating factors increase (decrease) the (cloud water)/
(precipitation water) and the (actual supercooled water
content)/(adiabatic supercooled water content) frac-
tions in positive (negative) storms sufficiently to result
in larger absolute supercooled cloud water contents in
positive storms. To understand how much of a compen-
sating effect might be necessary, it is worthwhile to
consider differences in the mean adiabatic liquid water
content for the examined positive and negative storms.
The mean adiabatic liquid water contents at 0°, �20°,

and �40°C for negative storms were 6.0, 10.5, and 12.9
g kg�1, respectively, while for positive storms they were
3.3, 7.0, and 9.8 g kg�1, respectively. Note that the dif-
ference decreases significantly from the bottom (0°C)
to the top (�40°C) of the mixed-phase zone. In the
middle of the mixed-phase zone (�20°C) where NIC is
the most effective, the mean adiabatic liquid water con-
tent in positive storms is about two-thirds of the mag-
nitude in negative storms, providing some estimate of
the required compensating effects. Also note that the
results confirm that potential water loading effects in
the warm portion of the cloud are significantly higher in
negative storms, as expected.

b. The relative roles of the various environmental
factors in controlling CG lightning polarity

It is important to note that not all of the environ-
mental factors summarized above were always equal in
importance for explaining why each individual positive
(negative) storm was apparently associated with stron-
ger/broader (weaker/narrower) updrafts and larger
(smaller) liquid water contents in the mixed-phase
zone. Sometimes one environmental factor seemingly
compensated for another (Table 9 and Figs. 12 and 13),
as would be expected, since updraft forcing and the
production of large supercooled liquid water contents
can come from any combination of the mechanisms dis-
cussed above. Nonetheless, based on the observational
evidence from IHOP_2002, the low-level moisture,
LCL, and WCD must be highlighted as likely the most
important environmental factors for determining the
dominant CG polarity in severe storms. Furthermore,
the crucial role of the WCD may help explain the ap-
parent paradox that most severe storms actually pro-
duce predominantly �CG lightning (CRP03) despite
also likely being associated with vigorous vertical
drafts. As pointed out by W05, the climatological over-
lap of shallow WCD (i.e., high cloud base) and large
instability likely defines the geographic distribution of
positive storms shown in CRP03 and repeated in Fig. 1.
Based on our results, we generally agree with this view
but suggest that the occurrence of strong 0–3 km AGL
wind shear be added to this union of environmental
factors, since dynamic can equal or exceed thermody-
namic forcing of the updraft within severe supercell
storms over the central United States. In summary, suf-
ficient moisture, instability, and deep-layer shear in
combination with enhanced NCAPE at heights below
�40°C, enhanced dynamical forcing as seen in en-
hanced low-level shear and SREH, and a more efficient
processing of CAPE and moisture up to and in the
supercooled mixed-phase zone associated with higher
LCL and smaller WCD is the likely explanation for
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positive storm occurrence in the central United States.
As such, it should be clear that LCL or WCD alone
cannot cause the conditions favorable for strong, broad
updrafts and high supercooled water contents. For ex-
ample, in the dry conditions of the desert Southwest
CBH is very high and WCD very shallow or perhaps
zero but yet positive storms are not common there.
Clearly, this is because the other necessary conditions
such as sufficient moisture and CAPE are not met. It is
interesting to note in Fig. 1 and CRP03 that a few lo-
calized areas in the desert Southwest and Intermoun-
tain West experience a large fraction of positive storms.
The sample size of severe storm reports there is small
so the result may not be significant. Nonetheless, it
would be interesting to conduct a similar study in those
areas under the proper conditions to see if our results
are confirmed.

It is important to note that several of the analyzed
environmental parameters are highly correlated (i.e., or
not independent such as surface dewpoint temperature,
low-level mixing ratio, LCL, and WCD). Hence it could
be difficult to assign causality to any one parameter
individually. In a future study, it would be worthwhile
to construct a multiple-linear regression model and
analysis of variance to determine the relative impor-
tance of several parameters simultaneously and to
eliminate redundant variables. Furthermore, other po-
tential hypotheses explaining CG lightning polarity in-
dependent of the LCL and WCD but related in some
other fashion to the role of low-level moisture on cloud
electrification and lightning, which are coupled closely
to mixed-phase cloud microphysical processes, are pos-
sible.

As pointed out by CRP03, it is not entirely clear from
Smith et al. (2000) why storms should be positive dom-
inant in the �e gradient region. We suggest that the �e

gradient region (on the western and northern sides) of
the ridge in moist entropy is a preferred area for posi-
tive storms (Smith et al. 2000; CRP03) not simply be-
cause of a difference in �e or CAPE values,7 but rather
because the combination of environmental parameters
we found to be favorable for �CG production are
likely to be found in unison there, including sufficient
low-level moisture, ample instability that tends to be
more concentrated in the supercooled mixed-phase
zone, high LCL, shallow WCD, and large 0–3-km shear.
It is important to note that this combination of vari-
ables is consistent with the possibility of stronger up-

drafts and supercooled liquid water contents in positive
storms, as required by the inverted-dipole hypothesis.

c. The potential role of aerosols

Because of insufficient aerosol data, we have not ex-
plored the potential effect of cloud condensation nuclei
(CCN) on cloud electrification and CG lightning polar-
ity. According to W05, CCN enhancements in the
boundary layer could lead to a reduction in droplet size,
the suppression of coalescence (e.g., Williams et al.
2002; Rosenfeld and Woodley 2003), a resulting in-
crease in the supercooled liquid water content, and
hence the production of enhanced �CG lightning as
discussed above. This mechanism may explain the re-
ported relationship between anomalously high aerosol
concentrations associated with biomass burning and the
occurrence of positive storms over the southern plains
during the spring of 1998 (Lyons et al. 1998; Murray et
al. 2000). As pointed out by W05 and shown by Lang
and Rutledge (2006), the roles of extraordinary ther-
modynamic, dynamic, and CCN conditions are often
difficult to distinguish since they often occur simulta-
neously. Nonetheless, Lang and Rutledge (2006) show
that �CG lightning enhancements downwind of a for-
est fire in Colorado were more consistent with a caus-
ative role for elevated CBH and reduced WCD than for
smoke aerosols. To confirm our results and to evaluate
the potential impact of CCN on CG lightning polarity,
we suggest a special focus be placed on measuring the
simultaneous thermodynamic, wind, and aerosol prop-
erties of inflow air into deep convection, including se-
vere storms, in a variety of conditions.

d. Environmental control of supercell type and CG
polarity: A comparison of results

There are three supercells types including LP (e.g.,
Bluestein and Parks 1983), classic (e.g., Browning
1964), and high precipitation (HP; e.g., Doswell and
Burgess 1993) that have been identified and defined by
the amount of precipitation they produce and where
the precipitation is deposited relative to their respective
updrafts and mesocyclones (e.g., Doswell and Burgess
1993; Rasmussen and Straka 1998). The distribution
and amount of precipitation in supercells is thought to
have important implications for storm microphysics
that could affect supercell dynamics, including tornado-
genesis (e.g., Brooks et al. 1994a) and cloud electrifica-
tion (e.g., MacGorman and Burgess 1994).

Early observations showed LP supercell storms to be
�CG dominant (Curran and Rust 1992; Branick and
Doswell 1992) and HP supercells to be �CG dominant

7 Recall that there was no significant difference between the
mean positive and negative region �e and CAPE.
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(Branick and Doswell 1992), fueling speculation that a
potentially exclusive relationship between supercell
type and CG lightning polarity might exist. However,
Bluestein and MacGorman (1998) present observations
of an LP supercell that was dominated by �CG light-
ning. They also mention unpublished observations of
two HP supercells dominated by �CG lightning. Clas-
sic supercells appear to be primarily �CG dominant
but can also be associated with �CG dominant behav-
ior (MacGorman and Nielsen 1991; MacGorman and
Burgess 1994). The HP supercells are typically associ-
ated with dominant �CG lightning (e.g., Branick and
Doswell 1992; MacGorman and Burgess 1994; Knupp
et al. 2003). Transitions from LP to classic (and classic
to HP) supercell types are often associated with corre-
sponding transitions from positive to negative CG-
dominant lightning behavior (Seimon 1993; MacGor-
man and Burgess 1994). Dominant negative CG super-
cells that transition from classic to HP type have also
been associated with increasing �CG lightning produc-
tion (Knupp et al. 2003). Multicellular storms (some-
times with embedded supercells) have been observed to
produce primarily �CG lightning (MacGorman and
Burgess 1994; Carey and Rutledge 1998) even though
most multicell storms produce primarily �CG light-
ning. In summary, although there is a general tendency
for LP (HP) supercells to be positive (negative) CG
dominant, there are exceptions to this tendency as
noted by Bluestein and MacGorman (1998).

There are two studies on the relationship between
environmental conditions and supercell type (LP, clas-
sic, HP) that are relevant to our discussion: Bluestein
and Parks (1983) and Rasmussen and Straka (1998).
Bluestein and Parks (1983) found that the LCL was
significantly higher in LP (1.8 km AGL) than classic
(1.4 km AGL) supercells. Mean mixing ratio in the low-
est kilometer was correspondingly lower in LP (11.9 g
kg�1) versus classic (13.5 g kg�1) supercells. The PW
was lower in LP (2.8 cm) than classic (3.3 cm) super-
cells. All of these results are consistent with the fact
that LP supercells are most common near the dryline as
were two of the four positive storms regions in this
study (23 and 24 May). On the other hand, Rasmussen
and Straka (1998) did not find statistically significant
differences in the LCL or low-level mixing ratio be-
tween the three supercell types. They did find that PW
was higher in HP versus LP and classic supercells. Ras-
mussen and Straka (1998) also found that upper-level
storm relative flow at 9–10 km is stronger in LP storms
and comparatively weak in HP storms with classic su-
percells falling in between. They speculate that precipi-
tation efficiency is relatively lowered (raised) in LP

(HP) storms due to the decreased (increased) recircu-
lation of hydrometeors into the supercell updraft asso-
ciated with the stronger (weaker) anvil-level winds.

Given the general tendency for LP (classic) super-
cells to be associated with positive (negative) storms,
our results are in good agreement with the Bluestein
and Parks (1983) findings regarding the meteorological
environments of LP and classic supercells. A compari-
son with Rasmussen and Straka (1998) is less encour-
aging as only the PW results appear to be consistent
with our study (i.e., high PW is associated with HP
supercells and negative storms as expected). As a mat-
ter of fact, we inspected upper-level storm relative wind
speed based on their results and the known tendencies
between supercell type and CG lightning polarity. We
found no statistically significant difference between the
9–11-km storm relative wind speed of positive and
negative storms during IHOP_2002. Reasons for the
discouraging comparison with Rasmussen and Straka
(1998) are unknown but they noted that their soundings
may not have adequately sampled the low-level mois-
ture conditions of the supercells. We also note that
there are known exceptions regarding the general ten-
dencies of CG polarity with supercell type so any com-
parison between our study and supercell environment
studies must be viewed with some caution.

Nonetheless, the fairly consistent relationship be-
tween supercell type and CG polarity can apparently be
explained by at least one common link: precipitation
efficiency. By definition, LP supercells are extremely
precipitation inefficient, implying that a relatively large
fraction of available condensate remains in cloud form
(both water and ice) and is not converted to precipita-
tion. As suggested earlier, the large implied (cloud wa-
ter)/(precipitation water) fraction in LP supercells
could allow for the positive NIC of precipitation ice, the
generation of a midlevel positive charge layer, and posi-
tive lightning. Based on our results and Bluestein and
Parks (1983), we hypothesize that high CBH and shal-
low WCD in LP storms is likely an important causal
factor for the precipitation inefficiency, associated LP
structure, and �CG lightning, although other factors
likely play a role. The HP supercell is by definition a
relatively efficient converter of cloud water to precipi-
tation and hence would be characterized by a relatively
smaller (cloud water)/(precipitation water) fraction.
Although inconsistent with Rasmussen and Straka
(1998), we suggest that relatively low CBH and deep
WCD might be preferentially associated with HP su-
percells and hence could be an important causal mecha-
nism for their precipitation efficiency and �CG light-
ning production. Of course, other physical factors, such
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as those highlighted by Rasmussen and Straka (1998),
may also be important for both phenomena.

e. Tornadoes, CG lightning polarity reversals, and
the LCL

As discussed earlier, CG lightning polarity reversals
have been documented in some supercell storms (e.g.,
Seimon 1993; MacGorman and Burgess 1994; Perez et
al. 1997; Smith et al. 2000). The polarity reversals docu-
mented in these studies are typically from dominant
positive to dominant negative CG lightning. Although
not common, an abrupt polarity shift from mostly posi-
tive to mostly negative CG lightning is sometimes as-
sociated with tornadogenesis and a significant (F2 or
greater) tornado on the ground (Seimon 1993;
MacGorman and Burgess 1994; Perez et al. 1997). Al-
though the potential causative factors for both signifi-
cant tornadoes and CG lightning polarity are many,
complex, and the subject of current debate, our study in
combination with recent studies on the environmental
conditions associated with significant tornadic super-
cells may help explain the occasional coincidence be-
tween tornadogenesis and CG lightning polarity rever-
sals. Among other factors, Rasmussen and Blanchard
(1998) found that LCL was one of the best environ-
mental discriminators between supercells that produce
significant tornadoes (tornadic) and those that do not
(nontornadic). An LCL � 800 m was associated with
significant tornadoes and � 1200 m was associated with
decreasing likelihood of significant tornadoes. More re-
cent studies (Craven et al. 2002b; Thompson et al. 2003;
Rasmussen 2003) have confirmed the strong correlation
between significant tornadoes in supercells and low
LCL, although Rasmussen (2003) raises some concerns,
which are associated with his methodology for isolating
supercells, regarding the causality of the result. Since
our study shows that low LCL is highly correlated with
dominant negative CG lightning, it is possible that sud-
den CG polarity shifts from dominant positive to dom-
inant negative are associated with a rapid decrease in
the LCL (increase in the low-level humidity) and hence
associated with an increased probability of a significant
tornado. Clearly, future studies should continue to fo-
cus on the correlation between low-level moisture and
supercell type, tornado potential, and CG lightning po-
larity with an emphasis on observing and modeling the
physical and dynamical factors that could confirm or
reject causal relationships. Based on the strong spatial
correlation between high (intracloud) IC–CG lightning
ratio and positive CG fraction in the central United
States (Boccippio et al. 2001), we would also add total
lightning flash rate and the IC–CG lightning ratio to the

list of storm properties that may be at least partially
controlled by low-level humidity or CBH, as did W05.

f. Rejecting the tilted-dipole hypothesis

Table 8 provides convincing evidence rejecting the
tilted-dipole hypothesis (e.g., Brook et al. 1982) for ex-
plaining dominant positive CG lightning in severe con-
vection. The lack of a significant difference of the deep-
layer (0–6 km) shear and storm-relative wind speeds in
the mid- to upper troposphere (4–6, 6–10, 9–11 km
AGL; EL) between positive and negative storms makes
it difficult to imagine how a positive storm could tilt the
thunderstorm dipole more than a negative storm. Al-
though some early studies seem to favor a role for the
tilted-dipole hypothesis in supercells (e.g., Curran and
Rust 1992; Branick and Doswell 1992) and mesoscale
convective systems (MCSs; e.g., Orville et al. 1988;
Stolzenburg 1990), early evidence rejecting this hypoth-
esis can be found in Reap and MacGorman (1989), who
found no clear relationship between deep-layer shear
and CG polarity using observational and model-
generated environmental data. Even Curran and Rust
(1992) could only claim that strong deep-layer shear
was likely a necessary yet not sufficient condition for
the production of �CG lightning. Recent in situ/
balloon E-field and VHF-based 3D total lightning ob-
servations in supercells (e.g., Rust and MacGorman
2002; MacGorman et al. 2005; Wiens et al. 2005) have
inferred vertical charge profiles that support the pres-
ence of an enhanced midlevel positive charge (in a gen-
erally inverted charge structure) as the most common
source for positive CG flashes in many High Plains su-
percells that produce dominant positive CG lightning
and not a tilted upper-level positive charge source as
originally hypothesized for winter storms by Brook et
al. (1982). Using radar, NLDN, and VHF-based 3D to-
tal lightning observations, Carey et al. (2005) demon-
strated that the bulk of the �CG lightning production
and inferred charge structure in an MCS was inconsis-
tent with the basic premise of the tilted dipole hypoth-
esis. Results herein merely add to the accumulating evi-
dence from earlier environmental and more recent field
campaign studies that reject the tilted-dipole hypoth-
esis.
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APPENDIX

Selection of Proximity Sounding Data

As described in detail by Brooks et al. (1994b), ob-
taining proximity soundings that are representative of
the meteorological conditions experienced by convec-
tion is not a trivial task. The goal in selecting proximity
soundings is to select only those soundings that sampled
the inflow air of the storm(s) of interest. However, spa-
tial and temporal variability within the environments of
severe storms is the rule, rather than the exception, and
it is thus often difficult to obtain representative sound-
ings. Fortunately, the multitude of soundings launched
during IHOP_2002 mitigated this problem.

Three issues need to be considered and accounted for
when selecting representative proximity soundings: 1)
spatial variability of environmental conditions, 2) tem-
poral variability of environmental conditions, and 3)
the sampling by soundings of conditions that are not
representative of the inflow air of the storm(s) of inter-
est, due to factors such as convective contamination
and the presence of boundaries (e.g., fronts, drylines,
outflow boundaries; Brooks et al. 1994b). To account
for the first and second issues, distance and time con-
straints of 100 km and 3 h, respectively, were used. To
account for the third issue, all soundings satisfying the
first and second criteria were individually inspected by
hand for signatures of convective contamination (e.g.,
the lower troposphere cooled and stabilized by outflow,
the upper troposphere moistened by anvils, the wind
structure altered dramatically) and for signatures that
the sounding sampled a different air mass than that in
which the storms of interest developed (e.g., the sound-
ing was launched on the opposite side of a front,
dryline, or outflow boundary from where the convec-
tion developed) using surface observations, radar re-
flectivity imagery, visible satellite imagery, and ground
flash plots. Since the proximity sounding dataset com-
piled strongly dictates the results of a study, great detail
and care were taken in assembling this dataset. From
hundreds of soundings launched on the 6 days investi-
gated in this study, 48 soundings were chosen as repre-
sentative inflow proximity soundings. Half of these (24)
represent the mesoscale environments of positive
storms and the other half (24) represent the environ-
ments of negative storms (Table 2).

In compiling a proximity sounding dataset, compet-
ing forces exist between assembling a large dataset by
enforcing less stringent requirements on the soundings
used, and assembling a dataset truly representative of
storm inflow air by enforcing more stringent require-
ments on the soundings used. Naturally, the latter ap-
proach results in a smaller proximity sounding dataset
(Brooks et al. 1994b). This study placed greater empha-
sis on using only those proximity soundings truly rep-
resentative of inflow air than on the assemblage of a
large dataset. Even so, the size of our proximity sound-
ing dataset is sufficiently large to produce statistically
significant and robust results. Nonetheless, future stud-
ies should strive to compile a larger sample of inflow
proximity soundings associated with positive and nega-
tive storms in order to confirm the findings herein.
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