Sensitivity of Midlatitude Storm Intensification to Perturbations in the Sea Surface Temperature near the Gulf Stream
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ABSTRACT

The Gulf Stream region is a primary location for midlatitude storm cyclogenesis and growth. However, the influence of sea surface temperature (SST) on storms in the region is still under question, particularly after a storm has developed. Using the Weather Research and Forecasting (WRF) model, a storm that intensified as it transited northward across the Gulf Stream is simulated multiple times using different SST boundary conditions. These experiments test the storm response to changes in both the absolute value of the SST and the meridional SST gradient. Across the different simulations, the storm strength increases monotonically with the magnitude of the SST perturbations, even when the perturbations weaken the SST gradient. The storm response to the SST perturbations is driven by the latent heat release in the storm warm conveyor belt (WCB). During the late stages of development, the surface fluxes under the storm warm sector regulate the supply of heat and moisture to the WCB. This allows the surface fluxes to govern late-stage intensification and control the storm SST sensitivity. The storm warm front also responds to the SST perturbations; however, the response is independent of that of the storm central pressure. These modeling results suggest that the SST beneath the storm can have just as important a role as the SST gradients in local forcing of the storm.

1. Introduction

The Gulf Stream region is a preferential location for midlatitude storm cyclogenesis in winter (e.g., Hoskins and Hodges 2002). The primary conditions that make the region favorable for storm formation are the atmospheric stationary wave pattern and the land–sea contrast (Brayshaw et al. 2009). However, recent literature suggests that the meridional gradient in sea surface temperature (SST) created by the Gulf Stream is also important (see Kelly et al. 2010 for review). For instance, Minobe et al. (2008) demonstrated that the Gulf Stream SST gradient affects the troposphere above it, with the frontal signature extending well above the atmospheric boundary layer in the annual mean. Nakamura et al. (2004) and Nakamura and Yamane (2009) suggest that variability in the SST gradient can cause changes in low-level atmospheric baroclinicity that force variability in the storm tracks.

Case studies of storms also show that strong, low-troposphere temperature gradients associated with the Gulf Stream aid storm formation and intensification...
Although the influence of preconditioning on storms is fairly well understood, there is some uncertainty regarding the influence of surface fluxes after a storm develops, when heat, moisture, and momentum fluxes, and possibly other mechanisms, can impact storm growth. Stoelinga (1996) found that a storm’s strength increased when the planetary boundary layer (PBL) parameterization was turned off, because removing the PBL removed the storm damping associated with surface friction and momentum mixing in the model [see also Adamson et al. (2006); Beare (2007); Boutle et al. (2007) for more information on the role of surface friction]. However, by turning off the PBL scheme, Stoelinga (1996) also shut off the surface heat and moisture fluxes during development, leaving some question as to the relative roles of the momentum mixing, which damped the storm, versus the moisture and heat fluxes strengthening the storm. Toward this point, Reed et al. (1993b) studied a storm in which the heat and moisture fluxes continued to intensify the storm after development. The differential surface heat fluxes associated with the SST gradient may also contribute to late-stage storm development. Giordani and Caniaux (2001) ran three simulations of the same storm, one with observed SST and two more that had a spatially constant SST boundary condition, equal to either the observed SST maximum or minimum for the model domain. Using a spatially constant SST weakened the low-level baroclinic forcing of the surface fluxes, but this change did not dominate the storm response. Instead, the strongest storm occurred in the run with warm, spatially constant SST, and Giordani and Caniaux (2001) attribute this to the preconditioning. However, using such extreme SST perturbations (completely wiping out the SST gradient) made it difficult to assess the relative contributions of the fluxes under the WCB and the fluxes that affected the storm temperature fronts.

In this study, storm simulations are carried out using a set of SST perturbations, with the goal of improving the understanding of how surface fluxes influence storms during the later stages of development. We focus on the portion of the Gulf Stream that flows eastward after separating from the coastline. We also concentrate on the synoptic response, rather than the mesoscale. Previous studies show there is a mesoscale response to the SST distribution, which affects the timing and spatial distributions of the storm precipitation and surface winds (e.g., Businger et al. 2005; Brennan and Lackmann 2005; Jacobs et al. 2007). It should also be mentioned that the area surrounding the Gulf Stream is one of the primary development regions for bomb storms in the North Atlantic (Sanders and Gyakum 1980). The majority of case studies for the region have focused on bomb storms; however, our primary case study is a moderately strong storm.
The paper is organized as follows. Section 2 introduces the storms used in our simulations, describes the model experiments, and defines the analysis metrics. Section 3 reports results on the SST perturbation experiments for the first modeled storm. Section 4 reports results from the second modeled storm. Section 5 contains the discussion, and section 6 is the summary.

2. Methods

Model experiments are carried out on two storms, which were selected based on their paths relative to the Gulf Stream and/or having been studied in previous experiments. The storm of major focus takes a southwest–northeast trajectory, intensifying as it crosses the Gulf Stream front (Fig. 1). This storm occurred 23–25 February 2001 and will be referred to here as FEB2001.

To help understand the relative roles of the surface fluxes, three modified versions of the supporting configuration are created. One configuration has the surface sensible heat fluxes turned off, so that the surface moisture fluxes are the primary energy fluxes communicating the SST perturbations to the storm. A second configuration has the surface moisture fluxes turned off, leaving the sensible heat fluxes as the primary communicator. In both of these configurations, the surface friction is still active, meaning that momentum mixing within the boundary layer is also communicating the SST changes. The forcing associated with momentum mixing is not studied in isolation in this paper. One final configuration has the diabatic heating and cooling created by condensation and evaporation turned off.

FIG. 1. The FEB2001 storm with the KF cumulus scheme with observed SST (i.e., the control simulation from experiment A1 in Table 2); shown are the storm path (magenta), as well as the SLP distribution over water (black contours) and objectively identified storm fronts at 0000 UTC 24 Feb 2001 (red dots are the warm front, blue dots are the cold front). The color shading shows the observed SST distribution, and the 15°C isotherm is highlighted (white dashed line.) The black dots along the track show the storm position every 12 h, starting at 0000 UTC 23 Feb 2001.
b. SST boundary conditions

We create two types of SST perturbations: SST-AMP and SST-GRAD. In SST-AMP, the SST over the entire model domain is changed using a uniform perturbation. In SST-GRAD, only the SST colder than 15°C is perturbed, with the 15°C isotherm being a proxy for the temperature front of the Gulf Stream. This isotherm is used because, at the time of these two separate storms, it is where the meridional SST gradient becomes strong as one goes from south to north.

The first sets of SST-AMP perturbation experiments for the FEB2001 storm use the primary model configuration. These sets of simulations, termed SST-AMP-12km, are generated twice, once with the KF cumulus scheme and once with the BMJ scheme (A1, A2 in Table 2). A third set of SST-AMP simulations with full fluxes is carried out for the FEB2001 storm, using the supporting model configuration (B1 in Table 2). Three additional sets of simulations are also generated, all using the SST-AMP type of perturbations and the modified, supporting configurations: no sensible heat fluxes (B2), no moisture fluxes (B3), and no latent heating (B4). The SST-GRAD perturbation experiments for the FEB2001 storm are carried using the primary model configuration. These sets of simulations, termed SST-GRAD-12km, are also generated twice, using each cumulus scheme (A3, A4 in Table 2).

Table 1. Model configuration of the primary and supporting experiments. Description of primary and supporting experiments.

<table>
<thead>
<tr>
<th>Description of primary and supporting experiments</th>
<th>Supporting expt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storms</td>
<td>FEB2001 and JAN1989</td>
</tr>
<tr>
<td>Horizontal grid spacing</td>
<td>36 km</td>
</tr>
<tr>
<td>E–W extent of outer domain</td>
<td>15° beyond storm initial and final position</td>
</tr>
<tr>
<td>N–S extent of outer domain</td>
<td>10° beyond storm initial and final position</td>
</tr>
<tr>
<td>SST product</td>
<td>ERA-40 SST (1.125°)</td>
</tr>
</tbody>
</table>

Table 2. Description of the SST perturbations for the difference sets of simulations. SST-AMP experiments have a spatially uniform SST perturbation applied to the entire model domain. SST-GRAD experiments have a spatially uniform perturbation applied to the SST that is colder than 15°C. In the experiment names in the first column, CU is shorthand for cumulus scheme, KF is Kain–Fritsch, and BMJ is Betts–Miller–Janjic. SST perturbations for each set of simulations.

<table>
<thead>
<tr>
<th>Experiment label/ descriptive name</th>
<th>SST perturbations (°C)</th>
<th>Method of adding SST perturbations</th>
<th>Starting time and duration of expt</th>
<th>Cumulus parameterization scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary expts: FEB2001 storm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1/SST-AMP-12km, CU = KF</td>
<td>−3.6, −1.8, −0.9, 0</td>
<td>Gradual adjustment of perturbation</td>
<td>1200 UTC 22 Feb 2001 and 60-h duration</td>
<td>Kain–Fritsch</td>
</tr>
<tr>
<td>A2/SST-AMP-12km, CU = BMJ</td>
<td>+0.9, +1.8, +3.6</td>
<td></td>
<td></td>
<td>Betts–Miller–Janjic</td>
</tr>
<tr>
<td>A3/SST-GRAD-12km, CU = BMJ</td>
<td>−1.8, 0, +1.8</td>
<td></td>
<td></td>
<td>Kain–Fritsch</td>
</tr>
<tr>
<td>A4/SST-GRAD-12km, CU = BMJ</td>
<td></td>
<td></td>
<td></td>
<td>Betts–Miller–Janjic</td>
</tr>
</tbody>
</table>

Supporting expts: FEB2001 storm

<table>
<thead>
<tr>
<th>Experiment label/ descriptive name</th>
<th>SST perturbations (°C)</th>
<th>Method of adding SST perturbations</th>
<th>Starting time and duration of expt</th>
<th>Cumulus parameterization scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1/SST-AMP-36km, full fluxes</td>
<td>Ranging from −4 to +4, using increments of 0.2</td>
<td>Add perturbation to initial conditions</td>
<td>1800 UTC 22 Feb 2001 and 54-h duration</td>
<td>Kain–Fritsch</td>
</tr>
<tr>
<td>B2/SST-AMP-36km, no surface sensible heat flux</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B3/SST-AMP-36km, no surface moisture flux</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B4/SST-AMP-36km, no latent heating, both surface fluxes on</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Supporting expts: JAN1989 storm

<table>
<thead>
<tr>
<th>Experiment label/ descriptive name</th>
<th>SST perturbations (°C)</th>
<th>Method of adding SST perturbations</th>
<th>Starting time and duration of expt</th>
<th>Cumulus parameterization scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1/SST-AMP-J89, full fluxes</td>
<td>Ranging from −4 to +4, using increments of 0.2</td>
<td>Add perturbation to initial conditions</td>
<td>1800 UTC 18 Jan 1989 and 66-h duration</td>
<td>Kain–Fritsch</td>
</tr>
<tr>
<td>C2/SST-AMP-J89, no surface sensible heat flux</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C3/SST-AMP-J89, no surface moisture flux</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C4/SST-GRAD-J89</td>
<td>−4 to +4, using increments of 0.4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
For the JAN1989 storm, there are three experiments with SST-AMP style perturbations: one with full physics (C1, in Table 2), another with no sensible heat fluxes (C2) and one with no moisture fluxes (C3). We also create a set of simulations for the JAN1989 storm with perturbations only applied to the SST north of the 15° isotherm: SST-GRAD-J89 (C4 in Table 2). All of the experiments for the JAN1989 storm use the model configuration of the supporting experiments.

We introduce the SST perturbations in the primary experiments in a manner that limits the initial shock of the perturbations. The SST-AMP-12km and SST-GRAD-12km simulations begin on 1200 UTC 22 February 2001, 12 h before the storm formed. During the first 6 h of the run, all of the simulations use the observed SST. Then, during the subsequent 6 h of the simulation, 1800 UTC 22 February to 0000 UTC 23 February, the SST is updated hourly using a field that has been created by interpolating linearly in time between the observed SST and the final perturbed state (see the appendix for details on the spinup). Then the SST is held fixed during the 48 h of storm growth. The SST product used for the primary experiments is the National Oceanic and Atmospheric Administration (NOAA) optimum interpolation SST (OI-SST; Reynolds et al. 2002). This SST product has 0.25° horizontal grid spacing and is available daily.

For the experiments that use the supporting configuration, the SST perturbation is introduced in a less elegant fashion. The simulations are started 6 h prior to storm formation with the SST perturbations applied at the start of the simulations and held fixed throughout the runs (see Table 2). Thus, the supporting experiments for the FEB2001 storm begin on 1800 UTC 22 February 2001. After storm formation, the simulations run for 48 h, making the total duration 54 h. All of the JAN1989 simulations begin on 1800 UTC 18 January 1989. The JAN1989 simulations run for 60 h following storm formation, making the total duration of the simulations 66 h. The experiments with the supporting configuration use the ERA-40 SST, which has 1.125° horizontal grid spacing. After November 1981, the SST used in generating ERA-40 is the 7-day-averaged Reynolds SST (Reynolds and Smith 1995).

Using time-invariant SST during the storm life cycle is justified by the fact that gridded SST products rely on satellite data that are generated from running averages over several days. This makes the true temporal resolution for these products between 24 and 48 h. Additionally, Jung and Vitart (2006) showed that a time-evolving SST does not have a significant impact on synoptic conditions for weather forecasts of 2–4 days. Jacobs et al. (2007) show that the time averaging of the SST does affect mesoscale circulation patterns; therefore, we do not focus on the mesoscale response.

The coarse SST resolution, short spinup time, and coarse horizontal grid spacing used for the supporting configuration are limitations. With coarse resolution, the influence of the SST gradient on the atmosphere is not resolved completely. There is also the possibility that, with lower resolution, the storm is responding to SST perturbations primarily through the actions of the model parameterizations. As a result, there were differences in the SST sensitivity during the earliest stages of the FEB2001 storm’s life cycle (discussed further in section 3a). However, after the first 12 h of the simulation, the storm response to SST perturbations is similar for the 12- and 36-km experiments, suggesting that the 36-km runs capture the fundamental response of the synoptic system to changes in SST and surface fluxes. Additionally, the supporting configuration allows us to generate a larger number of model runs. For example, there are 41 simulations in the SST-AMP-36km set versus 7 simulations in the SST-AMP-12km set. The larger sets provide results from a greater array of SST perturbations, which helps test the robustness of the storm response.

c. Analysis metrics

We developed a set of analysis metrics to compare the response of the storm for the different SST configurations. The metrics are calculated relative to the position of the storm center, therefore the time axis in the figures begins when the observed storm formed: 0000 UTC 23 February for the FEB2001 storm, and 0000 UTC 19 January for the JAN1989 storm. Details of the simulation behavior prior to storm formation are discussed in the appendix.

Using hourly snapshots from the model, the sea level pressure (SLP) minimum on the lowest model level is objectively identified as the storm center. The algorithm finds the minimum after the surface pressure has been smoothed using a running average over a region with a 5-gridpoint radius. For the supporting configuration, a 3-gridpoint radius is used for the averaging. The pressure value and position of the storm center are saved for further analysis. The area-averaged surface wind speed and precipitation following the storm center (using a 10° radius around the center) are examined as additional metrics of storm strength, but we focus on the SLP minimum.

To compare the influence of latent heat release across the different simulations, we tabulate the total latent heating within the WCB. We define the total latent heating as
\[ Q_{\text{VOL}}(t) = \int_{\text{Surface}}^{\text{Model}_{\text{top}}} \left[ \int_{\text{WCB}_A(Z)} Q(x, y, z, t) \, dA \right] \, dz, \]  

where \( Q \) is the model generated heating (or cooling) due to condensation. The \( \text{WCB}_A(Z) \) is the warm conveyor belt region at height \( Z \), defined as the area in which the upward vertical velocity is in the strongest 95th percentile, following Sinclair et al. (2008) and Boutle et al. (2011). Since there are strong vertical winds associated with other storms within the model domain, we only use the vertical velocity within a 10° radius of the storm center to define \( \text{WCB}_A(Z) \). Our definition for \( \text{WCB}_A(Z) \) captures the forward tilt in the storm WCB (e.g., the middle panel in Fig. 2b). Both the storm radius and the vertical velocity cutoff percentile are subjective parameters, and we describe the sensitivity of \( Q_{\text{VOL}} \) to these parameters in sections 3a and 3b.

We identify the storm warm and cold fronts by applying the front detection algorithm of Hewson (1998) to the potential temperature \( \theta \) on the model level that sits between 500–580 m. We also applied the method to \( \theta \) on the 925-hPa surface and similar results were found (not shown). Essentially, the Hewson (1998) method determines the most likely location of fronts using threshold values for the strength of the temperature gradient (\( |V\theta| \)), and the spatial rate of change of the length of the gradient \( [V(|V\theta|)] \). Then, in the regions that pass the threshold test, the divergence of \( V(|V\theta|) \) is calculated in a coordinate system rotated with the streamlines of the temperature gradient field (i.e., the along-gradient divergence). The fronts are identified as the locations in which the along-gradient divergence is equal to zero, and the cold and warm fronts are designated based on the geostrophic temperature advection at the front (in Hewson 1998, see section 6.3 for exact details of the method). An example of the objectively identified fronts is shown in Fig. 1. After identifying the fronts, we define the warm front strength as

\[ \text{STRENGTH}_{\text{WF}} = \frac{1}{A_{\text{WF}}} \int_{A_{\text{WF}}} |V\theta| \, dA. \]  

The warm frontal area, \( A_{\text{WF}} \), is defined as the region starting at the WF and extending 2° poleward.

The area-average surface sensible heat fluxes (SHFX) that occur beneath the storm warm sector are defined using

\[ \text{SHFX}_{\text{WS}} = \frac{1}{A_{\text{WS}}} \int_{A_{\text{WS}}} \text{SHFX} \, dA. \]  

The warm sector area \( A_{\text{WS}} \) is defined as the region between the storm warm and cold fronts, within a 10° radius of the storm center. We define an analog to (3) for

FIG. 2. Example of the WCB mask for the storm shown in Fig. 1, at the same time, 0000 UTC 23 Feb. (a) Map view of the total precipitation rate (mm h\(^{-1}\)). The green contour shows the outline of the WCB at the top of the boundary layer [WCB\(_A(Z)\), section 2c]. The black contours show the SLP. (b) The diabatic heating associated with condensation (color shading, K s\(^{-1}\)), and the equivalent potential temperature (black contours). The purple, maroon, and red lines mark the cross-section location for the cross sections shown in (b). The color at the top of each is associated with the lines in (a), showing the location of the cross section. The green contour outlines the location of the warm conveyor belt used in the \( Q_{\text{VOL}} \) calculation (section 2c).
the surface latent heat flux LHFX_WS. Note that the surface latent heat flux can be converted into a moisture flux using the latent heat of vaporization. To allow a direct comparison with the sensible heat flux, we use the latent heat flux in this tabulation. But, we use the terminology “moisture flux” in our discussion, to help keep the surface latent heat flux separate from the latent heating within the storm.

We define PBLH_UN as the area-average of the planetary boundary layer height (PBLH) in the region under the storm, exclusive of the storm warm sector (since the PBL in the region of the storm warm sector is typically stable). We again use the 10° storm-centered radius, but mask out the region designated as the warm sector. We use the PBLH_UN as a proxy for the amount of momentum mixing occurring under the storm (e.g., Vukovich et al. 1991).

3. Results: FEB2001 case study

a. Storm sensitivity to SST perturbations of the whole domain

The first experiment we analyze is the SST-AMP-12km set of simulations with the KF cumulus scheme (A1 in Table 2). The SLP minima for the simulations in experiment A1 show that the storm responds monotonically to the SST changes: warmer perturbations lead to stronger storms, while cooler perturbations lead to weaker storms (Fig. 3). We find consistent results using other metrics, such as the area-averaged wind speed or precipitation in the vicinity of the storm center (not shown).

We define the sensitivity of the SLP to the SST perturbations as

$$d\text{SLP}(t)/d\text{SST} = \frac{\sum_{i=1}^{N} \text{SST}_i \text{SLP}_i(t)}{\sqrt{\sum_{i=1}^{N} (\text{SST}_i')^2}}.$$  (4)

The prime indicates the deviation from the mean for a given set of simulations (calculated at each analysis time). The formulation of sensitivity [(4)] is also the sensitivity metric used in ensemble forecasting analysis (e.g., Hakim and Torn 2008). We use it here to compare the SLP response across the different sets of simulations. Note that a more negative value for (4) corresponds to a stronger sensitivity, since a lower SLP is associated with a stronger storm.

A comparison of dSLP(t)/dSST for the different FEB2001 SST-AMP experiments with full fluxes (A1, B1, and A2) shows that the storm’s response depends on the model configuration, but the differences are never that large (Fig. 4). For the KF cumulus scheme, the 12-km set of simulations (A1 in Table 2; the solid black line Fig. 4) and the 36-km set with full fluxes (solid gray; B1), with no surface sensible heat flux (solid gray line with circles; B2), with no surface moisture fluxes (gray line with X marks; B3), and with no latent heat release (dashed gray line; B4).
solid gray line in Fig. 4) agree in storm sensitivity after 1200 UTC 23 February. The agreement suggests that after the first 12 h of intensification, the resolved vertical motions within the storm’s warm conveyor belt become large enough to affect the central pressure minimum in the coarse resolution model. During the first 12 h of the storm, 0000–1200 UTC 23 February, the sensitivity is greater in the set of simulations with 12-km grid spacing, compared to those with 36-km grid spacing. The earlier response is created by shallow cumulus activity and resolved vertical motions at the eastern edge of the storm’s genesis region in the 12-km simulations (not shown). For the two SST-AMP-12km experiments with different cumulus schemes (A1 and A2; the solid black line and the black line with circles in Fig. 4), the sensitivities differ during the first 12 h of the storm, and then converge by 0000 UTC 24 February. The difference in the initial response is associated with the behavior of the cumulus schemes and will be discussed in section 5.

The largest differences in \( \frac{d \text{SLP}}{d \text{SST}} \) in the FEB2001 SST-AMP experiments are connected to changes in moisture forcing (Fig. 4). The storm strength sensitivity for the experiment with no sensible heat fluxes (B2 in Table 2; the gray line with circles in Fig. 4) is very similar to the full-flux cases (A1, B1, and A2), while the sets of simulations with surface moisture flux off (B3; the gray line with Xs in Fig. 4) and with no latent heat release (B4; the gray dashed line in Fig. 4) both have a weaker sensitivity. Since these experiments, B3 and B4, have the weakest response, we conclude that latent heat release, which is tied to the SST perturbation via the surface moisture fluxes, plays a key role in the storm response to the SST changes.

The SST sensitivity of the volume-integrated latent heat release, \( Q_{\text{VOL}} \), defined in (1), also suggests that the latent heating in the WCB is the mechanism through which the SST affects the storm strength. For the SST-AMP-12km experiment with the KF scheme (A1), the time evolution for \( Q_{\text{VOL}} \) (Fig. 5) shows a monotonic increase in latent heating with the SST perturbation. The change in heating with SST, \( dQ_{\text{VOL}}(t)/d\text{SST} \), defined by replacing SLP by \( Q_{\text{VOL}} \) in (4), is positive for the 12-km grid spacing with either cumulus scheme (A1 and A2), as well as the 36-km set of simulations (B1) (not shown). The sensitivity, \( dQ_{\text{VOL}}(t)/d\text{SST} \), remains positive for a wide range of values of the storm radius and vertical velocity cutoff parameters used in the definition of \( Q_{\text{VOL}} \) (not shown). The response of \( Q_{\text{VOL}} \) is consistent with previous studies of the sensitivity of storms to latent heating (e.g., Reed et al. 1993b). We conclude that \( Q_{\text{VOL}} \) captures the diabatic heating component of the WCB that is responsible for providing secondary intensification to the storms.

The largest differences in \( \frac{d \text{SLP}}{d \text{SST}} \) in the FEB2001 SST-AMP experiments are connected to changes in moisture forcing (Fig. 4). The storm strength sensitivity for the experiment with no sensible heat fluxes (B2 in Table 2; the gray line with circles in Fig. 4) is very similar to the full-flux cases (A1, B1, and A2), while the sets of simulations with surface moisture flux off (B3; the gray line with Xs in Fig. 4) and with no latent heat release (B4; the gray dashed line in Fig. 4) both have a weaker sensitivity. Since these experiments, B3 and B4, have the weakest response, we conclude that latent heat release, which is tied to the SST perturbation via the surface moisture fluxes, plays a key role in the storm response to the SST changes.

The SST sensitivity of the volume-integrated latent heat release, \( Q_{\text{VOL}} \), defined in (1), also suggests that the latent heating in the WCB is the mechanism through which the SST affects the storm strength. For the SST-AMP-12km experiment with the KF scheme (A1), the time evolution for \( Q_{\text{VOL}} \) (Fig. 5) shows a monotonic increase in latent heating with the SST perturbation. The change in heating with SST, \( dQ_{\text{VOL}}(t)/d\text{SST} \), defined by replacing SLP by \( Q_{\text{VOL}} \) in (4), is positive for the 12-km grid spacing with either cumulus scheme (A1 and A2), as well as the 36-km set of simulations (B1) (not shown). The sensitivity, \( dQ_{\text{VOL}}(t)/d\text{SST} \), remains positive for a wide range of values of the storm radius and vertical velocity cutoff parameters used in the definition of \( Q_{\text{VOL}} \) (not shown). The response of \( Q_{\text{VOL}} \) is consistent with previous studies of the sensitivity of storms to latent heating (e.g., Reed et al. 1993b). We conclude that \( Q_{\text{VOL}} \) captures the diabatic heating component of the WCB that is responsible for providing secondary intensification to the storms.

The storm path is relatively insensitive to the sign and strength of the SST perturbation in the SST-AMP experiments, for both grid spacing configurations (A1 and B1). When the tracks do diverge in experiment A1, near 1200 UTC 24 February, the stronger storms take a more northwestward path (not shown). We hypothesize that the path change reflects the increase in the cyclonic vorticity of these stronger storms, which acts to increase the northwestward propagation.

b. Storm sensitivity to SST gradient

In this subsection, we investigate the storm strength sensitivity to the gradient in SST. For these experiments, the SST on the cold side of the 15°C isotherm is warmed or cooled, effectively changing the strength of the SST gradient (discussed in section 2b). We show results for the SST-GRAD-12km sets of simulations with the KF cumulus scheme (experiment A3 in Table 2) and the BMJ scheme (A4). For both experiments, A3 and A4, we run three simulations: 1) the control, using the observed SST, 2) “cold SST-1.8” (i.e., subtracting a perturbation from the SST < 15°C, which strengthens the SST gradient), and 3) “cold SST+1.8” (i.e., adding a perturbation to the SST < 15°C, which weakens the gradient).

For the SST-GRAD-12km experiments, the storm strength responds more to the temperature of the SST perturbation, than to the strength of the SST gradient (Figs. 6a,b). For both sets of simulations, A3 and A4, the lowest SLP occurs in the case with the positive perturbation (the dashed lines in Figs. 6a,b), and that is the
perturbation that creates the weakest SST gradient. Conversely, when the negative perturbation is applied to the region north of the 15°C contour, the storm is weakest (the dark solid lines in Figs. 6a,b), despite the stronger meridional SST gradient. The dependence of storm strength on the SST perturbation, rather than the SST gradient, also holds for the area-averaged wind speed and precipitation metrics (not shown).

For the simulations with SST perturbations, in both of the SST-GRAD-12km experiments (A3 and A4), the change in the condensational heating in the WCB, \( Q_{\text{VOL}} \), from (1), has the same sign as the SST perturbation (Figs. 6c,d). Beginning near 0000 UTC 24 February, \( Q_{\text{VOL}} \) is greatest in the simulation with the positive SST perturbation (the dashed line in Figs. 6c,d). Since this simulation had the deepest SLP minima, the \( Q_{\text{VOL}} \) result suggests that the positive SST perturbation increased the latent heat release, which intensified the storm. Similarly, at 0000 UTC 24 February, \( Q_{\text{VOL}} \) is weakest in the simulation with a negative SST perturbation (solid line in Figs. 6a,b). The timing of the divergence in storm strength (Figs. 6a,b), within either set of simulations (A3 or A4), occurs when the majority of the storm warm sector has moved north of the 15°C SST isotherm, placing the base of the warm sector over the perturbed SSTs (Fig. 1).

A tabulation of the surface fluxes into the storm warm sector for the SST-GRAD-12km experiment with the KF scheme (A3) shows that the heat and moisture fluxes vary consistently with the storm strength. Between 1800 UTC 23 February and 0600 UTC 24 February, the simulation with the positive SST perturbation has the largest latent heat flux into its warm sector (dashed line Fig. 7a). In all of the simulations, the sensible heating \( \text{SHF}_{\text{WS}} \) becomes negative as the storm warm sector moves north (0000 UTC 24 February in Fig. 7b). The
heat loss lowers both the buoyancy and the saturation vapor pressure of the air at the base of the WCB. The amplitude of the surface heat loss changes with the SST perturbations and the run with a positive SST perturbation has the smallest heat loss (dashed line Fig. 7b). This likely contributes to the storm reaching a deeper SLP minimum.

The vertical momentum fluxes in the PBL, which can damp the storm, increase monotonically with the SST perturbations (Fig. 7c). For the simulations in experiment A3, the area average of the height of the PBL \( (\text{PBLH}_{\text{UN}} \text{ from section 2c}) \) shows that the storm with the positive SST perturbation has the deepest PBL (the dashed line in Fig. 7c). This suggests that the positive perturbation helps generate more momentum mixing, which makes sense because warmer SSTs can increase the boundary layer instability. However, the storm damping associated with the increased PBL activity is overwhelmed by the storm intensification associated with the additional moisture fluxed into, as well as the weaker sensible heat loss out of, the storm warm sector.

The response of the storm warm front reflects the changes in the SST gradient (Fig. 8). Applying the \( \text{STRENGTH}_{\text{WF}} \) metric defined in (2) to the simulations in experiment A3, we find that the storm warm front is strongest for the simulation that has the negative SST perturbation (the dark, solid line in Fig. 8). Thus, the stronger SST gradient strengthens the storm’s surface warm front. However, the response of the warm front is opposite that of the SLP minimum. Additionally, the storm warm front responds to the SST perturbation earlier than the storm central pressure: \( \text{STRENGTH}_{\text{WF}} \) diverges in the experiment A3 simulations at 1800 UTC 22 February (see the appendix for details on the behavior during spinup).

4. Results: JAN1989 case study

We now turn our attention to a storm that was previously studied by Reed et al. (1993a,b) and Kuo et al. (1996), which traveled parallel to the Gulf Stream, rather than across it. Our control experiment, with observed SST, reproduces the results of Reed et al. (1993b) in path and SLP distribution (Fig. 9a). In addition, the time evolution of the storm SLP minimum matches that found in Reed et al. with a strong intensification occurring during the 12-h period beginning at 1200 UTC 19 January (Fig. 9b and Fig. 3 in Reed et al. 1993b).
The storm strength sensitivity to SST, $d\text{SLP}(t)/d\text{SST}$ from (4), for the JAN1989 storm is predominantly driven by the surface moisture fluxes (Fig. 10). For the full-fluxes and no sensible heat flux experiments (C1 and C2 in Table 2), the $d\text{SLP}(t)/d\text{SST}$ is similar for the entire simulation (dark gray line and light gray line with circles in Fig. 10, respectively). The sensitivity agreement for these two sets reinforces the importance of the surface moisture fluxes for the storm response to SST. The $d\text{SLP}(t)/d\text{SST}$ for the no-moisture flux experiment (C3; solid gray line with Xs in Fig. 10) has a magnitude comparable to the full-fluxes case (C1) from 0000 UTC 19 Jan until 1200 UTC 20 January. Later in the storm life cycle, the sensitivity weakens in the no moisture flux set (C3), while the sensitivity continues to grow in the full-flux (C1) and no sensible heat flux (C2) sets of simulations (Fig. 10). These results suggest that 1) the sensible heat fluxes were nearly as important as the moisture fluxes during the first 24 h of development for the JAN1989 storm, and 2) late in the storm development, the moisture fluxes were the controlling factor.

The sensitivity, $d\text{SLP}(t)/d\text{SST}$, for the SST-GRAD-J89 set of simulations (C4 in Table 2) shows that perturbations to the SST gradient can have a local impact on the storm strength (dashed gray line in Fig. 10). The sensitivity for SST-GRAD-J89 is positive from 0300 to 1800 UTC 20 January. When $d\text{SLP}(t)/d\text{SST} > 0$, the runs with the negative SST perturbations, and hence a stronger SST gradient, are stronger. By 1800 UTC 20 January, $d\text{SLP}(t)/d\text{SST}$ is negative, meaning that the storms in the simulations with positive SST perturbations are stronger, despite there being a weaker SST gradient. By this time, most of the JAN1989 storm’s warm sector is north of the 15°C isotherm, placing the base of the WCB over the perturbed SSTs (see Fig. 9a as a reference). Thus, it appears that strengthening the SST gradient can strengthen the storm, but only if the SST perturbations that affect the SST gradient do not also cause changes in the surface fluxes under the storm warm sector.

Our results can be used to explain one of the experiments in Reed et al. (1993b). Their study included one storm simulation with the entire SST field in the Gulf Stream region shifted northwest by 3° of latitude, and a second simulation with a similar shift of the SST southeast. For the northwest shift, the storm strength did not change compared to the control SST, but for the southwest shift the storm weakened. Based on our
finding that the storm responds strongly to the forcing associated with the moisture fluxes into the storm warm sector, the asymmetry in the response for the two experiments appears to relate to the spatial distribution of the SST gradient in the Gulf Stream region. South of the Gulf Stream, the meridional SST gradient is very weak, so shifting the SST northwest barely changed the absolute temperatures under the JAN1989 storm’s warm sector. As a result, the storm strength did not change in that simulation. North of the Gulf Stream, the SST gradient is strong, with the temperatures decreasing significantly from the Gulf Stream to the coast. So, the shift of the SST southwest placed much colder water under the storm warm sector and led to a weaker storm.

5. Discussion

For both of the storms investigated, the surface heat and moisture fluxes under the storm warm sector appear to control the surface forcing of storm strength during the late stages of development. For the experiments in which the entire SST field is uniformly perturbed (SST-AMP) and for those in which only the SST north of the Gulf Stream is perturbed (SST-GRAD), the storm strength changes monotonically with the SST: warmer perturbations create stronger storms. Furthermore, the response of the storm strength to the perturbations in the SST-GRAD-12km experiments (A3 and A4 in Table 2) does not occur until the storm warm sector has moved over the region of perturbed SST.

We theorize that, in the late phases of storm development, the surface fluxes of heat and moisture beneath the storm warm sector govern the storm strength. We choose the term “govern” to emphasize that these fluxes regulate, rather than supply, the heat and moisture that reach the WCB. This distinction is important because it calls attention to the difference between the behavior reported here and the preconditioning that occurs prior to storm formation. Preconditioning in the sense described in Reed et al. (1993b) occurs when cold air blows over warm water creating an unstable atmospheric boundary layer and large fluxes of heat and moisture (summarized recently in Shaman et al. 2010). The late stage fluxes highlighted in this paper occur beneath the storm warm sector, after the storm has formed. In this case, the boundary layer is stable due to the warm advection (or weakly unstable), and the fluxes of moisture and heat from ocean to atmosphere are small or negative. However, the fluxes impact the strength of the storm through their influence on the latent heat release in the WCB, which in turn can impact the storm dynamics.

The fluxes that occur in the wake of a storm can have nonlocal impacts by affecting a subsequent storm in the region, while the fluxes into the warm sector that we study here have a local impact. This is an important qualifier on our study’s results: by design we can only study the local impacts of the surface fluxes. It is also worth mentioning that the heat and moisture fluxes that occur ahead of the warm sector can influence the moisture supply to the WCB (Boutle et al. 2010). In our experiments, this influence was secondary to the role of the fluxes directly beneath the warm sector, as evidenced by the timing of the storm sensitivity in the SST-GRAD-12km experiments (Figs. 6a,b; A3 and A4 in Table 2).

The response of the storm warm front to the SST perturbations shows that SST can be important to storm frontal strength, although the frontal strength may not necessarily feed back on the strength of the storm. In the SST-GRAD-12km experiments (A3 and A4), STRENGTHWF increased with stronger SST gradient perturbations, indicating a modification of the storm fronts by the surface fluxes. However, the storm central pressure minimum did not respond to these changes. [This is consistent with the storm’s temperature fronts being a reflection of the storm circulation rather than a cause (e.g., Martin 2006, 187–234)]. Our results suggest two important points: 1) an oceanic storm’s frontal strength depends on both the temperature advection associated with the storm and the surface fluxes local to the front; and 2) during the late stages of storm intensification, the SST influence on storm temperature fronts is not as important as the SST influence on moisture availability.

In all of the experiments, the perturbations to the SST changed the land–sea temperature gradients along the coast. However, these gradients did not affect the storms studied here, because they were too far from the coast. If the storms had traveled closer to the coastline, it is likely that the land–sea contrast created by our SST perturbations would have affected the results. This might also have been the case for a storm that took place in spring, when the land–sea contrast is greater. For our storms, however, the monotonic response to the perturbation amplitude suggests that the storm behavior is realistic, and not the result of unrealistic land–sea baroclinicity, or numerical noise associated with a sudden SST or flux change (as discussed in Semmler et al. 2008).

The difference in the timing of the response of the storms for the two cumulus schemes reflects the different ability of the two schemes to feedback on the vertical motion of the resolved-scale flow. The SST sensitivity time series for the SST-AMP-12km experiments (A1 and A2) in Fig. 4 show the model with the KF cumulus
scheme (A1) responding faster to the SST perturbations. This can also be seen in the storm response in the SST-GRAD-12km experiments (A3 and A4): for KF, the divergence occurs at 0000 UTC 24 February (Fig. 6a), while for BMJ, the divergence starts 3 h later (Fig. 6b). We attribute these differences to the ability of the KF scheme to transmit the activity of its convection back onto the resolved-scale flow [summarized in Gallus (1999), as well as Stensrud (2007, 229–246)]. For these two cumulus schemes, simulation differences are often related to the trigger function (e.g., Baldwin et al. 2002), however, in the FEB2001 storm, both of the schemes activated, so the differences in the trigger functions did not have a strong impact.

6. Conclusions

The sets of simulations analyzed here clarify the role of sea surface temperature (SST) in forcing storm strength during the late stages of development. We were able to separate the competing roles within the WRF model of the cyclogenetic surface fluxes that affect the storm warm sector and the cyclolitic fluxes that damp the storm, by mixing momentum down to the surface or by weakening a storm’s low-level temperature gradients. We showed that the surface fluxes under the storm warm sector have a dominant role through their regulation of the heat and moisture in the air that enters the warm conveyor belt (WCB), even after the storm had formed. These results carry the caveat that the response in the model is dependent on the parameterization of the air–sea interaction, and the model behavior in these conditions should be further validated against observations.

The sensitivity analysis metric, $d\text{SLP}(t)/d\text{SST}$, provided a technique for understanding the interplay of the various physical mechanisms associated with the surface forcing of storms. The analysis relies on simple statistics, however, it required that we create unique methods for reducing the storm characteristics to single-variable time series, which we described in section 2c. Additionally, by creating sets of simulations with SST perturbations that were small, large, and in between, we can argue that the storm response was not caused by a boundary or initial condition shock.

Our study offers an explanation for an expanded role of SST in storm forcing; however, the model setup limits the generality of the conclusions. The use of the WRF model provided a simple method for isolating the SST effects, but the upper-level and meridional boundary conditions remained fixed. Thus, our study does not exclude the possibility that, all things being considered, another factor, such as poleward advection of moisture into the WCB or a large-scale adjustment of the troposphere to the changed SST, might be dominant over the surface fluxes, if all variables were allowed to adjust. However, the experimental design allowed us to demonstrate that the surface fluxes under the warm sector create a nonnegligible forcing on storm intensification after the storm has developed.

This research offers some suggestions for future studies. For instance, the interplay of the surface fluxes ahead of the storm warm sector and the fluxes under the warm sector needs further investigation. As a storm progresses along its track, the air that is ingested into the WCB arrives from various locations. Given the results presented here on the surface flux regulation under the warm sector, knowledge of the properties of the air converging into the WCB would allow an improved prediction of late-stage storm intensification. Also, more validation, with observations, of the behavior of the model is needed, particularly over the ocean. The horizontal and temporal resolution of the SST product used for the boundary conditions can be improved, because temporally smoothing SST removes some of its filament structure and this affects the mesoscale response of the storm (Jacobs et al. 2007). Perhaps a similar experiment could be carried out on a recent storm, and the SST could be allowed to evolve in time.

The numerical experiments here suggest that, when considering the role of the ocean in forcing storms that have already started to develop, the absolute values of the SST under the storm need increased attention. In the recent literature, the studies on storms in the Gulf Stream region have focused on the SST forcing associated with temperature gradients (e.g., Semmler et al. 2008; Nakamura and Yamane 2009; Long et al. 2009). Our study suggests the need for a closer look at the role of warm SSTs in storm genesis regions, as well as the role of increased lower-tropospheric moisture, in strengthening storms. Furthermore, the consistent relationship between $Q_{\text{VOL}}$ [(2)] and storm strength in our study: increased moisture within the WCB leads to a stronger storm, agrees with the compositing study of Field and Wood (2007). Neither result gives causal proof to stronger storms occurring in a warmer world (e.g., in our study we have fixed the upper-level conditions), but the implications of our study, and that of Field and Wood (2007), are useful to the conversation on theories of midlatitude storm trends in a warming climate.
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APPENDIX

Storm Behavior during SST Adjustment

The spinup method we developed for the primary experiments (experiments A1–A4 in Table 2) allows the simulated storm to form without major shocks to the surface fluxes or temperature fronts. As discussed in the methods section, we apply the observed sea surface temperature (SST) for the first 6 h. Over the next 6 h we adjust the SST toward its perturbed state. This creates a smooth adjustment of the simulated atmospheric conditions. Note, however, that this is not the same as using a warm-cycling model.

To determine what influence this adjustment has on the results, we examine the strength of the warm fronts for the SST-GRAD-12km set of simulations with the Kain–Fritsch cumulus scheme (A3) for the entire simulation (Fig. A1a). The strength of the warm fronts for the three experiments diverges between 1800 UTC 22 February and 0000 UTC 23 February, the 6-h period in which the SST is adjusted toward the final perturbed state. Note that Figure A1a from 0000 UTC 23 February onward is the same as Fig. 8. In addition, during the 12-h spinup period, there was no storm, and hence no warm front, and the area determined by the storm warm front at 0000 UTC 23 February is used for area averaging the temperatures. The height of the PBL also demonstrates the slow adjustment during the spinup period (cf. Fig. A1b and Fig. 7c).
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