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ABSTRACT

The discontinuous Galerkin (DG) discretization relies on an integral (weak) formulation of the hyperbolic conservation law, which leads to the evaluation of several surface and line integrals for multidimensional problems. An alternative formulation of the DG method is possible under the flux reconstruction (FR) framework, where the equations are solved in differential form and the discretization is free from quadrature rules, resulting in computationally efficient algorithms. The author has implemented a quadrature-free form of the nodal DG method based on the FR approach combined with spectral differencing (SD), in a shallow-water (SW) model employing cubed-sphere geometry. The performance of the SD model is compared with the regular nodal DG variant of the SW model using several benchmark tests, including a viscous test case. A positivity-preserving local filter is tested for SD advection that removes spurious oscillations while being conservative and accurate. In this implementation, the SD formulation is found to be 18% faster than the DG method for inviscid SW tests cases and 24% faster for the viscous case. The results obtained by the SD formulation are on par with the regular nodal DG formulation in terms of accuracy and convergence.

1. Introduction

Among the emerging numerical methods for spatial discretization, the discontinuous Galerkin (DG) method (Cockburn 1997) is considered to be a prominent candidate for atmospheric modeling (Nair et al. 2011) because of multiple computationally attractive features such as conservation, high-order accuracy, and excellent parallel efficiency. The DG methods employ an integral (weak) formulation of the hyperbolic conservation law in the solution process. This leads to the evaluation of several surface and line integrals in the discretization of multidimensional problems, and results in a robust but computationnally expensive scheme. In an effort to improve the computational efficiency of the DG method, Atkins and Shu (1998) introduced a quadrature-free form. Another method, the spectral difference scheme (Kopriva and Kolias 1996; Liang et al. 2013), employs the differential form of the conservation law and avoids surface and line integrals altogether in the discretization, while being accurate.

Recently, Huynh (2007) introduced a new approach to high-order accuracy called flux reconstruction (FR), where equations are solved in differential form. An interesting feature of the FR approach is that it unifies several existing element-based high-order methods such as DG, spectral difference, and spectral volume methods into a common framework. The discontinuous fluxes at the element edges are corrected by correction functions, which maintain flux continuity across the element edges. Individual schemes in the framework can be recovered by choosing the appropriate correction function (Huynh 2007). The FR framework further can be extended for diffusion problems where several existing schemes, including those used for the DG method, are reformulated or simplified (Huynh 2009). The subtle difference among the various schemes is dependent only on the choice of these correction functions. This is an active area of research, in which new variants of FR scheme such as the “energy stable FR” (Allaneau and Jameson 2011), and more sophisticated reconstruction functions (Huynh 2014) with computationally attractive properties have been recently introduced.

A nonstaggered version of spectral difference method using the FR approach renamed as the correction...
procedure via reconstruction (CPR) approach introduced for the Navier–Stokes equations (Gao et al. 2013). The quadrature-free nodal DG method can be obtained by the FR procedure (see Gao et al. 2013), a potential advantage of this approach being the computational efficiency, which stems from the differential formulation of the governing equations. May (2011) showed that the quadrature-free nodal DG method and the collocation-based (unstaggered) spectral difference method are equivalent under certain conditions. Recently, De Grazia et al. (2014) demonstrated the connection between a nodal DG scheme and the corresponding FR procedure (see Gao et al. 2013), which is referred to as the FR based spectral differencing (SD) method for the shallow-water (SW) equations on a regular nodal DG method employing the integral (weak) formulation (Bao et al. 2014). The SW test case also includes a viscous flow test where the viscous fluxes (diffusion terms) are discretized with the SD approach. In addition, a positivity-preserving filter is tested for the SD advection using a standard benchmark test.

In this paper we describe the implementation of the quadrature-free DG based on the FR method [hereafter this is referred to as the FR based spectral differencing (SD) method] for the shallow-water (SW) equations on the cubed sphere, and compare its performance with a regular nodal DG method employing the integral (weak) formulation (Bao et al. 2014). The SW test case also includes a viscous flow test where the viscous fluxes (diffusion terms) are discretized with the SD approach. In addition, a positivity-preserving filter is tested for the SD advection using a standard benchmark test.

The remainder of the paper is organized as follows. The SW model, nodal DG, and SD approaches are presented in section 2. Section 3 describes numerical experiments, followed by a summary in section 4.

2. Shallow-water model on the cubed sphere

Various formulations of the SW equations on the cubed sphere using the nodal DG discretization can be found in Bao et al. (2014), Nair (2009), Nair et al. (2005), and Giraldo et al. (2002). The cubed-sphere formulation consists of mapping a cube onto a sphere by the central (gnomonic) projection, which results in nonorthogonal curvilinear spherical domain (Sadourny 1972). The computational domain $D$ can be expressed in terms of local coordinates $[x(\lambda, \theta), y(\lambda, \theta)]$ on each face of the cube such that $-\pi/4 \leq x, y \leq \pi/4$, and $(\lambda, \theta)$ are the regular spherical longitude–latitude coordinates of a sphere with radius $R$. The metric tensor $G_{ij}$ associated with the transformation is

$$G_{ij} = \frac{R^2}{\rho^4 \cos^2 x \cos^2 y} \begin{pmatrix} 1 + \tan^2 x & -\tan x \tan y \\ -\tan x \tan y & 1 + \tan^2 y \end{pmatrix},$$

where $i, j \in \{1, 2\}$ and $\rho^2 = 1 + \tan^2 x + \tan^2 y$. The Jacobian of the central mapping (the metric term) is $\sqrt{G} = [\det(G_{ij})]^{1/2}$. For brevity, we only outline the SW equations here. Details of the cubed-sphere mapping and SW formulation can be found in Nair et al. (2005).

The SW equations are treated in tensor form with covariant ($u_i$) and contravariant ($u^i$) wind vectors, which are related through $u_i = G_{ij} u^j$, $u^i = G^{ij} u_j$, and $G^{ij} = G_{ij}^{-1}$. The inviscid SW equations can be written in terms of the fluid depth $h$ as

$$\frac{\partial}{\partial t} U + \frac{\partial}{\partial x} F_1(U) + \frac{\partial}{\partial y} F_2(U) = S(U),$$

where $U = (u_1, u_2, \sqrt{G} h)^T$ is the state vector combined with Jacobian $\sqrt{G}$. The terms $F_1$ and $F_2$ are flux vectors and $S$ is the source vector, defined as follows:

$$F_1 = (E, 0, \sqrt{G} hu_1)^T, \quad F_2 = (E, 0, \sqrt{G} hu_2)^T,$$

$$S(U) = [\sqrt{G} u_1^2 (f + \xi), -\sqrt{G} u_1^2 (f + \xi), 0]^T,$$

where $E = \Phi + (1/2)(u_1 h_1^2 + u_2 h_2^2)$ is the energy term, $\Phi = g(h + h_s)$ is the geopotential height, $h_s$ is the surface topography, and $g$ is the gravitational acceleration. The source vector contains the relative vorticity $\xi = (\partial u_2/\partial x - \partial u_1/\partial y)/\sqrt{G}$ and the Coriolis parameter $f$.

A viscous SW model contains additional diffusive fluxes on the right-hand side of (2). For simplicity, we consider the viscous flux vector to be defined in terms of a scalar viscosity combined with a constant diffusion coefficient $\nu$, which may be written as (Nair 2009),

$$D(U) = (\nu \sqrt{G} \nabla_s^2 u_1, \nu \sqrt{G} \nabla_s^2 u_2, 0)^T,$$

where $\nabla_s^2$ denotes the spherical Laplacian in cubed-sphere coordinates. For an arbitrary variable $U$, the Laplacian terms in $D(U)$ can be written in the following explicit form:

$$\sqrt{G} \nabla_s^2 U = \frac{\partial}{\partial x} \left( \sqrt{G} G^{11} \frac{\partial U}{\partial x} + \sqrt{G} G^{12} \frac{\partial U}{\partial y} \right) + \frac{\partial}{\partial y} \left( \sqrt{G} G^{21} \frac{\partial U}{\partial x} + \sqrt{G} G^{22} \frac{\partial U}{\partial y} \right).$$

a. Nodal DG discretization

For simplicity, we consider a scalar component of the system in (2) on the computational domain $D$, which consists of $N_e \times N_e \times 6$ elements, where $N_e$ is the number of elements in $x$ or $y$ direction:

$$\frac{\partial}{\partial t} U + \frac{\partial F_1(U)}{\partial x} + \frac{\partial F_2(U)}{\partial y} = \frac{\partial U}{\partial t} + \nabla \cdot F(U) = S(U) \text{ in } D \times (0, T),$$

where $F = (F_1, F_2)$, $V = (\partial/\partial x, \partial/\partial y)$, and $T$ is a prescribed time. Without loss of generality, we may describe the DG discretization on a generic element $\Omega_y$ in $D$ with the boundary $\Gamma_y$. Let $V_h$ be a vector space of polynomials of degree up to $N$, and let $U_h$ be the
approximate solution for \( U \) in \( \mathcal{V}_h \). Then the weak Galerkin formulation of the problem can be obtained by multiplying (4) by a test function \( \varphi_h \in \mathcal{V}_h \), and integrating by parts over \( \Omega_{ij} \) (Cockburn 1997):

\[
\frac{d}{dt} \int_{\Omega_{ij}} U_h \varphi_h \, d\Omega - \int_{\Omega_{ij}} F(U_h) \cdot \nabla \varphi_h \, d\Omega + \int_{\Gamma_y} \tilde{F} \cdot \mathbf{n} \varphi_h \, d\Gamma = \int_{\Omega_{ij}} S(U_h) \varphi_h \, d\Omega, \quad \forall \, \Omega_{ij} \in \mathcal{D},
\]

(5)

where \( \mathbf{n} \) is the outward-drawn unit normal vector on \( \Gamma_{ij} \), and \( \tilde{F} \) is the numerical flux. We use the local Lax–Friedrichs (Rusanov) numerical flux,

\[
\tilde{F}(U_h) = \frac{1}{2} \left\{ [F(U^-_h) + F(U^+_h)] - \alpha_{\text{max}}(U^+_h - U^-_h) \mathbf{n} \right\}, \quad (6)
\]

where \( \alpha_{\text{max}} \) is the maximum of the eigenvalues of the flux Jacobian for the SW system, which are defined in \( x \) and \( y \) direction as (Nair et al. 2005)

\[
\alpha_{\text{max}}^x = \max(|u_1| + \sqrt{G^{11} gh}), \\
\alpha_{\text{max}}^y = \max(|u_2| + \sqrt{G^{22} gh}),
\]

where \( U^-_h \) and \( U^+_h \) are values of \( U_h \), respectively, at the interface (Fig. 1a) along the boundary \( \Gamma_{ij} \).

Solving the weak form in (5) involves mapping the nonoverlapping rectangular elements \( \Omega_{ij} \) in the computational domain \( \mathcal{D} \) to a standard element \( \Omega = (-1, 1)^2 \). The grid spacings are defined to be \( \Delta x_i = (x_i+1/2 - x_i-1/2) \) and \( \Delta y_j = (y_j+1/2 - y_j-1/2) \), such that \( |\Omega_{ij}| = \Delta x_i \Delta y_j \). Let \( x_l = (x_{i+1/2} + x_{i-1/2})/2 \) and \( y_l = (y_{j+1/2} + y_{j-1/2})/2 \), then the mapping \( \Omega_{ij} \rightarrow \Omega \) can be established through the local coordinates \( \xi, \eta \in [-1, 1] \) as follows:

\[
\xi = \frac{2(x - x_l)}{\Delta x_i} \implies \frac{\partial}{\partial x} = \frac{2}{\Delta x_i} \frac{\partial}{\partial \xi}, \quad \eta = \frac{2(y - y_l)}{\Delta y_j} \implies \frac{\partial}{\partial y} = \frac{2}{\Delta y_j} \frac{\partial}{\partial \eta}
\]

(7)

To evaluate the integrals in (5) efficiently, an orthogonal polynomial-based basis set is usually employed. Here we adopt the nodal DG discretization, which employs the Lagrange polynomials \( h_k(\xi), \quad 0 \leq k \leq N \) (with \( N + 1 = N_v \) solution points), as the basis functions with roots at the Gauss–Lobatto–Legendre (GLL) quadrature points \( \{\xi_k\}_{k=0}^N \) (Deville et al. 2002). The basis functions are defined by

\[
h_k(\xi) = \frac{(-1)^k (\xi - 1) P_N(\xi)}{N(N+1) P_N(\xi_k)(\xi - \xi_k)}
\]

(8)

where \( P_N(\xi) \) is the Legendre polynomial of degree \( N \), and the derivative of the basis function \( h'_k(\xi) \) at the nodal points constructs the derivative matrix:

\[
h'_k(\xi_l) = \begin{cases} \frac{P_N(\xi_k)}{P_N(\xi_l)} \frac{1}{(\xi_k - \xi_l)} & \text{if } k \neq l, \\ \frac{-(N+1)N}{4} & \text{if } k = l = 0, \\ \frac{(N+1)N}{4} & \text{if } k = l = N, \\ 0 & \text{otherwise}, \end{cases}
\]

(9)

required for the collocation differentiation.

The approximate solution \( U_h \) and test function \( \varphi_h \) can be expanded in terms of a tensor product of the Lagrange basis functions, and in the case of \( U_h \):

\[
U_h(\xi, \eta) = \sum_{k=0}^N \sum_{l=0}^N U_h(\xi_k, \eta_l) h_k(\xi) h_l(\eta)
\]

(10)
Figure 2 shows a GLL quadrature grid with $4 \times 4$ points. Substitution of $U_h$ and $\phi_i$ in (5) simplifies to an ordinary differential equation (ODE) in time $dU_h/dt = L(U_h)$, where $L$ denotes the nodal DG spatial discretization. The details of the solution procedure are given in Nair et al. (2011), and will not be further discussed herein.

b. The flux reconstruction (correction) procedure

The differential form of (4) can be directly solved by employing a collocation-based spectral difference method in the FR framework (Gao et al. 2013), without considering the integral form in (5). In particular, we are interested in the flux-reconstructed spectral difference (SD) scheme (i.e., quadrature-free nodal DG method), referred to as the SD method. A nice feature of the SD scheme is that, for a given number of solution points $(\xi, \eta)$, it employs the same GLL grid as that used for the nodal DG discretization (see Fig. 2). This makes the SD implementation relatively easy in the existing nodal DG model, by avoiding the need to change the grid or data structure. Nevertheless, the numerical operations for the DG and SD schemes on the GLL grid are different. The major difference is that the SD scheme directly discretizes the differential form of the partial differential equation (PDE) and does not rely on integrals, which leads to efficient implementation and computational savings.

Since the flux correction is done in a 1D manner, it is convenient to explain the basic properties of the SD method using a simple 1D conservation law given by $\partial U_i/\partial t + \partial F_i(x)/\partial x = 0$, on the $i$th element $I = [x_{i-1/2}, x_{i+1/2}]$, where $U_i$ is represented as a polynomial of degree $N$, with $N = N + 1$ solution points on $I$. The flux correction procedure (Huynh 2007) consists of introducing a new flux function, $\tilde{F}_i(x)$, which is a degree $N_v$ polynomial (i.e., one degree higher than the solution polynomial $U_i$). Furthermore, $\tilde{F}_i(x)$ approximates $F_i(x)$ on the element and takes the common value $\tilde{F}_i$ (i.e., the upwind flux in (6)) at the element edges $x_{i+1/2}$ (see Fig. 1). Thus, the reconstructed flux function $\tilde{F}_i(x)$ can be expressed as follows:

$$
\tilde{F}_i(x) = F_i(x) + [\tilde{F}_{i-1/2} - F(x_{i-1/2})]G_L(x) + [\tilde{F}_{i+1/2} - F(x_{i+1/2})]G_R(x),
$$

(11)

where $G_L$ and $G_R$ are the left and right correction functions, respectively, defined by $N_v$-degree polynomials. At the element edges these functions are designed to satisfy the following properties: $G_L(x_{i-1/2}) = 1$, $G_L(x_{i+1/2}) = 0$; for the right correction function $G_R(x_{i-1/2}) = 0$, $G_R(x_{i+1/2}) = 1$. Note that the reconstruction functions essentially maintain the continuity of the fluxes at the element edges. Now the 1D conservation law with the reconstructed flux in (11) can be written as follows:

$$
\frac{\partial U_{i,k}}{\partial t} + \frac{\partial F_{i,k}}{\partial x} + [\tilde{F}_{i-1/2} - F(x_{i-1/2})]G_L'(x_{i,k}) + [\tilde{F}_{i+1/2} - F(x_{i+1/2})]G_R'(x_{i,k}) = 0,
$$

(12)

where $k = 0, 1, \ldots, N$. The choice of correction functions is very crucial, for the SD method these functions
are written in terms of Radau polynomials [for details see Huynh (2007)].

c. FR versus DG formulation

Although the FR and DG methods are formulated in differential and integral forms respectively, they are closely related. Huynh (2007) showed that the FR approach using the "\(dG \)" correction function is identical to the standard DG weak formulation in the 1D case. A more rigorous proof is given in Gao et al. (2013), based on the classical "lifting operator" concept as used in Bassi and Rebay (1997). If we combine the second and third integral terms on the left-hand side of the weak form in (5), and apply Green's method, we obtain

\[
- \int_{\Omega_h} \mathbf{F}(U_h) \cdot \nabla \phi_h \, d\Omega + \int_{\Gamma_h} \mathbf{R} \cdot \mathbf{n} \phi_h \, d\Gamma = \int_{\Omega_h} \nabla \cdot \mathbf{F}(U_h) \phi_h \, d\Omega + \int_{\Omega_h} (\tilde{\mathbf{F}} - \mathbf{F}) \cdot \mathbf{n} \phi_h \, d\Gamma
\]

\[
= \int_{\Omega_h} [\nabla \cdot \mathbf{F}(U_h) + \delta_h] \phi_h \, d\Omega
\]

where \(\delta_h\) is the so-called lifting function, such that

\[
\int_{\Omega_h} \delta_h \phi_h \, d\Omega = \int_{\Omega_h} (\tilde{\mathbf{F}} - \mathbf{F}) \cdot \mathbf{n} \phi_h \, d\Gamma.
\]

Substituting (14) in (5) and simplifying yields the following differential form (see Gao et al. 2013):

\[
\frac{\partial U_h}{\partial t} + \mathbf{V} \cdot \mathbf{F}(U_h) + \delta_h = S(U_h),
\]

which is formally equivalent to the integral form, subject to the choice of the lifting function \(\delta_h\). A judicious choice for \(\delta_h\) together with consistent polynomial approximation for the flux derivative leads to the conservative formulation of (16). For example, in the 1D case, the quantities (correction terms) in the square brackets of (12) represent \(\delta_h\). A direct derivation for establishing the relation between the DG and FR methods, in the context of the 2D advection equation, can be found in De Grazia et al. (2014). The connections and the subtle differences between FR and DG schemes are a new topic of research in high-order methods and details can be found in Allaneau and Jameson (2011), De Grazia et al. (2014), and the references therein.

The SD discretization of the differential form in (16) does not involve integral evaluation of the terms and construction of a mass matrix as in the DG formulation in (5). For practical implementation, the SD scheme seems to be particularly attractive, as there are no surface or volume integrals to be computed in multidimensional cases. This is desirable for computationally intensive application such as climate modeling.

d. Extension to 2D cases

Extending the SD scheme to the 2D case is straightforward. We consider a general rectangular element \(\Omega\) with area \(\Delta x \times \Delta y\), where the elemental indices are suppressed for clarity. Using the local coordinates in (7), the differential form in (4) can be written as follows:

\[
\frac{\partial U(\xi, \eta)}{\partial t} + \frac{\partial F_1(\xi, \eta)}{\partial \xi} + \frac{\partial F_2(\xi, \eta)}{\partial \eta} + \frac{\partial}{\partial \xi} \left\{ [F_1^2(-1, \eta) - F_2(-1, \eta)] G_L(\xi) \right\} + \frac{\partial}{\partial \eta} \left\{ [F_1^2(1, \eta) - F_2(1, \eta)] G_R(\xi) \right\} = S(\xi, \eta).
\]

For the current application we consider the correction function \(g_2\) or \(gLump, Lo\) as defined in Huynh (2007). The explicit form of \(g_2\) at the left interface can be defined as a weighted sum of the right Radau polynomials \(R_{R,N_v} = (-1)^{N_v} (P_{N_v} - P_{N_v-1}) / 2\) as follows:

\[
g_2 = \frac{N_v - 1}{2N_v - 1} R_{R,N_v} + \frac{N_v}{2N_v - 1} R_{R,N_v-1}.
\]

An interesting property of this function is that its derivative vanishes at all solution points except at the left
The derivatives $g_2$ at the edges of the GLL grid $[-1, 1]$ are given by $g'_L(-1) = -N_u(N_v-1)/2$, $g'_L(1) = 0$, and $g'_R(1) = N_v(N_u - 1)/2$.

For the SW system, (18) leads to a system of ODEs, $dU/dt = \mathcal{L}(U)$, which can be solved with explicit Runge–Kutta methods (Gottlieb et al. 2001; Nair 2009).

e. FR for diffusive fluxes

Bassi and Rebay (1997) introduced explicit diffusion (viscous flux) in the DG discretization, and later Cockburn and Shu (1998) laid a rigorous mathematical background to this approach and generalized it to the so-called local DG or LDG method. A wide body of literature is available for addressing the diffusion process in DG discretization (see Arnold et al. 2002). In this section, our focus is the implementation of the FR scheme for diffusive fluxes developed in Huynh (2009). This is based on an improved version of the Bassi and Rebay (1997) approach, known as the “BR2” scheme (a special case of the LDG method), which employs a compact computational stencil.

The discretization of diffusive fluxes on the cubed-sphere grids introduces additional challenges due to the metric terms involved in the curvilinear Laplacian in (3). Nair (2009) implemented a version of the LDG scheme for the viscous SW model on the cubed sphere, but here we only outline the procedure.

For the viscous SW model, we consider a generic component of the momentum equation by extending (4) as follows:

$$\frac{\partial U}{\partial t} + \mathbf{V} \cdot \mathbf{F}(U) = \nu \sqrt{G} \nabla_2^2 U + S(U). \quad (20)$$

The LDG discretization on the cubed sphere involves introduction of an auxiliary variable $\mathbf{q} = \mathbf{V} U$, together with following notation to represent the curvilinear Laplacian $\nabla_2^2 U$ (Nair 2009; Bao et al. 2014):

$$\mathbf{q} = \begin{bmatrix} \frac{\partial U}{\partial x} \\ \frac{\partial U}{\partial y} \end{bmatrix}, \quad \mathbf{M} = \begin{bmatrix} \sqrt{G} G_{11} & \sqrt{G} G_{12} \\ \sqrt{G} G_{21} & \sqrt{G} G_{22} \end{bmatrix}, \quad \text{and} \quad \mathbf{q} = \mathbf{q} \mathbf{M}^T.$$

The LDG discretization for (20) can be rewritten as a first-order system:

$$\mathbf{q} - \mathbf{V} U = 0, \quad (21)$$

$$\frac{\partial \mathbf{q}}{\partial t} = \mathbf{q} \mathbf{M}^T, \quad \text{and} \quad (22)$$

$$\frac{\partial U}{\partial t} + \mathbf{V} \cdot \mathbf{F}(U) - \nu \nabla \cdot \mathbf{q} = S(U). \quad (23)$$

A weak formulation corresponding to the system in (21)–(23) is then constructed for approximating the diffusive fluxes [see Nair (2009) for details]. However, the FR-based discretization of diffusive fluxes employs a direct approach, which is free from integral formulation (Huynh 2009; Gao et al. 2013). To illustrate the procedure, we first use the above notation to represent the curvilinear Laplacian in (3) in the following form:

$$\sqrt{G} \nabla_2^2 U = \mathbf{V} \cdot \mathbf{q}. \quad (24)$$

The FR approach corrects the first ($\mathbf{q}$) and second derivative ($\mathbf{V} \cdot \mathbf{q}$) involved in the Laplacian in a sequential manner. We summarize the algorithm in the following steps:

- **Step 1:** Compute the gradient term $\mathbf{q} = (\partial U/\partial x, \partial U/\partial y)$ using collocation differentiation on GLL nodes. Compute the common solution $U^{\text{com}} = (U^- + U^+)/2$ at the cell interfaces, where $U^-$ and $U^+$ denote the left and right values of $U$ at the interface, respectively.

- **Step 2:** Correct the gradient term $\mathbf{q}$ component-wise using the FR procedure used in the SD discretization in (12). For instance, the derivative $\partial U/\partial x$ is corrected as

$$2 \frac{\partial U}{\partial x} \left\{ \frac{U^{\text{com}}(-1, \eta) - U(-1, \eta)}{\Delta x} + \left[U^{\text{com}}(1, \eta) - U(1, \eta)\right] g'_L(\xi) \right\}.$$

Similarly correct the $\partial U/\partial y$ term and obtain the corrected gradient $\mathbf{q}^-$. Denote $\mathbf{q}^-$ together with metric term as $\mathbf{V} \mathbf{Q} = \mathbf{q}^- \mathbf{M}^T$.

- **Step 3:** Compute the common gradient $\mathbf{V} \mathbf{Q}^{\text{com}} = (\mathbf{V} \mathbf{Q}^- + \mathbf{V} \mathbf{Q}^+)/2$ at the interface, using the left and right interface values of $\mathbf{V} \mathbf{Q}$. Using $\mathbf{V} \mathbf{Q}^{\text{com}}$, the second derivative corresponding to the viscous flux is corrected as described in step 2.

Note that for parallel implementation, the above algorithm requires only one communication (nearest neighbor) for each Laplacian evaluation, because of the compact computational stencil. Thus, the SD approach for diffusion can be significantly cheaper for incorporating hyperdiffusion ($\nabla^2$) in practical models.

3. Numerical experiments

We consider three benchmark tests suggested by Williamson et al. (1992, hereafter W92), for evaluating numerical schemes used in spherical SW models. We use these test cases to compare the performance of both SD and DG methods.

- **a. Solid-body rotation (advection) test**

The first test case is the solid-body rotation test, where the initial scalar distribution is a cosine-bell profile, which makes a complete revolution on the sphere in
a 12-day period (W92). Although this is a linear transport problem (not involving the full SW equations), it provides a challenging test to evaluate the numerical scheme on a complex domain such as the cubed sphere. Since the exact solution is known at all times, time traces of the standard errors can be computed. The cosine-bell ($U$) is defined in spherical coordinates ($\lambda$, $\theta$) as

$$U(\lambda, \theta) = \begin{cases} \left( \frac{h_0}{2} \right) \left[ 1 + \cos(\pi r_d/r_0) \right] & \text{if } r_d < r_0, \\ 0 & \text{if } r_d \geq r_0, \end{cases}$$  

(25)

where $r_d$ is the great-circle distance between ($\lambda$, $\theta$) and the center of the cosine bell ($\lambda_c$, $\theta_c$), $h_0 = 1000$ m is the height of the bell. The radius of the sphere (the earth) is $R = 6.37122 \times 10^6$ m and the base radius of the cosine bell is $r_0 = R/3$. The center of the cosine bell is initially positioned on the equator at ($\lambda_c$, $\theta_c$) = (3$\pi$/2, 0). The spherical velocity components ($u$, $v$) of the non-divergent wind field are defined to be

$$u = u_0 \left( \cos \alpha \cos \theta + \sin \alpha \cos \lambda \sin \theta \right),$$  

(26)

$$v = -u_0 \sin \alpha \sin \lambda,$$  

(27)

where $u_0 = 2\pi R/(12 \text{ days})$, and $\alpha$ is the flow orientation parameter (W92). When $\alpha = \pi/4$, the flow is along the northeast direction; as a result the cosine bell passes through four vertices and two edges of the cubed sphere to complete one revolution.

We compare the SD results with that of the multimoment finite-volume (FV) results given in Chen and Xiao (2008), which uses a method that has certain features similar to SD methods. To make a rigorous comparison, we consider a relatively low-order SD grid configuration with $32 \times 32 \times 6$ elements ($N_e = 32$) on the cubed sphere such that each element employs 3 GLL points or nine degrees of freedom (dof). Note that the FV computational stencil used by Chen and Xiao (2008) is very similar to the $3 \times 3$ GLL grid, moreover, both methods have the same dof per cell (element). For this test we used a standard fourth-order Runge–Kutta time integration scheme with time step $\Delta t = 2025$ s, so that 512 iterations (12 days) are required for a complete revolution. The numerical solution with the SD scheme is shown in Fig. 3a, where the height of the cosine bell has the range $[-10, 1.997]$ m. Zero-contour lines are included in the plot, which clearly show the oscillatory nature of the solution, which is typical of any high-order advection scheme without a limiter. The absolute error is shown in Fig. 3c. After a complete revolution, these values are $\epsilon_1 = 2.265 \times 10^{-2}$, $\epsilon_2 = 1.381 \times 10^{-2}$, and $\epsilon_3 = 1.080 \times 10^{-2}$, which are smaller than the corresponding values shown in Table 4 of Chen and Xiao (2008). The corresponding DG results are virtually identical to that of the SD results; however, the SD simulation is faster because of the reduced number of inter-element (quadrature free) computations.

b. A positivity-preserving filter for SD advection

For atmospheric tracer transport models, the positivity preservation is considered to be a basic requirement.
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For passive tracers such as water vapor, and certain chemical species, the global maximum and minimum mixing-ratio values are known in advance. To preserve the initial bounds of the numerical solutions and eliminate negative concentrations we can apply a bound-preserving (BP) filter as an additional option for the SD advection scheme. The BP filter was introduced by Zhang and Shu (2010) for DG methods, which is a local scheme with attractive features such as conservation, computational economy, and ease of implementation (Zhang and Nair 2012). Since the nodal DG and SD schemes employ the same type of stencils (Fig. 2), we extend the filter to the SD case.

Let \( p_{ij}(x, y) \) be the SD solution polynomial on the cell \( \Omega_{ij} \) with known (computed) cell-average \( \bar{u}_{ij} \). The BP filter essentially replaces the oscillatory polynomial \( \tilde{p}_{ij}(x, y) \) with a modified polynomial \( \tilde{p}_{ij}(x, y) \) such that

\[
\tilde{p}_{ij}(x, y) = \hat{\theta} p_{ij}(x, y) + (1 - \hat{\theta}) \bar{u}_{ij},
\]

\[
\hat{\theta} = \min \left( \frac{M - \bar{u}_{ij}}{M - \bar{u}_{ij}}, \frac{m^* - \bar{u}_{ij}}{m^* - \bar{u}_{ij}}, 1 \right),
\tag{28}
\]

where the local extrema are \( M_{ij} = \max[p_{ij}(x, y)] \) and \( m^*_{ij} = \min[p_{ij}(x, y)] \). In (28) \( M \) and \( m^* \) are the global maximum and minimum values of the initial condition, respectively, which are usually known in the context of the transport of certain atmospheric tracers. From (28) it is clear that \( \tilde{p}_{ij}(x, y) \) preserves the cell-average \( \bar{u}_{ij} \), implying local conservation when \( \hat{\theta} \in [0, 1] \). Note that the positivity-preserving option is a special case of the BP filter, and can be achieved by setting \( m^* = 0 \).

We tested the BP filter for SD advection using the cosine-bell test with the same configuration considered above. Figure 2b shows the SD numerical results with the BP filter after one revolution, where the solution is free of negative values, and the height of the bell is in the range \([0, 996.6]\) m. The mass error for this case is found to be within the order of machine precision, as expected.

c. Steady-state geostrophic flow

This is the steady-state test known as test case 2 in W92. Since the exact solution is known, this test provides an excellent tool for studying the convergence of the numerical solution. The wind field is uniform (non-divergent) and is the same as (26)–(27), defined for the solid-body rotation test. Here the nonlinear shallow-water equations are geostrophically balanced during the time evolution. The initial height field is defined as

\[
gh = gh_0 - \left( \Omega \omega t_0 + \frac{u_0^2}{2} \right) \times (\sin \theta \cos \alpha - \cos \theta \cos \theta \sin \alpha)^2,
\tag{29}
\]

where \( gh_0 = 2.94 \times 10^4 \, \text{m}^2 \, \text{s}^{-2} \), \( \omega \) is the angular velocity of the earth, and other parameters are as defined for the previous test case. The SW model is integrated for 5 model days as recommended in W92. Convergence of the \( l_1 \) and \( l_c \) height errors with the SD version of the SW model is shown in Fig. 4. Figure 4a shows the so-called \( p \) errors, obtained by keeping the total number of elements the same (\( N_e = 3 \)), but varying the polynomial degree \( N_e = N_e - 1 \) from 4 to 10. We employ the third-order strong-stability-preserving Runge–Kutta (SSP-RK) time integration scheme (Gottlieb et al. 2001) for both variants of the SW model. The time step used for this test was \( \Delta t = 180 \, \text{s} \), except for the case when \( N = 10 \), for which \( \Delta t = 90 \, \text{s} \). Figure 4b shows the \( h \) errors obtained by fixing the degree of the polynomial \( N = 3 \) (i.e., using a \( 4 \times 4 \) GLL grid and gradually varying the number of elements \( N_e = 5, 7, \ldots, 15 \)). The convergence results with SD discretization is identical to that of the DG results (not shown), and consistent with the results reported in Bao et al. (2014). The \( p \) errors (Fig. 4a) show spectral convergence with the SD discretization while \( h \) errors indicate more than fourth-order convergence, which is consistent with the spatial order of accuracy of the SD discretization. The SD version of the SW model is found to be about 18% faster than the nodal DG model for this test.

d. Zonal flow over an isolated mountain

The last SW test we consider deals with a zonal flow over an isolated mountain, also known as the SW test case 5 in W92. Zonal flow is the same as in the steady-state flow described above [initial conditions in (26)–(29)]; however, a new set of parameters are chosen: \( \alpha = 0, u_0 = 20 \, \text{m} \, \text{s}^{-1} \), and the mean equivalent depth of the atmosphere is set to be \( h_0 = 5960 \, \text{m} \). The mountain is centered at \( (\lambda_c, \theta_c) = (3 \pi/2, \pi/6) \) with height \( h_s = 2000(1 - r/a) \, \text{m} \), where \( a = \pi/9 \) and \( r^2 = \min[(\lambda - \lambda_c)^2 + (\theta - \theta_c)^2] \). For the SW test case 5, the flow field is highly nonlinear and no analytic solution is available. We use both DG and SD discretization of the SW equations with the same grid configurations (Fig. 2), and the time integration is performed with a third-order explicit SSP-RK method as in the previous test case. Figure 5a shows the numerical results for the height (m) field with SD after 15 days of model integration, with a time step of \( \Delta t = 240 \, \text{s} \). A cubed-sphere grid with \( 12 \times 12 \times 6 \) elements and the fourth-order SD scheme employing \( 4 \times 4 \) GLL points on each element (Fig. 2a) are used for the simulation. Figure 5b shows the difference between the SD and DG solutions, which is negligibly small \([O(10^{-10})] \). For this test case, high-order methods such as the spectral-element method without spatial filtering introduce spurious oscillations (spectral ringing). However, as in the
case of the DG method (Nair et al. 2005), the SD solution is found to be smooth and free of spurious oscillation.

Next we consider the influence of the diffusion mechanism in the evolution of the relative vorticity ($\zeta$) fields for the SD viscous SW model. A high-order version of the SD model is integrated for 10 model days with $N_e = 18$ and $6 \times 6$ GLL points on each element, which corresponds to $1^\circ$ horizontal resolution at the equator. The diffusion coefficient $\nu = 2.5 \times 10^5 \text{ m}^2 \text{ s}^{-1}$ is used for the viscous SW model. Vorticity fields are initially generated near the mountain and are well developed after a few days, spreading to the entire domain. Figures 6a and 6b show the SD results with $\nu = 0$ at model days 2 and 10, respectively. The inviscid solution at day 10 (Fig. 6b) shows some spurious oscillations and small-scale features. This noise is completely removed, as expected, for the viscous model results shown in Fig. 6c. The DG SW model discretizes the diffusion operator using the “BR2” scheme, which is a special case of LDG method (Nair 2009). For reference, the DG results with the same experimental setup are shown in Fig. 6d, which is visually identical to the corresponding SD results (Fig. 6c). Note that while the choice of diffusion coefficient $\nu$ is somewhat arbitrary, technically, it should be a resolution-dependent parameter. Nevertheless, our choice of $\nu$ is just for making a comparison of the SD viscous results as opposed to the DG results.

One of the motivating factors for considering the SD method is its inherent computational efficiency. In our implementation, we found that the quadrature-free version of the SW model is about 18% more efficient (faster) than the nodal DG version, for the same quality results. In addition, it is found that the SD viscous SW model is about 24% more efficient than the DG counterpart. For parallel implementation, the quadrature-free SD diffusion operator requires only one MPI communication per Laplacian evaluation because of the compact nature of the computational stencil. This is very promising for practical atmospheric models, which usually employ fourth-order ($\nabla^4$) hyperdiffusion, and the SD diffusion process can be seamlessly extended for this purpose.

4. Summary

Standard DG discretization relies on the integral (weak) form of the partial differential equations (PDE). This invariably introduces several surface and line integrals on each element in the discretization, which are evaluated by means of Gauss quadrature rules. The DG schemes are known to be very accurate at a high computational cost, partially due to the multiple integral evaluations in the discretization. The flux reconstruction (FR) approach of Huynh (2007) is a framework for high-order schemes including the quadrature-free DG method.
and solves the equations in differential form by means of spectral differencing. A potential computational advantage of FR schemes is that the PDEs are directly discretized without volume or surface integrals. The flux correction functions in the FR approach correct fluxes at the element edges to maintain the continuity across element edges.

We have implemented the quadrature-free form of the DG method using the FR approach combined with spectral differencing (the SD method) for the shallow-water (SW) equations (both inviscid and viscous) on the cubed sphere, and its performance is compared with the regular nodal DG method. A bound (positivity) preserving local limiter is tested for the SD advection problem, which maintains the positivity of the solution without degrading the accuracy or conservation properties of the SD scheme. The error norms show that the results with both formulations are virtually identical; however, the quadrature-free formulation is about 18% more computationally efficient (faster) and is easy to implement. For the viscous SW model employing second-order diffusion, the SD model produces a visually

![Flow Over a Mountain (SW5): Height (m), Day 15](image-url)

Fig. 5. (a) The simulated height field (m) with SD model for the SW test case 5 (flow over a mountain) at day 15. The model is integrated at an approximate resolution 2.5° ($N_e = 12, N_v = 4$) with a time step $\Delta t = 240$ s. (b) The difference of height filed (SD minus DG) from the results with the DG model, using the same model configuration.
indistinguishable solution compared to the regular DG counterpart. Moreover, for the viscous case, the SD formulation is found be 24% more efficient. For a 3D atmospheric model (Nair et al. 2009), we anticipate the quadrature-free formulation will greatly improve efficiency, which is an ongoing research project.
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![Fig. 6. The relative vorticity ($\zeta$) fields for the SW test case of flow over an isolated mountain at an approximate horizontal resolution of $1^\circ$ ($N_e = 18$, $N_v = 6$). (a) The SD SW results without diffusion at model day 2. (b) As in (a), but at day 10. (c) The SD results (viscous) with diffusion coefficient $\nu = 2.5 \times 10^5$ m$^2$ s$^{-1}$ at day 10. (d) The reference solution with the DG SW model with the same experimental setup as in (c).](attachment:fig6.png)


