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ABSTRACT

This paper reviews the development of the ensemble Kalman filter (EnKF) for atmospheric data assimilation. Particular attention is devoted to recent advances and current challenges. The distinguishing properties of three well-established variations of the EnKF algorithm are first discussed. Given the limited size of the ensemble and the unavoidable existence of errors whose origin is unknown (i.e., system error), various approaches to localizing the impact of observations and to accounting for these errors have been proposed. However, challenges remain; for example, with regard to localization of multiscale phenomena (both in time and space). For the EnKF in general, but particularly in higher-resolution applications in particular, it is desirable to use a short assimilation window. This motivates a focus on approaches for maintaining balance during the EnKF update. Also discussed are limited-area EnKF systems, in particular with regard to the assimilation of radar data and applications to tracking severe storms and tropical cyclones. It seems that relatively less attention has been paid to optimizing EnKF assimilation of satellite radiance observations, the growing volume of which has been instrumental in improving global weather predictions. There is also a tendency at various centers to investigate and implement hybrid systems that take advantage of both the ensemble and the variational data assimilation approaches; this poses additional challenges and it is not clear how it will evolve. It is concluded that, despite more than 10 years of operational experience, there are still many unresolved issues that could benefit from further research.
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1. Introduction
   The ensemble Kalman filter (EnKF; Evensen 1994) originated from the merger of Kalman filter theory and Monte Carlo estimation methods. The Kalman–Bucy filter (Kalman 1960; Kalman and Bucy 1961) provides the mathematical framework for the four-dimensional (4D) assimilation of observations into a state vector. Precursor references in the meteorological literature appear in the late 1960s (Jones 1965; Petersen 1968). The use of the Kalman filter in meteorology was further investigated in the 1980s and early 1990s (e.g., Ghil et al. 1981; Cohn and Parrish 1991; Daley 1995). One unsolved problem, aimed at an application with a realistic high-dimensional atmospheric forecast model, was how to obtain an appropriate low-dimensional approximation of the background error covariance matrix for a feasible implementation on a computational platform. The use of random ensembles currently seems to be the most practical way to address the issue.

   The use of Monte Carlo experiments and ensembles also has long roots in NWP, in particular in the fields of ensemble forecasting (Lorenz 1965; Leith 1974; Kalnay and Dalcher 1987) and observing system simulation experiments (OSSEs) (Newton 1954; Daley and Mayer 1986). The OSSEs form a special category where the ensemble is composed of only two members. Here, one NWP center uses its model to provide a long integration, called a “nature run,” which serves as a proxy for the true atmospheric state. This center will also apply the forward operators of its data assimilation system to generate simulated observations from the nature run. An independent NWP center will subsequently use its own data assimilation system to assimilate these simulated observations with its own forward operators and forecast model. Because of the collaboration of two independent NWP centers, the errors, such as the error due to having an imperfect forecast model, are being sampled in a realistic manner. Unfortunately, with only two participating centers, only a single realization of the error is obtained and spatial or temporal averaging will be required to estimate characteristics of the error (e.g., Errico et al. 2013). The Monte Carlo method provides a general framework for the sampling of errors that can be due to a large variety of sources (Houtekamer et al. 1996). Bonavita et al. (2012) describe the use of an ensemble of data assimilations (EDA) to provide estimates of background error variances to the operational 4D-Var system at ECMWF.

   The EnKF uses Monte Carlo methods to estimate the error covariances of the background error. In combination with covariance localization (Hamill et al. 2001), it provides an approximation to the Kalman–Bucy filter that is feasible for operational atmospheric data assimilation problems (Houtekamer et al. 2005, 2014a); it also provides an ensemble of initial conditions that can be used in an ensemble prediction system.

   In the first review of the EnKF, Evensen (2003) gives a comprehensive description of the then already rapidly
developing field with references to many applications in the earth sciences. An excellent review by Hamill (2006) relates the EnKF to Bayesian methods, to the Kalman filter, and to the extended Kalman filter. It also discusses different properties of stochastic and deterministic update algorithms, and stresses the need for model error parameterization and covariance localization. Hamill (2006) mostly speculates on prospects for having operational applications in the future, but a lot of work has been accomplished since. At the Canadian Meteorological Centre (CMC), a global EnKF has been used operationally since January 2005 to provide the initial conditions for a global ensemble prediction system (Houtekamer et al. 2005). In this system, observation preprocessing is done by a higher-resolution variational analysis system. At the time of this writing, the global EnKF is also used to provide initial and lateral boundary conditions to a regional ensemble (Lavaysse et al. 2013) and it provides the background error covariances for global (Buehner et al. 2015) and regional (Caron et al. 2015) ensemble-variational analysis systems. At NCEP, a “hybrid” global EnKF is used operationally, in combination with a variational solver, for both the deterministic high-resolution global (X. Wang et al. 2013) and the regional (Pan et al. 2014) analyses. A regional EnKF system is in operational use at the Italian National Meteorological Center (CNMCA) (Bonavita et al. 2010) and high-resolution convection-permitting EnKF systems are used experimentally (e.g., Zhang et al. 2011; Aksoy et al. 2013; Xue et al. 2013; Putnam et al. 2014; Schwartz et al. 2015; Zhang and Weng 2015).

In the current review, the focus is on issues directly related to improving the quality of operational, quasi-operational, and experimental EnKF systems in atmospheric applications. Many of these issues, such as how to best account for model error, have themselves been the subject of workshops and review papers. Here, we will try to highlight the relationships between different aspects of the EnKF algorithm. One may choose, for instance, a certain algorithm that parallelizes well. This, in turn, may impose a certain choice for the covariance localization method, which ultimately may facilitate (or not) the assimilation of satellite or radar observations. We hope the reader will bear with us and arrive at a better understanding of the complex issues associated with the development of a high-quality EnKF system.

In section 2, the basic EnKF algorithm, as well as some of the most popular variations, are presented briefly. Section 3 describes how cross validation and covariance localization allow a small ensemble to be used in an EnKF that behaves well for high-dimensional systems. In truly realistic environments, there are sources of error that are not fully understood. Methods to account for such error sources are presented in section 4. One of the side effects of localization is imbalance; methods to control imbalance are the subject of section 5. This issue is important because well-balanced initial conditions allow for more frequent analyses in high-resolution models. Issues specific to high-resolution EnKF models, such as how to best use observations for modern radar systems, are reviewed in section 6. An open question, of particular importance for operational centers, is whether EnKF systems can use satellite observations as effectively as variational systems. Various issues that could play a role are discussed in section 7. EnKF systems will reputedly scale well on modern and future computer systems with \( O(10000) \)–\( O(100000) \) cores; the current status with respect to computational issues is described in section 8. At operational centers, as a result of a variety of scientific and practical considerations, there is a lot of interest in the combination of variational and EnKF systems in a manner that leads to the highest quality forecasts. This is discussed in section 9. Finally, in section 10, we summarize what has been achieved and discuss where we think progress can be made.

2. Popular flavors of the EnKF algorithm

After the introduction of the EnKF (Evensen 1994), many variations on the original algorithm have been developed. Depending on the particular application, different aspects of the system may be judged more or less important. In this section, we try to give an overview of some of the main EnKF families that now coexist. In section 2a, we essentially follow Houtekamer and Mitchell (2005, their sections 2a,b) with a general description of the ensemble approximation to the Kalman filter. In section 2b, we discuss the dichotomy between stochastic and deterministic filters. In section 2c, we discuss how sequential and local filters can be used toward a computationally feasible algorithm. The commonly used extended state vector technique is referred to in section 2d. Finally, in section 2e, we discuss why it is too early to favor one EnKF algorithm over another.

a. General description

Any EnKF implementation updates a prior estimate of the atmosphere \( \mathbf{x}(t) \) valid at some time \( t \) with the information in new observations \( \mathbf{y} \) to arrive at an updated estimate of the atmosphere \( \mathbf{x}(t) \) as in Eq. (1). To this end, a Kalman gain matrix \( \mathbf{K} \) can be used to give an appropriate weight to the observations, which have error covariance \( \mathbf{R} \), and the background, which has error covariance \( \mathbf{P} \), as in Eq. (2). The forward operator \( \mathcal{H} \) performs the mapping from model space to observation space.
space. Finally, a forecast model \( M \) is needed to transport the new estimate \( \mathbf{x}'(t) \) to the next analysis time as in Eq. (3):

\[
\mathbf{x}'(t) = \mathbf{x}'(t) + \mathbf{K} [ \mathbf{y}_i - \mathbf{H} \mathbf{x}'(t)],
\]

(1)

\[
\mathbf{K} = \mathbf{P}' \mathbf{H}^T (\mathbf{H} \mathbf{P}' \mathbf{H}^T + \mathbf{R})^{-1},
\]

(2)

\[
\mathbf{x}'(t + 1) = \mathcal{M}[\mathbf{x}'(t)].
\]

(3)

In a pure Monte Carlo implementation, the \( i \)th member of an \( N_{\text{ens}} \)-member analysis ensemble is obtained by evaluating Eq. (1) using a randomly perturbed vector of observations \( \mathbf{y}_i \) and using a member of a corresponding ensemble of background estimates:

\[
\mathbf{x}_i(t) = \mathbf{x}'(t) + \mathbf{K} [ \mathbf{y}_i - \mathbf{H} \mathbf{x}'(t)], \quad i = 1, \ldots, N_{\text{ens}}.
\]

(4)

Similarly, to obtain a member of the background ensemble valid at time \( t + 1 \), Eq. (3) can be used with a corresponding member of the analysis ensemble and a realization of the forecast model \( M \):

\[
\mathbf{x}'(t + 1) = \mathcal{M}[\mathbf{x}_i(t)], \quad i = 1, \ldots, N_{\text{ens}}.
\]

(5)

The ensembles, generated by evaluating Eqs. (4) and (5), can be used to approximate the analysis error covariance matrix \( \mathbf{P}'(t) \) and the background error covariance matrix \( \mathbf{P}'(t) \).

In an EnKF, one never needs a full covariance matrix \( \mathbf{P}' \) in model state space. Instead, for instance to compute the Kalman gain \( \mathbf{K} \) in Eq. (2), one uses ensemble-based approximations of \( \mathbf{P}' \mathbf{H}^T \) and \( \mathbf{H} \mathbf{P}' \mathbf{H}^T \) [Houtekamer and Mitchell (2001), their Eqs. (2) and (3)]:

\[
\mathbf{P}' \mathbf{H}^T = \frac{1}{N_{\text{ens}}} - 1 \sum_{i=1}^{N_{\text{ens}}} (\mathbf{x}'_i - \bar{\mathbf{x}}) (\mathbf{H} \mathbf{x}'_i - \bar{\mathbf{H} \mathbf{x}})^T, \quad (6)
\]

\[
\mathbf{H} \mathbf{P}' \mathbf{H}^T = \frac{1}{N_{\text{ens}}} - 1 \sum_{i=1}^{N_{\text{ens}}} (\mathbf{H} \mathbf{x}'_i - \bar{\mathbf{H} \mathbf{x}}) (\mathbf{H} \mathbf{x}'_i - \bar{\mathbf{H} \mathbf{x}})^T, \quad (7)
\]

where

\[
\bar{\mathbf{x}} = \frac{1}{N_{\text{ens}}} \sum_{i=1}^{N_{\text{ens}}} \mathbf{x}'_i \quad \text{and} \quad \bar{\mathbf{H} \mathbf{x}} = \frac{1}{N_{\text{ens}}} \sum_{i=1}^{N_{\text{ens}}} \mathbf{H} \mathbf{x}'_i.
\]

Here a possibly nonlinear forward operator \( \mathbf{H} \) is used on the right-hand side of Eqs. (6) and (7). We thus obtain a nonlinear ensemble-based approximation of the terms \( \mathbf{P}' \mathbf{H}^T \) and \( \mathbf{H} \mathbf{P}' \mathbf{H}^T \) that appear in the standard Kalman filter equations [Ghil and Malanotte-Rizzoli (1991), their Eq. (4.17c)]. Similarly, the ensemble of nonlinear equations, Eqs. (4) and (5), replaces the corresponding matrix equations of the standard Kalman filter [Ghil and Malanotte-Rizzoli (1991), their Eqs. (4.13a) and (4.13b)]:

\[
\mathbf{P}'(t + 1) = \mathbf{M} \mathbf{P}'(t) \mathbf{M}^T + \mathbf{Q}, \quad (8)
\]

\[
\mathbf{P}'(t) = (1 - \mathbf{K} \mathbf{H}) \mathbf{P}'(t) (1 - \mathbf{K} \mathbf{H})^T + \mathbf{K} \mathbf{R} \mathbf{K}^T. \quad (9)
\]

Here \( \mathbf{M} \) is the tangent linear approximation to the forecast model \( M \) and the matrix \( \mathbf{Q} \) contains the covariances of the forecast-model error. In the special case that the optimal Kalman gain is used, Eq. (9) can be rewritten as follows [Ghil and Malanotte-Rizzoli (1991), their Eq. (4.17d)]:

\[
\mathbf{P}'(t) = (1 - \mathbf{K} \mathbf{H}) \mathbf{P}'(t). \quad (10)
\]

b. Stochastic and deterministic filters

1) The Stochastic Filter

After the first implementation of an EnKF (Evensen 1994), it was realized that, to arrive at a consistent analysis scheme, the observations also needed to be treated as random variables (Burgers et al. 1998; Houtekamer and Mitchell 1998).

Lacking other information, it is commonly assumed that observation errors have a Gaussian distribution. The addition of random Gaussian noise at each analysis time, via Eq. (4), tends to erase the non-Gaussian higher moments nonlinear error growth may have generated (Lawson and Hansen 2004, their section 5). This can be understood as a manifestation of the Central Limit Theorem (Fishman 1996, his section 1.1.1). Since higher moments are not explicitly considered in an EnKF, maintaining Gaussianity likely has a positive impact on analysis quality.

A stochastic EnKF has been in operational use at CMC since January 2005 (Houtekamer and Mitchell 2005). As of November 2014, it uses 256 ensemble members (Table 1).

2) The Deterministic Filter

After the introduction of the stochastic EnKF, it was realized that the small, but spurious, correlations between the ensembles of backgrounds and observations could lead to a degradation of analysis quality. In a short period of time, the ensemble square root filter (EnsRF; Whitaker and Hamill 2002), the ensemble adjustment Kalman filter (EAKF; Anderson 2001), and the ensemble transform Kalman filter (ETKF; Bishop et al. 2001) were proposed. In these filters, which are rightly called deterministic, observations are not perturbed randomly. Instead, it is assumed that the optimal gain is
Table 1. Information from global EnKF configurations at operational centers. Information provided in February 2015 by M. Bonavita for ECMWF and J. Whitaker for NCEP (M. Bonavita and J. Whitaker 2015, personal communications). The terms N_{obs}, N_{ens}, N_{model}, and N_{cores} are the number of observations that serve to compute analysis increments, the number of ensemble members, the number of model coordinates in the control vector of the analysis, and the number of computer cores available to the analysis algorithm, respectively.

<table>
<thead>
<tr>
<th>Center</th>
<th>Algorithm</th>
<th>ECMWF</th>
<th>LETKF</th>
<th>NCEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Status</td>
<td>Operational</td>
<td>Research</td>
<td>Operational</td>
<td></td>
</tr>
<tr>
<td>N_{obs}</td>
<td>700,000</td>
<td>4,000,000</td>
<td>600,000</td>
<td></td>
</tr>
<tr>
<td>N_{ens}</td>
<td>256</td>
<td>100</td>
<td>80</td>
<td></td>
</tr>
<tr>
<td>N_{model}</td>
<td>96,000,000</td>
<td>370,000,000</td>
<td>213,000,192</td>
<td></td>
</tr>
<tr>
<td>N_{cores}</td>
<td>2,304</td>
<td>2,880</td>
<td></td>
<td>660</td>
</tr>
</tbody>
</table>

available such that the analysis-error covariance can be obtained from Eq. (10). Without covariance localization, the ETKF, the EAKF, and the EnSRF lead to analysis ensembles that can be different, but that span the same subspace and have the same covariance (Tippett et al. 2003).

In a first step of an EnSRF, the ensemble mean analysis is obtained using the regular gain matrix [Eq. (2)], the ensemble mean trial field $\mathbf{x}^t$, and unperturbed observations $\mathbf{y}^o$. Subsequently, a modified gain matrix $\mathbf{K}$ is used to obtain the ensemble of differences between the ensemble of analyses and the ensemble mean analysis (Potter 1964; Whitaker and Hamill 2002):

$$\mathbf{K} = \alpha \mathbf{K},$$

$$\alpha = \left(1 + \frac{\mathbf{R}}{\mathbf{H}^T \mathbf{H} \mathbf{P}^{-1} + \mathbf{R}}\right)^{-1}.$$  (11)

This modification is such that the observational uncertainty is properly accounted for in the resulting analysis-error covariances. Note that the observations are assimilated one at a time [also see section 2c(1)], and consequently $\alpha$, $\mathbf{R}$, and $\mathbf{H}^T \mathbf{H}$ are scalars in Eqs. (11) and (12).

Deterministic filters use Eq. (10) to relate background and analysis error covariances [Tippett et al. 2003, their Eq. (2)]. It follows that the computed analysis error covariances $\mathbf{P}^a(t)$ are smaller than the computed background error covariances $\mathbf{P}^b(t)$. Unfortunately, when small ensembles are used, the Kalman gain will be affected by sampling error and the true analysis error may well exceed the background error. Since cross validation (section 3c) is not typically used in the deterministic filter, the ensemble may thus become underdispersive. To compensate for this particular problem, it is common to use a covariance inflation or relaxation procedure [section 4a(3)]. Because it avoids the impact of spurious correlations, the deterministic filter can obtain a similar quality as a corresponding stochastic filter with a smaller total ensemble size (Mitchell and Houtekamer 2009, lhs of their Fig. 4). It has also been shown (Lawson and Hansen 2004; Mitchell and Houtekamer 2009, their section 7b; Evensen 2009, their Fig. 7) that, without the regular introduction of random forcings, the deterministic filter can develop highly non-Gaussian distributions. In deterministic filters, the regular addition of model error fields, via Eq. (22) [section 4a(1)], can serve as a forcing toward Gaussian distributions (Lawson and Hansen 2004, their section 5).

Whereas, as mentioned, the EAKF and EnSRF algorithms are very similar, actual implementations for complex assimilation systems can be quite different. A deterministic EnSRF has been operational at NCEP using $\approx$80 members since May 2012 (Whitaker et al. 2008) to provide flow-dependent covariances to a high-resolution variational analysis (X. Wang et al. 2013). The EAKF is conveniently available from the Data Assimilation Research Testbed (DART; Anderson et al. 2009) and is perhaps the most widely used EnKF algorithm. For oceanographic applications, there is a flavor of the deterministic filter in which the observation error covariances in the denominator of the gain matrix are obtained from an ensemble (Evensen 2004). This algorithm can be used to handle correlated observation errors.

### c. Sequential or local filters

Two different methods have been proposed to reduce the numerical cost associated with the matrix inversion in Eq. (2). One can either use a sequential algorithm, in which observations are assimilated in a sequence of small batches, or one can split the spatial domain into a number of local areas where the analysis is solved independently as in the local ensemble transform Kalman filter (LETKF).

#### 1) Sequential ensemble Kalman filters

If the observations have independent errors, they can be assimilated one at a time (e.g., Cohn and Parrish 1991; Anderson 2001) (i.e., serially) or in batches (Houtekamer and Mitchell 2001). In the context of the Kalman filter, both of these assimilation procedures lead to the same result as assimilating all observations simultaneously. Beyond the conceptual simplification, the computational cost of the inversion of $(\mathbf{H}^T \mathbf{P}^b \mathbf{H} + \mathbf{R})$ is avoided or rendered insignificant, and it is possible to use different parameters at different stages of the algorithm. As will be discussed later, the latter feature can be exploited to have different localization length scales.
for different sets of observations (e.g., Zhang et al. 2009a; Snook et al. 2015).

In the sequential algorithm, a different order of the observations, which can result from
trivial changes in observation preprocessing, can lead to moderate amplitude changes in
the resulting analysis (e.g., Houtekamer and Mitchell 2001). This can make it
difficult to interpret results of sensitivity experiments. In some cases, the combination of sequential
processing and localization can make the analysis process unstable (Nerger 2015).

2) THE LOCAL ENSEMBLE TRANSFORM KALMAN FILTER

There are various ways to derive and write the Kalman filter equations (Snyder 2015). Instead of Eq. (10), it is possible to write the following [Ghil and Malanotte-Rizzoli (1991), their Eq. (4.16a)]:

\[
(P^e)^{-1} = (P^o)^{-1} + H^T R^{-1} H, \tag{13}
\]

and for the Kalman gain [Eq. (2)], using a linear operator \(H\), we have the following [Ghil and Malanotte-Rizzoli (1991), their Eq. (4.16b)]:

\[
K = P^o H^T (H P^o H^T + R)^{-1} = P^o H^T R^{-1}. \tag{14}
\]

The equivalence of the two sets of equations can be shown using the Sherman–Morrison–Woodbury identity (Golub and Van Loan 1996).

Continuing from the rhs of Eq. (14), the equations for the LETKF [Hunt et al. 2007, their Eqs. (21), (23), and (24)] can be written as

\[
\mathbf{x}' = \mathbf{x} + \mathbf{x}' \mathbf{P}^o (H \mathbf{x}' )^T R^{-1} (\mathbf{y} - H \mathbf{x}), \tag{15}
\]

\[
\mathbf{P}' = [(N_{\text{ens}} - 1)I + (H \mathbf{x}')^T R^{-1} H \mathbf{x}']^{-1}, \tag{16}
\]

\[
\mathbf{x}' = \mathbf{x}' [(N_{\text{ens}} - 1) \mathbf{P}^o]^{1/2}, \tag{17}
\]

where \(H \mathbf{x}'\) consists of local background perturbations interpolated to observations. The column \(H \mathbf{x}'_i\), corresponding to ensemble member \(i\), is formed as the difference of \(H \mathbf{x}'\) and its ensemble mean value \(H \mathbf{x}'\). Similarly matrices \(\mathbf{X}'_{i\,j}\) are the differences between \(\mathbf{x}'_{i,j}\) and their ensemble mean values. The matrix \(\mathbf{P}'\), for the analysis error covariance in ensemble space, has dimension \(N_{\text{ens}} \times N_{\text{ens}}\). The LETKF first solves for the ensemble mean using Eq. (15), and subsequently the ensemble of background perturbations is transformed into an ensemble of analysis perturbations using the weights given by Eq. (17) (hence, the “ensemble transform” in the name LETKF). Because each weight corresponds with a model trajectory valid in the data assimilation window, the time of validity of observations can be effectively accounted for at low computational cost (Hunt et al. 2004). The weights can also be interpolated in space (Yang et al. 2009), leading to additional computational efficiency. Finally, the weights could be reused when additional variables are added in the model state vector. Note that, since no randomly perturbed observations are used in Eqs. (15)–(17), the LETKF is a deterministic filter. Because of the use of Eq. (17), it is also a square root filter.

The LETKF evolved from the earlier local ensemble Kalman filter (Ott et al. 2004). It has been developed with a prime focus on computational efficiency on massively parallel computers (Hunt et al. 2007; Szunyogh et al. 2008). Good scalability is achieved by the decomposition of the global analysis domain into a number of independent domains. In each such domain all nearby observations are used, and the analysis equations are solved in the space spanned by the ensemble perturbations. For large ensemble sizes, the main computational cost for computing the analysis is in finding the eigenso-
lution of local matrices \(\mathbf{P}^o\) (Miyoshi et al. 2014).

A regional configuration of the LETKF is used operationally by the CNMCA (Bonavita et al. 2010) and a configuration of the KENDA-LETKF (Schraff et al. 2016) is used operationally by MeteoSwiss since May 2016. An LETKF has been developed for research purposes at the Japan Meteorological Agency (JMA; Miyoshi et al. 2010) as well as at the ECMWF (Hamrud et al. 2015). At the time of this writing, the Deutscher Wetterdienst (DWD) (Schraff et al. 2016) and Argentina (Dillion et al. 2016) were testing a regional LETKF for an operational implementation.

d. Extended state vector

A very powerful and useful technique is the use of joint state-observation space (Tarantola 1987; Anderson 2003). Here the joint state space vector \(\mathbf{z}\) is defined and computed as

\[
\mathbf{z} = [\mathbf{x}, H(\mathbf{x})] \tag{18}
\]

and subsequently the analysis equations are solved for \(\mathbf{z}\). With this change, the values of \(H\) will be updated by the analysis algorithm with no new evaluations of the nonlinear operator \(H\). For instance, if the observed quantity is the amount of precipitation, the forward operator can consist of the parameterization for deep convection as applied during a model integration—with no need to also imple-
ment this operator in the analysis code. The technique is also used to arrive at an efficient implementation of time interpolation (Houtekamer and Mitchell 2005, their section 4e). The same technique can also be applied to extend the model state with additional parameters as in the case of bias estimation for satellite observations (section 7e) and the estimation of surface fluxes (Kang et al. 2012).
e. Issues for the development of algorithms

There have been various intercomparisons of the EnSRF and LETKF deterministic algorithms (e.g., Greybush et al. 2011; Hamrud et al. 2015; Thompson et al. 2015). It has generally been concluded that the two methods provide comparable quality. At operational centers there is evidence of high (i.e., operational or near operational) quality results for the stochastic EnKF at CMC, for the deterministic EnSRF at NCEP, and for the LETKF at CNMCA, at DWD, and at ECMWF and JMA. The choice of algorithm tends to depend on lower-level algorithmic choices as summarized in Table 2.

For instance, when a stochastic algorithm is selected, cross validation can be used to obtain a reliable (i.e., sufficiently large) ensemble spread. With a deterministic algorithm, however, an additional algorithm will need to be used to maintain a sufficient spread in the analysis ensemble in areas where observations have been assimilated. For this, it is common to use relaxation methods that relax the analysis spread back to the original (bigger) spread in the background ensemble [section 4a(3)]. An advantage of deterministic algorithms is that, since they avoid perturbing the observations (a source of noise) in the update equations, they are likely to provide more accurate posterior mean estimates when the ensemble size is small. Similarly, the selection of a particular sequential or local algorithm, to make the computation of the analysis increments feasible, will have implications for the covariance localization algorithm (section 3e).

Because of the large uncertainty associated with all these important factors, it is not clear which of the three algorithms—if any—will eventually turn out to be the best choice for atmospheric data assimilation.

3. Use of small ensembles

In realistic atmospheric applications, the affordable ensemble size $N_{\text{ens}}$ is limited by the cost of integrating the forecast model $M$ [Eq. (3)]. In such systems (Table 1), one often finds $N_{\text{ens}}$ to be $O(100)$, which is much smaller than the number of model variables in the control vector of the analysis $N_{\text{model}}$, which is $O(10^5)$. Unfortunately, the use of such a relatively small ensemble has a profound impact on properties of the algorithm and special algorithmic measures are necessary to obtain good filter behavior.

In section 3a, we give an overview of the use of Monte Carlo methods in data assimilation. In section 3b, the difficulty of validating the reliability of such systems is discussed. Cross validation is presented in section 3c as a method to arrive at reliable ensembles. The sampling error due to having a small ensemble is discussed in section 3d. It can be alleviated using some flavor of covariance localization (section 3e). A summary is provided in section 3f.

a. Monte Carlo methods

An example of a Monte Carlo application is shown in Fig. 1. Here, we have a best estimate of the input and output state and we want to know how the uncertainty in the input state translates into uncertainty in an output state. In NWP, we have a numerical tool, like a forecast model, to generate an output from an input. By running the tool once for each input, we can obtain an ensemble of outputs. The only new utility required for running a Monte Carlo experiment is the tool to generate an ensemble of inputs. Note, in addition, that Monte Carlo experiments can be performed in sequence, with the output ensemble of one experiment serving as input ensemble for the next experiment. In this case, instead of specifically following a best estimate and its uncertainty, one can decide to always estimate a required probability distribution from the available ensemble of estimates. When a best estimate is also required, the ensemble mean can be used for this purpose and the ensemble spread should provide a reliable estimate of the error in the mean. The basic assumption justifying the use of the Monte Carlo method is that the uncertainty with respect to our best estimate evolves in almost the same way as the uncertainty with respect to the true state (Press et al. 1992, their section 15.6). This is similar to the assumption underlying the extended Kalman filter that a linearized...
model can provide a useful description of the evolution of small perturbations with respect to a reference trajectory (e.g., Ghil et al. 1981). The use of the nonlinear forecast model [Eq. (5)] in the Monte Carlo procedure does, however, permit a natural saturation of error for unstable, rapidly growing, modes. The EnKF generally features robust behavior when used for nonlinear problems (Verlaan and Heemink 2001).

The increasing popularity of Monte Carlo methods is partly due to the simplicity of the design and partly due to the availability of powerful computers that permit executing tasks many times. For the solution of high-dimensional problems, Monte Carlo methods are also often more efficient than other methods (e.g., Fishman 1996, his chapter 1; Houtekamer 1993, his section 4). In meteorology, the use of Monte Carlo methods was suggested originally in the context of predictability research and ensemble forecasting (Lorenz 1965; Leith 1974). Here, it is necessary to sample the uncertainty in the initial conditions a number of times to arrive at an ensemble of forecasts [the Ensemble Prediction System (EPS) item in Table 3]. This is a perfect implementation of the Monte Carlo method to the extent that the forecast model is indeed independent of the ensemble of input perturbations. Since the model can be integrated with no knowledge or analysis of its inner logic, it can be considered a black box. Going toward an operational implementation of such an ensemble prediction system, the main difficulty is how to obtain a realistic multivariate covariance matrix $P^u$ from which to sample the initial conditions.

In EDA systems (Houtekamer et al. 1996, their Fig. 1), the system, that generates output from an input, is expanded to include an assimilation component (the EDA item in Table 3). At the minimum, the uncertain input of a data assimilation cycle consists of the observed values that arrive for each new assimilation window. Another input, that theoretically should also be considered, is the background field that served for the very first assimilation window. In practice, it can be assumed that the details of how the very first set of initial perturbations were obtained gradually cease to be important. The random perturbations that are being added continuously to the incoming observations, and, possibly also, to the forecast model, are what determines the spread in the output ensemble. In an experiment with a global EnKF that included model error sampling, Houtekamer et al. (2005, their Fig. 3) observe stable error levels after an initial spinup of about 4–7 days. In experiments without model error (Houtekamer et al. 2005, their Fig. 4), it appears to take longer to achieve convergence. In a regional EnKF, convergence can likely be obtained earlier (Cohn and Parrish 1991, their...
Table 3. Some examples of possible applications of the Monte Carlo method. As input, only quantities of which random realizations are needed are listed. The “first initial state” is an initial state valid at the time when the experiment started and “all observations” refers to all observations that have been received since that time. The blackness is perfect when the system can be considered a black box, with all ensemble members being independent (such that changing the input for one member would have no impact on the output for the other members).

<table>
<thead>
<tr>
<th>Possible application</th>
<th>Input</th>
<th>System</th>
<th>Blackness</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ensemble Prediction System</td>
<td>Initial state</td>
<td>Forecast model</td>
<td>Perfect</td>
<td>Predicted state</td>
</tr>
<tr>
<td>Ensemble data assimilation</td>
<td>First initial state all observations</td>
<td>Analysis system</td>
<td>Perfect</td>
<td>Initial state</td>
</tr>
<tr>
<td>Stochastic EnKF</td>
<td>First initial state all observations</td>
<td>EnKF system</td>
<td>Questionable</td>
<td>Initial state</td>
</tr>
<tr>
<td>Deterministic EnKF</td>
<td>First initial state</td>
<td>EnKF system</td>
<td>Questionable</td>
<td>Initial state</td>
</tr>
</tbody>
</table>

Fig. 5). An EDA system, with the assimilation of sets of randomly perturbed observations into an ensemble of background fields using an optimal interpolation methodology, served for many years in the operational medium-range EPS of CMC (Houtekamer et al. 1996, their section 4a). At ECMWF, the EDA method is used to estimate flow-dependent background error variances for a 4D-Var system (Bonavita et al. 2012). An EDA system is a clean implementation of the Monte Carlo method as long as the covariances of the EDA ensemble of background fields are not used to optimize the analysis system that serves in the EDA. Therefore, it can be expected that the ensemble spread will be representative of the error in the ensemble mean.

In stochastic and deterministic EnKF systems, we go one step further and estimate the Kalman gain matrix using the ensemble of background fields [Eqs. (2), (6), and (7)]. Such EnKF systems deviate from the Monte Carlo methodology, which requires that an existing assimilation system be tested with an independent test ensemble. One should not use the same ensemble both to obtain the gain matrix, which defines the data assimilation system, and subsequently to estimate the quality of that matrix from the spread in the resulting ensemble of analyses. As the gain matrix has been optimized for the specific directions that are present in the test ensemble, the gain matrix is going to be particularly effective for these directions and, consequently, the spread in the test ensemble of analyses is going to be relatively small. Unfortunately, the true error in the ensemble mean background and observations is not known, and will not be exactly in the space spanned by the simulated perturbations. A typical consequence is a lack of reliability, also known as inbreeding, in which the ensemble spread becomes an underestimate of the error of the ensemble mean (Houtekamer and Mitchell 1998, their Fig. 3).

b. Validation of reliability

In the EnKF, ensembles are used to estimate flow-dependent background error covariances. It would be desirable to verify if the generated ensembles do provide a reliable estimate of the ensemble mean error. It is, however, not evident how to verify the reliability of high-dimensional ensemble-based covariances. A simple verification is to check that the sum of the spread in the background ensemble and the observation-error variance match with the variance of the innovations [e.g., Houtekamer et al. (2005), their Eq. (4) and Fig. 5; Desroziers et al. (2005), their Eq. (1)]. Ensemble reliability for scalar quantities can also be verified using, notably, rank histograms and the reliability/resolution decomposition of the continuous ranked probability score (Hersbach 2000; Hamill 2001; Candille and Talagrand 2005, 2008). A difficulty in verifying the reliability of data assimilation systems is that unknown properties of the observational error will have an impact on verification results. The interpretation of results will also become problematic if innovation amplitudes, which supposedly provide independent information for the verification, are also being used in the tuning of additive and multiplicative inflation procedures [e.g., Houtekamer et al. (2005), their Eq. (3)].

Controlled experiments in which only the observations are considered to be a source of error are known as “perfect-model” experiments. Here, one will normally generate random observation error using the observation-error covariance matrix $R$. For example, Houtekamer et al. (2009, their Fig. 3) were able to obtain a good match between ensemble spread and error, thus validating the Monte Carlo technique in a perfect-model experiment with a stochastic EnKF. The simulated error levels in this experiment were, however, estimated to be only about half the size of actual error levels in operational systems. Similarly, using an EDA system, Bonavita et al. (2012) also found that globally averaged EDA spread values were underestimated by approximately a factor of 2. In other words, in data assimilation systems the origin of approximately half of the actual error amplitude is not simply a consequence of observational errors of known amplitude. Taking squares, it follows that only a quarter of the error variance has a known origin. Efforts to account for additional error sources will be reviewed in section 4.
A fairly high natural error level in perfect-model experiments would suggest that Eqs. (1) and (3) provide a fairly reasonable set of equations for the evolution of errors in the system, and could thus be seen as a justification for the use of a costly 4D assimilation system, such as 4D-Var and the EnKF. Given the modest fraction of error sources of known and quantifiable origin, it is perhaps surprising that operationally interesting results can already be obtained with the current generation of 4D assimilation systems.

c. Use of group filters with no inbreeding

As mentioned in section 3a, the use of a Monte Carlo ensemble to estimate the Kalman gain can lead to inbreeding in which the ensemble spread becomes a systematic underestimate of the error of the ensemble mean. In the context of a stochastic EnKF, it is possible to counter this problem using $k$-fold cross validation (Houtekamer and Mitchell 1998; Mitchell and Houtekamer 2009). Here, the original ensemble is divided into $k$ subensembles of equal size. To assimilate observations into one subensemble of background fields one uses a gain matrix computed from other, independent, members. In the limiting case of leave-one-out cross validation, the subensembles consist of only one member (Hamill and Snyder 2000). As a result of cross validation, it is possible, at least in perfect-model environments, to maintain a representative ensemble in which the ensemble spread is an unbiased estimate of the ensemble mean error (e.g., Houtekamer et al. 2009, their Fig. 3). Whitaker and Hamill (2002, their appendix) give an example of twofold cross validation for a deterministic filter. Although comparatively good results were obtained, the algorithm had a very substantial computational cost and has not been pursued further.

When cross validation is used to obtain a reliable ensemble, not all members are used in the computation of the gain for a subensemble. Alternatively, one can use a single ensemble configuration in which all available members are used to compute a single gain matrix. This matrix will likely be more accurate, since the use of more members leads to less sampling error. Comparing the single ensemble and cross-validation approaches, it has been found that the single ensemble, while being less reliable, may well have an ensemble mean of similar or better quality, when the number $k$ of subensembles that is used in the cross validation is small, but tends to have an ensemble mean of poorer quality when the number $k$ of subensembles is large (Mitchell and Houtekamer 2009, their Figs. 2 and 3). In the case of dense observations that are only weakly correlated with the model state, cross validation can signal degraded quality via an increase of the ensemble spread. This can even lead to catastrophic filter divergence in which the ensemble spread becomes excessively large (Houtekamer and Mitchell 2005, their section 3b). See appendix A for a more comprehensive discussion of filter divergence in EnKF systems.

Related to cross validation is the hierarchical filter (Anderson 2007). Here the observations are assimilated sequentially, one at a time. At each step of the sequential algorithm, an ensemble of EnKFs is run to obtain a confidence factor for the regression coefficient in the scalar Kalman gain $K$. These factors can subsequently serve toward the generation of more optimal localization functions.

d. Sampling error due to limited ensemble size: The rank problem

In the original Kalman filter equations, the matrix $P'$ is full rank. To obtain this matrix, one would need to integrate the tangent linear model once for each of the $N_{\text{model}} \approx O(1000000)$ coordinates of the numerical model $M$. While this would be an expensive proposition, it would provide us with $N_{\text{model}}$ different directions in phase space (i.e., the $N_{\text{model}}$ eigenvectors of $P'$), for which observations could be used toward a reduction of the uncertainty. In addition, the eigenvectors with significant eigenvalues can be expected to locally follow the attractor of the model, since they have been obtained using model integrations.

An EnKF system with $N_{\text{ens}} \approx O(100)$ members only provides $N_{\text{ens}} - 1$ directions in phase space. Thus, the information in the $N_{\text{obs}}$ observations, with $N_{\text{obs}}$ typically $O(10000)$, must be projected onto a small number of directions (Lorenc 2003, his section 3b). The fact that $N_{\text{ens}} \ll N_{\text{model}}$ and $N_{\text{ens}} \ll N_{\text{obs}}$ is commonly known as the rank problem; it is the most important approximation/difference with respect to the Kalman filter. How exactly this issue is dealt with has a major impact on the characteristics of an EnKF implementation.

It may be noted that the rank problem is not unique to EnKF systems. For variational data assimilation systems, the NMC method (Parrish and Derber 1992) or the EDA method (Bonavita et al. 2012) typically provides an ensemble of $O(100)$ error directions that can be used in the estimate of a matrix $P'$. In this case, covariance modeling is used to make $P'$ full rank. Such modeling is obtained by means of a sequence of well-designed coordinate transformations. Fisher (2004) showed how a wavelet-based covariance model can be used to obtain spatially varying vertical and horizontal correlations. Flow-dependent dynamical balances could also be included. The authors are not aware of reports on rank issues encountered in the subsequent assimilation of $O(1000000)$ observations. How to similarly extend the low-rank background ensemble of an EnKF
into a flow-dependent high-rank matrix for subsequent use in an EnKF data assimilation system is a major problem that, as we will see, is still not well resolved.

e. Covariance localization

To address the rank problem (section 3d), an intuitive solution is to split the global data assimilation problem into a number of quasi-independent local problems. For each of the local problems, the $N_{ens} - 1$ local directions of the ensemble may permit a fairly relevant approximation of the true uncertainty (Oczkowski et al. 2005). Houtekamer and Mitchell (2005, their section 5b) estimated that, with localization, a 96-member ensemble of global fields can provide an effective dimensionality of over 10000. In fact, localization is the critical approximation that makes Monte Carlo methods a feasible proposition for the solution of the Kalman filter equations in large problems. There is a consensus in the atmospheric data assimilation community that localization is an essential component of an EnKF algorithm (Hamill et al. 2001; Anderson 2012). As larger ensembles become over 10000. In fact, localization is the critical approximation that makes Monte Carlo methods a feasible proposition for the solution of the Kalman filter equations in large problems. There is a consensus in the atmospheric data assimilation community that localization is an essential component of an EnKF algorithm (Hamill et al. 2001; Anderson 2012). As larger ensembles become available, it will likely be optimal to use a less severe covariance localization (Houtekamer and Mitchell 1998, their Fig. 5; Miyoshi et al. 2014).

How localization is implemented exactly is often fairly ad hoc and depends on the particular EnKF algorithm that is used. In the implementation by Houtekamer and Mitchell (1998), observations are not used if their distance from an analysis grid point exceeds some critical value. Similarly, in an LETKF, it is natural to exclude observations beyond a certain distance from the local analysis domain.

1) LOCALIZATION IN THE SEQUENTIAL FILTER

In a sequential filter, localization can be implemented using the product of the ensemble-based covariances with a smooth correlation function $\rho$ [Houtekamer and Mitchell (2001), their Eq. (6)]:

$$K = [\rho \circ (P^H H^T)] [\rho \circ (H P^H H^T) + R]^{-1},$$

(19)

where the symbol $\circ$ denotes the Schur (element-wise) product of two matrices and $\rho$ is a function of the distance $d$ between two items. For the localizing term in the numerator of Eq. (19), which multiplies $P^H H^T$, it is thus necessary to define the distance between observations and model coordinates. For the term in the denominator, which multiplies $H P^H H^T$, only the distance between different observations is needed. Note that there can be both integral model variables, such as surface pressure, and integral observation variables, such as satellite radiances, for which it is not clear how to define a location in space.

For the localizing correlation function $\rho$, it is common to use the compactly supported fifth-order piecewise rational function proposed by Gaspari and Cohn [(1999), their Eq. (4.10)]. This function looks like a Gaussian and depends on a single length scale parameter. The compact support leads to zero impact of an observation beyond a certain distance. This property can be exploited to reduce computational cost. Note, however, that without a localization step, it would be possible to perform matrix operations in a different order for a more efficient algorithm [Mandel (2006), his Eq. (4.1); Houtekamer et al. (2014b), their section 4b(6)]. With the significant vertical extent of the model domain, it is advantageous to use localization in both horizontal and vertical directions [Houtekamer et al. (2005), their Eq. (2)]:

$$K = [\rho_v \circ \rho_H \circ (P^H H^T)] [\rho_v \circ \rho_H (H P^H H^T) + R]^{-1},$$

(20)

where $\rho_v$ and $\rho_H$ are the correlation functions for the vertical and horizontal localizations, respectively.

Multiplication with a localization function is not part of Kalman filter theory; therefore, some of the properties of the Kalman filter do not carry over to an EnKF with localization. One of these properties is the equivalence between processing observations either serially or all at once [section 2c(1)]. The analysis increments will also not be exactly in the space spanned by the background ensemble. The associated imbalance, and return to the model attractor, may lead to rapid adjustment in the forecasts initiated from the analyses.

2) LOCALIZATION IN THE LETKF

In an LETKF, calculations are done in ensemble space and consequently the matrix $P^H$ is not represented in physical space. Thus, it is not possible to use Eq. (19) to obtain localized analysis increments. Hunt et al. (2007) proposed to localize instead by gradually increasing observation-error variances for remote observations using the positive exponential function:

$$f_{R_{loc}} = \exp\left[\frac{-d(i,j)^2}{2L^2}\right].$$

(21)

where $d(i,j)$ is the distance between observation $i$ and model grid point $j$, and $L$ is the length scale parameter for the localization.

Greybush et al. (2011) compared the $R$ localization of Eq. (21) with the $B$ localization of Eq. (19). They found the $B$ localization to be more severe than the $R$ localization when the same length scales are used in the localizing functions, and consequently, the optimal localization length was found to be longer for the $B$ localization. When each scheme was used with its optimal
localization length, they found the two techniques to be comparable in performance with respect to both rms analysis error and balance. Sakov and Bertino (2011) also find that the two localization methods should provide very similar results in practice. They note, however, more robust behavior for the B localization in the special case of “strong” data assimilation (i.e., when the analysis causes a big reduction in the uncertainty).

3) ISSUES WITH LOCALIZATION

Localization has been presented as a way to implement an approximation to the optimal Kalman filter with a small \( N_{\text{ens}} = O(100) \) number of ensemble members. It would appear that the severity of the localization is also determined by the desire to maintain physical balances, such as geostrophy or hydrostatic balance, in the analyses (Cohn et al. 1998; Lorenc 2003). To maintain geostrophic balance in a global data assimilation system, Mitchell et al. (2002) suggested limiting the impact of observations to a distance not smaller than about 3000 km. Within a region of this size, the ensemble can only provide \( N_{\text{ens}} - 1 \) directions in phase space. The a priori expectation is that with higher-resolution models and with increasing numbers of observations, it will be necessary to increase \( N_{\text{ens}} \) to permit balanced analysis increments that cover both large and small scales. This trend is illustrated by the evolution of the operational EnKF at CMC which, as of November 2014, has a horizontal resolution of 50 km as well as a fairly sizable ensemble with \( N_{\text{ens}} = 256 \) members. In scaling experiments for hypothetical future EnKF configurations (Houtekamer et al. 2014b), the maximum ensemble size was \( N_{\text{ens}} = 768 \). Ensemble sizes of \( O(1000) \) have not historically been considered to be reasonable and may indicate a need for major algorithmic changes. In the currently operational CMC EnKF, the cutoff distance for observations is, depending on the height in the atmosphere, between 2100 and 3000 km (Houtekamer et al. 2014a, their Table 3). For the NCEP EnKF, with 80 members, a shorter distance of 1600 km is used (X. Wang et al. 2013, their section 2). This reflects that optimal localization distances are found after experimentation considering a number of factors, of which balance is only one.

In the successive covariance localization (SCL; Zhang et al. 2009a) algorithm, a sequential EnKF is used to first assimilate large-scale information from a small subset of observations using broad localization functions and subsequently smaller-scale features are obtained from larger sets of observations using tighter correlation functions. Proceeding in three steps, the procedure permits obtaining a detailed hurricane analysis including mesoscale vortices in a reasonably balanced large-scale environment. The SCL technique requires some prior knowledge of the characteristic and dynamic scales of the phenomena of interest. It remains a challenge, for example, how to use convective area observations to update environmental (cloud free) state variables for convective storm analysis and prediction.

A similar pragmatic procedure can be applied in the vertical, using severe localization for conventional observations, moderate localization for surface pressure observations, and broad localization for satellite observations reflecting the nonlocal nature of the latter (X. Wang et al. 2013). Also, because horizontal length scales generally increase with height in the atmosphere, horizontal localization lengths can be made to increase with height as in Houtekamer et al. (2014a, their Table 3) and Kleist and Ide (2015a, their Fig. 3).

A more dramatic algorithmic change is provided by the ensemble multiscale filter of Zhou et al. (2008), which effectively replaces, at each analysis time, the prior sample covariance with a multiscale tree. This permits tracking changing features over long distances without spatial localization. For large problems, this method provides a hybrid localization in both space and scale. With a variational solver, Buehner (2012) compared spatial localization, spatial/spectral localization, and wavelet-diagonal approaches. The comparative performance was found to depend on ensemble size. With a 48-member ensemble, spatial/spectral localization gave the best results. With a 12-member ensemble, the wavelet-diagonal approach performed best.

It would of course be desirable (if possible) to have some guiding principle in the choice of a localization method. It could, for instance, be defined as the operation that minimizes the analysis error given a certain limited ensemble size (Zhen and Zhang 2014; Flowerdew 2015). There are, for now, no known analytical methods to derive such an operation for complex situations with multiple observations. Anderson (2007) shows, with his hierarchical filter, that the optimal localization for spatially averaged observations can be quite different from a smooth Gaspari–Cohn function. The method could also be used to determine the significance of correlations between variables of different type. Note that, in variational methods, it is common to specify a zero covariance between background errors of temperature and specific humidity. Localization between different variables was first applied in an EnKF in the context of a carbon cycle assimilation system (Kang et al. 2011). Here, nonzero error covariances were allowed between CO2 and the wind field, which affects transport of CO2, but not between CO2 and other meteorological variables. This procedure effectively filters the noisy ensemble-based correlations between physically unrelated variables. Lei
and Anderson (2014) propose using empirical localization functions (ELFs) determined from OSSEs to give appropriate localization for any potential observation type and kind of state variable. A perhaps more practical approach is to use, as an assimilation cycle proceeds, improving prior estimates of the correlation between classes of variables (Anderson 2016). These prior estimates and the estimated flow-dependent correlations are subsequently combined to obtain a posterior estimate that is to be used to compute analysis increments.

Lange and Craig (2014) present high-resolution data assimilation experiments for convective storms. Here, with a 5-min assimilation window and a localization cutoff length of 8 km, the scales are more than an order of magnitude different from global data assimilation scales and geostrophic balance is perhaps no longer a relevant concept. Nevertheless, similar problems are noted in that severe localization causes imbalance and some sort of adjustment that may degrade subsequent forecasts.

f. Summary

In perfect-model environments, using a stochastic algorithm and cross validation, it is possible to reliably simulate error evolution. In deterministic filters, reliable ensembles can also be obtained, but it is necessary to add an algorithm to relax the underdispersive analysis spread back to the prior spread [section 4a(3)]. How to best verify reliability of realistic EnKF systems in a direct and informative manner is still an open issue. Nevertheless, reliability is a highly desirable feature of ensemble systems. Using a small ensemble, the large spread in a reliable EnKF would reliably show that the analysis quality is low. With increased ensemble size, the reduced spread would reflect the reduced error in the ensemble mean. It does greatly facilitate development work if such changes to the EnKF are reliably reflected in changed ensemble spread (Houtekamer et al. 2014a, their section 6). Whereas such reliability of an EnKF is desirable, it does not in itself guarantee high analysis quality. It is, in principle, possible to have an unreliable EnKF algorithm that, for a given ensemble size, provides smaller ensemble mean errors than a corresponding reliable algorithm (Houtekamer and Mitchell 1998, the middle panels of their Fig. 3).

To obtain high-quality analyses with a small ensemble, it is necessary to localize the analysis increments. We have seen various ways to localize the ensemble covariances using tapering functions that reduce analysis increments associated with distant observations to zero. Unfortunately, a certain amount of experimentation will often be necessary to arrive at an optimal length scale for the tapering function. With grids covering a range of scales that are being observed with a heterogeneous observational network, one would like to have a more flexible and general algorithm for covariance localization. How to best proceed is still an unresolved issue. Ideally, of course, one would be able use an ensemble that is so large that details of the localization method (if any) do not matter (Miyoshi et al. 2014).

4. Methods to increase ensemble spread

As discussed in section 3b, assuming that the forecast model is perfect, and that errors are solely due to propagation of observational error in the assimilation cycle, both EnKF and EDA studies show that the resulting ensembles explain only about a quarter of the error variance of the ensemble mean. In this section, we will describe methods that can be used to arrive at more realistic levels of spread.

We refer (see Table 4) to error sources associated with the forecast model [i.e., Eq. (3)] as “model error” and to error sources associated with the computation of the analysis increment [Eq. (1)] as “data assimilation error.” Errors whose origin is unknown, but that could originate either in the forecast model or the data assimilation step will be referred to as “system error” (Houtekamer and Mitchell 2005).

Various flavors of covariance inflation, discussed in section 4a, provide bulk methods of changing the ensemble spread to a desired level with no knowledge of the corresponding specific error sources. Other methods aim at specifically increasing spread where a problem is known to exist. For example, stochastic kinetic energy backscatter (section 4b) reintroduces error variance that had been lost due to diffusive processes. Errors associated with model physical parameterizations are discussed in section 4c. We end (section 4d) with a discussion of the realism of current methods to arrive at realistic error levels.

a. Covariance inflation

The oldest method to increase ensemble spread, discussed in section 4a(1), is inspired by Kalman filter theory and consists of adding perturbation fields obtained using prescribed model error covariances. An alternative method, that is convenient in simple modeling environments, is to multiply perturbations with a constant inflation factor [section 4a(2)]. Finally, relaxation methods have been developed to address underdispersion in deterministic filter systems [section 4a(3)].

1) ADDITIVE INFLATION

In Kalman filter theory, it is standard (e.g., Cohn and Parrish 1991; Dee 1995) to assume that the forecast-model error is white in time, with mean zero and covariance
To implement this in the context of an EnKF, one can sample random fields $q_i$ from this matrix as in Houtekamer and Mitchell [2005, their Eqs. (10) and (11)]:

$$x_i^f(t + 1) = M[x_i^a(t)] + q_i, \quad i = 1, \ldots, N_{\text{ens}},$$  

$$q_i \sim N(0, Q).$$  

In operational environments, it is fairly common to assume that $Q$ is simply proportional to the static background error covariance $P_{3D}^f$ assumed by 3D (or 4D) assimilation systems (Mitchell and Houtekamer 2000):

$$Q = aP_{3D}^f, \quad 0 < a < 1. \quad (24)$$

At operational centers having variational assimilation algorithms, the static background error covariance matrix can likely be expressed as a sequence of operators (Derber and Bouttier 1999) and these same operators can be used to generate the random fields of Eq. (23). The tunable parameter $a$ is, however, ad hoc and does not contribute to an understanding of the origin of the missing error sources. When more realistic parameterizations are developed that describe specific components of the system error, it should be possible to reduce $a$ to reflect the reduced amplitude of the unexplained part of the system error (Mitchell and Houtekamer 2000, their section 5).

As an alternative to using Eqs. (23) and (24), another option is to directly sample from an inventory of differences between forecasts of different length valid at the same time (X. Wang et al. 2013). One thus avoids passing through the covariance modeling steps of the variational algorithm. To still obtain an ensemble of perturbation fields, with a rank of at least $N_{\text{ens}} - 1$, one will, however, need a bigger inventory of difference fields. X. Wang et al. (2013, their section 2) use a full year inventory.

The additive error formulation is competitive with other methods to stabilize the EnKF (Houtekamer et al. 2009; Whitaker and Hamill 2012). However, the errors obtained with Eq. (23) are independent of the flow of the day and show only moderate growth in subsequent longer-range integrations (Hamill and Whitaker 2011). Yang et al. (2015) use ensemble singular vectors to obtain flow-dependent additive perturbations with rapid growth rates. This can, in particular, accelerate the spinup of an EnKF after a cold start (see section 6b for a discussion of spinup).

2) MULTIPLICATIVE INFLATION

In simple modeling environments, it is popular to use multiplicative inflation (Anderson and Anderson 1999). Here the background error covariance $P_f^\prime$ is multiplied by a tunable factor $\gamma$:

$$P_{\text{inflated}}^f = \gamma P_f^\prime. \quad \gamma > 1. \quad (25)$$

Multiplicative inflation tends to work well when $\gamma$ remains fairly close to 1. When multiplicative inflation is used in realistic atmospheric models, larger values are required and the repeated application of such values can lead to unbounded covariance growth in data-sparse areas (Anderson 2009; Miyoshi et al. 2010). To deal with this problem, and avoid expensive tuning of the inflation parameter, Anderson (2009) and Miyoshi (2011) developed adaptive inflation algorithms.

3) RELAXATION TO PRIOR ENSEMBLE INFORMATION

When cross validation is not used, as in deterministic filters [section 2b(2)], the ensemble spread becomes particularly underdispersive where observations are assimilated. In relaxation methods, the mean analysis is accepted from the deterministic filter. However, since

---

**Table 4. Schematic overview of sources of system error in an assimilation cycle.** Issues only on the left-hand side are specific for the assimilation system and issues on the right-hand side are specific for the forecast model. A horizontal line-up of issues suggests that their impact may be hard to isolate based on observations. In the case of observation and model bias, it may be nearly impossible to attribute an observed error to either the data assimilation system or the model.

<table>
<thead>
<tr>
<th>System error in an assimilation cycle</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Data assimilation error</td>
<td>Model error</td>
</tr>
<tr>
<td>Systematic sampling error</td>
<td>Parameterized model physics</td>
</tr>
<tr>
<td>Imbalance due to covariance localization</td>
<td>Dissipation due to balancing methods</td>
</tr>
<tr>
<td>Assumptions about observation error</td>
<td>Spinup issues for intermittent dynamical features</td>
</tr>
<tr>
<td>Forward operator error</td>
<td>Observation bias</td>
</tr>
<tr>
<td>Dissipation due to balancing methods</td>
<td>Imperfect boundary conditions</td>
</tr>
<tr>
<td>Spinup issues for intermittent dynamical features</td>
<td>Model bias</td>
</tr>
<tr>
<td>Observation bias</td>
<td></td>
</tr>
<tr>
<td>Imperfect coupling of the model and the data assimilation method</td>
<td></td>
</tr>
<tr>
<td>Other issues beyond those listed above</td>
<td></td>
</tr>
</tbody>
</table>
the ensemble spread obtained using Eq. (10) is known to be too small, only part of the proposed spread reduction is accepted for the ensemble of perturbations.

A formulation that only changes the analysis where data have been assimilated is the relaxation to prior perturbation (RTPP) method of Zhang et al. [2004, their Eq. (5)]. Here the computed analysis perturbations \( \mathbf{x}'_a - \overline{\mathbf{x}} \) are relaxed back to the prior perturbations \( \mathbf{x}'_b - \overline{\mathbf{x}} \) using the following:

\[
\mathbf{x}'_{a,\text{new}} - \overline{\mathbf{x}} = (1 - \alpha)(\mathbf{x}'_a - \overline{\mathbf{x}}) + \alpha(\mathbf{x}'_b - \overline{\mathbf{x}}), \quad 0 \leq \alpha \leq 1.
\] (26)

In the limit \( \alpha = 1 \), the analysis perturbations are identical to the background perturbations and, after a number of assimilation cycles, the perturbations will gradually converge to the leading Lyapunov (i.e., bred) vectors (Toth and Kalnay 1997; Annan 2004; Whitaker and Hamill 2012). Such an ensemble can be expected to have a relatively low effective dimension. This would not seem desirable because, in data assimilation, a higher dimension would permit a more effective use of a high volume of observations. The resulting ensemble can, however, also be expected to have fairly good balance properties and high growth rates, which are both desirable.

In the relaxation to prior spread (RTPS) algorithm [Whitaker and Hamill (2012), their Eq. (2)], the ensemble spread \( \sigma^a \)—as opposed to the ensemble of perturbations—is relaxed back to the prior value \( \sigma^b \) using the following:

\[
\sigma^a_{\text{new}} = (1 - \alpha)\sigma^a + \alpha\sigma^b, \quad 0 \leq \alpha \leq 1.
\] (27)

Ying and Zhang (2015) propose an adaptive algorithm to determine the \( \alpha \) parameter of the RTPS method, and tested it in the context of the Lorenz 40-variable model.

Tuning a real data assimilation system for optimal performance, one may find best results with values of \( \alpha = 0.9 \), or even higher, in Eqs. (26) or (27). Such severe relaxation or inflation indicates that the pure analysis ensemble is not representative of the ensemble mean analysis error and warrants further investigation. Notably, convergence experiments with larger ensemble sizes can be used to determine if the severe underdispersion is due to the absence of cross validation or due to some other cause.

Whitaker and Hamill (2012) recommend using relaxation methods [Eqs. (26) or (27)] to correct for data assimilation errors, which will be more severe when dense observations are available, and additive inflation [Eq. (22)] to account for model error.

4) Issues with Inflation

In operational environments, simple inflation methods as discussed above are critical for maintaining sufficient ensemble spread and having good overall performance (Houtekamer et al. 2009; X. Wang et al. 2013). Unfortunately, they will dilute the impact of the flow-dependent statistics developed in the EnKF. It is important to devote more effort to the identification of error sources in the assimilation cycle; this should permit a more appropriate error sampling and a reduced role of inflation methods.

b. Diffusion and truncation

It has been found that models become more active (i.e., start having faster intrinsic growth rates), when the model resolution is increased and smaller scales can be included. This has, for instance, been observed at ECMWF with the so-called “Lorenz diagrams” [Fig. 1 in Lorenz (1982); Fig. 16 in Simmons (1996)]. These show a more and more rapid growth of differences with the model dynamics in medium-range forecasts as, in a sequence of operational implementations over a number of years, the spatial resolution of the system is improved. At the same time, the quality of the forecasts has been consistently improved. In an ensemble context, higher intrinsic growth rates of the model and reduced error permit the simulation of a larger fraction of the error with the internal dynamics of the forecast model. Recent EnKF (Bonavita et al. 2015, their section 2) and EDA (Bonavita et al. 2016, their section 4) experiments at ECMWF show a desirable increase in ensemble spread as resolution is increased. These various results reflect that diffusion in the forecast model suppresses activity in the smallest scales. As a result of this diffusion, it can be difficult to maintain a suitable level of spread in an EnKF system and subsequent EPS forecasts (Mitchell et al. 2002, their section 5).

A similar diffusive effect can be the result of balancing methods (see section 5 below and Table 4), which, while necessary to obtain good performance, can filter the signal associated with atmospheric tides as well as with rapidly evolving weather systems.

To be realistic, it would be desirable to have an upscale propagation of uncertainty from beyond the truncation limit to the resolved scales. The stochastic kinetic energy backscatter algorithm (SKEB; Shutts 2005) aims to randomly reinsert kinetic energy that has been overdissipated near the model truncation limit. The overdissipation can be a consequence of explicit and implicit diffusion in the model or of insufficient energy upscaling by parameterizations for gravity wave breaking and deep convection (Charron et al. 2010). The use of the SKEB algorithm has
generally been seen to have a positive impact in medium-range ensemble prediction systems (Berner et al. 2009; Charron et al. 2010).

In data assimilation systems, however, it has been difficult to obtain a positive impact from the SKEB algorithm (Houtekamer et al. 2009; Bonavita 2011). Even when model truncation is known to be an important source of error, it is hard to obtain better results with SKEB than with simple additive inflation (Whitaker and Hamill 2012).

In practice, when implementing the SKEB algorithm, many choices need to be made. These include the choice and quantification of processes responsible for the drag, the fraction of dissipated energy that needs to be reintroduced, the spectrum in space and time for the background errors, which have not yet converged to the ensemble prediction environment. This is in part because the model error schemes do not represent background error covariances well. Further investigations are required on this issue.

In this subsection, we will review error that can be associated with the physical parameterizations of the forecast model. This subject has been extensively investigated in the context of medium-range ensemble prediction systems. Many operational centers contribute with their medium-range ensemble forecasts to the TIGGE project (Swinbank et al. 2015, their section 3a). Recently, Shutts and Callado Pallares (2011) suggested using the related vorticity confinement algorithm (Steinhoff and Underhill 1994) as an alternative to SKEB.

c. Error in physical parameterizations

In this subsection, we will review error that can be associated with the physical parameterizations of the forecast model. This subject has been extensively investigated in the context of medium-range ensemble prediction systems. Many operational centers contribute with their medium-range ensemble forecasts to the TIGGE project (Swinbank et al. 2015, their Table 1). As shown by online verifications of TIGGE data on the “TIGGE Museum” (e.g., http://gpvjma.ccs.hpc.jh/TIGGE/tigge_scatter_diagram.html), state-of-the-art systems now maintain a reasonable agreement between spread and error. Many popular methods have been discussed in the proceedings of the 2011 ECMWF workshop on representing model uncertainty and error in numerical weather and climate prediction models (ECMWF 2011). It would be a priori preferable—if only for considerations of consistancy, model spinup, and balance—to use the same treatment of model error in both data assimilation and subsequent medium-range forecast applications. However, as noted by Bonavita (2011), the data assimilation environment is more challenging than the medium-range ensemble prediction environment. This is in part because background errors, which have not yet converged to the dominant modes of instability of the system (Wei and Toth 2003), span a higher dimensional space than longer-lead forecast errors. Another reason is that data assimilation applications require multivariate covariances, whereas the users of EPS forecasts are mostly interested in the mean and standard deviation of scalar forecast variables. It is thus not a priori clear that algorithms, which have been developed and proven successful in medium-range applications, will also be beneficial in data assimilation applications.

1) PHYSICAL TENDENCY PERTURBATIONS

To reflect the uncertainty in parameterized physical processes, Buizza et al. (1999) developed a stochastic algorithm for the perturbation of tendencies of the model physics (SPTP). Here, the output \( \mathbf{P} \) of the model physics for member \( j \) is multiplied by a random number \( r_j \) to provide a perturbed output \( \mathbf{P}' \) of the model physics:

\[
\mathbf{P}'(t) = r_j(\phi, \lambda, t) \mathbf{P}(t).
\]

(28)

In the original paper, the random number \( r_j \) was drawn from a uniform distribution between 0.5 and 1.5, with different values being used every 10° latitude–longitude in space and every 6 h in time. The algorithm was shown to increase spread and improve probabilistic scores. It has since been refined using a number of different time scales and a spectral pattern generator of the type described by Li et al. (2008), and is also in use at CMC (Charron et al. 2010).

Experiments with SPTP in an EnKF context (Houtekamer et al. 2009) were not conclusive. Similarly, Bonavita (2011) concluded that “it may be the case that the spatially correlated error structures introduced by the model error schemes do not represent background error covariances well. Further investigations are required on this issue.”

One issue with Eq. (28) is that for \( r_j \neq 1 \) it forces an inconsistency between the deterministic model physics \( \mathbf{P}(t) \) and the applied tendencies \( \mathbf{P}'(t) \). In extreme cases, this can lead to unstable behavior of the model physics (e.g., Working Group 1, p. viii, ECMWF 2011) and, for instance, motivate a reduction of the amplitude of the random perturbations near the surface. There is also little theoretical support for the simple proportionality between the amplitude of tendency and of the error simulated by Eq. (28) (Shutts and Callado Pallares 2011, their Fig. 1). More refined formulations of SPTP, which could use information about the uncertainty in specific physical processes, would also need to consider correlations between errors in these processes and be considerably more complex.
2) MULTIMODEL, MULTIPHYSICS, AND MULTIPARAMETER APPROACHES

A pragmatic approach to model error sampling is to use multiple models, multiple physical parameterizations, or multiple parameter values (Krishnamurti et al. 1999). In the EPS context, a substantial gain has been seen from combining medium-range ensemble forecasts from different NWP centers (Mylne et al. 2002; Candille 2009). In an operational data assimilation context, such an approach would require a rapid exchange between centers of a large number of analysis and trial fields. In addition, one would have to resolve potentially complex issues associated with using different definitions for grids and variables. Of course, to obtain a high-rank sampling of model error, it could be necessary to use more than two different models. The approach has, to the knowledge of the authors, not been tried in an ensemble-based assimilation context.

The use of multiphysics approaches, which are simpler to implement, generally has a positive impact also in ensemble-based data assimilation approaches (Fujita et al. 2007; Meng and Zhang 2007, 2008a,b; Houtekamer et al. 2009). The use of multiple physical parameterizations does, in particular, permit the sampling of different possible closure assumptions in deep convection and in boundary layer processes. At operational centers, the multiphysics approach is used in a fairly ad hoc manner to sample uncertainty (Houtekamer 2011) as opposed to being an integral component of the development of state-of-the-art physical parameterizations (Houtekamer and Lefebvre 1997). As part of a multiphysics ensemble, it is possible to also perturb various parameters that play a role in the model physical parameterizations. In the Met Office Global and Regional Ensemble Prediction System (MOGREPS) short-range EPS, for example, eight parameters are perturbed using a stochastic first-order autoregressive process (Bowler et al. 2008, their section 4.1). The multiparameter approach has been pursued systematically in the context of climate projections (Murphy et al. 2011).

Using an extended-state-vector approach, model parameters can be estimated simultaneously with the state variables (e.g., Annan et al. 2005; Aksoy et al. 2006; Ruiz and Pulido 2015). One difficulty is that model parameters usually have a global impact whereas an EnKF will use localization to obtain local estimates for the parameters. A unique parameter value will then usually be obtained using a global averaging procedure. Note that we will see the same issue in the context of bias correction for radiance observations (section 7c). Since there is no natural unstable model to make the estimated parameter uncertainty grow in time along dynamical modes, as in Eq. (3), the estimated parameter values can quickly converge to values that are no longer affected much by new data. To prevent this classical type of filter divergence (see appendix A for more discussion), a conditional covariance inflation can be used to maintain the estimated uncertainty at a desired level (Aksoy et al. 2006). When estimating multiple parameters, another challenge is that errors associated with individual parameters tend to counterbalance each other in many complicated ways (Aksoy et al. 2006). In fact, model failure may occur due to numerically unstable combinations of parameters. Despite the relative power of the estimation procedure, to ensure convergence to meaningful parameter values, it is thus advisable to perform experiments in close collaboration with experts on model physics (Ruiz and Pulido 2015). To this end, it is advisable to perform case studies of well-observed phenomena, as is common for model development (Hu et al. 2010).

3) FUTURE DIRECTIONS

A variety of methods are currently used at operational centers to account for model error. Sometimes different methods can be considered to sample complementary aspects of model error, but other times they are mutually exclusive. For instance, SPTP and the multiphysics or the multiparameter approach will sample the same error in somewhat different manners. When these methods are used simultaneously in the same ensemble system, there could be issues with double counting of errors.

There is currently no consensus across the NWP community on how to best deal with model error. A popular approach is to develop physical parameterizations in a deterministic context and subsequently add external stochastic procedures, such as SPTP, to the model to account for uncertainty. Until now, there has been only limited success with this approach in data assimilation contexts. Palmer (2012) argues that it is preferable to develop physical parameterizations directly in a probabilistic context. While there are some such examples for the parameterization of deep convection (Grell and Dévényi 2002; Plant and Craig 2008), there are at this stage no comprehensive sets of stochastic physical parameterizations that provide an alternative to SPTP. One obstacle for further development is that stochastic parameterizations are likely not helpful in maximizing deterministic forecast skill (Palmer 2012). The move toward a comprehensive set of stochastic physical parameterizations would be a substantial departure from current popular model development practice, and involve a major recalibration of model physics.

An alternative approach is to benefit from the rich “gene pool” provided by a multimodel and multiphysics ensemble. The required large set of physical parameterizations
can emerge naturally from a large enough group of scientists. The use of a multiphysics ensemble verifies well in data assimilation environments [section 4c(2)]. In multimodel EPS systems, at least when the component models are of similar quality, the approach is also successful (Candille 2009). In the context of climate predictions (Pennell and Reichler 2011), it has, however, been shown that different models have similar limitations leading to overconfident climate projections. Perhaps the main problem is that the gene pool evolves in an ad hoc manner with little evidence of an overall intelligent design [see Fig. 1 in Houtekamer (2011) and the related discussion].

d. Realism of error sources

With some imagination, one could create a long list of additional error sources, not yet discussed above, in a data assimilation cycle. Additional errors in the system may arise from, for instance, incorrectly specified observation error statistics (Frehlich 2006; Gorin and Tsyrulnikov 2011; Stewart et al. 2013).

However, as one may guess from even a schematic overview such as in Table 4, it is in practice difficult to arrive at a clear one-to-one connection between a source of error, an algorithm to sample that error source and a set of corresponding observations that can serve to validate the algorithm. One could argue, for instance, that the SKEB algorithm corrects for overdissipation by the model (section 4b). In a validation experiment with real data, it may unfortunately be difficult to separate the dissipative effects due to model truncation from similar effects due to balancing methods, and it may not be possible to arrive at optimal parameter values for the SKEB algorithm that truly correspond to model truncation issues alone.

Different ways to account for system error were tested by Houtekamer et al. (2009) using a global EnKF system. While they found some additional value from the use of multiple parameterizations, the biggest impact on ensemble spread and best results were obtained from the addition of isotropic perturbations [section 4a(1)]. It is not clear what specific error sources correspond to this bulk parameterization. Thus, despite more than 10 years of operational experience with the EnKF algorithm, we do not currently have reasonable and convincing algorithms to describe system error. Thus, although current ad hoc methods work fairly well, it would seem there is significant room for improvement.

5. Balance and length of the assimilation window

In 3D global data assimilation systems, the use of a 6-h data assimilation window has a long history (Rutherford 1976). It has always been beneficial to use balancing methods to control gravity wave noise in such systems (e.g., Machenhauer 1977; Temperton and Roch 1991). With the arrival of 4D assimilation systems, the optimal window length (Fisher and Auvinen 2012) needs to be reevaluated and it is not as obvious as before that balancing methods are indispensable.

In section 5a the need for balancing methods is discussed. Time-filtering methods are the subject of section 5b. In an EnKF environment, it would be desirable to reduce the length of the assimilation window (section 5c), and to this end, it may be necessary to reduce imbalance at the source (section 5d).

a. The need for balancing methods

The forecast model simulates the behavior of the true atmosphere. Because of systematic deficiencies of the forecast model, such as having a truncation limit, the model cannot exactly mimic the dynamics of the atmosphere. In addition, data assimilation methods use approximations such as linearity, isotropy, and locality of dynamics in the computation of an analysis increment. These various simplifications translate into a certain lack of coherence between the model, the observations, and the assimilation system. This incoherence manifests itself as a rapid adjustment to the model climate, via the generation of gravity waves or sometimes sound waves, when the analysis is integrated forward in time with the dynamical model. In the process, part of the analysis increment will be undone. In extreme cases, large-amplitude gravity waves can render the analysis of little value [section 6.2 in Daley (1991)]. Initialization or balancing methods have been developed to modify the initial state in such a way that it does not give rise to spurious gravity waves in a subsequent model integration.

For the Kalman filter, assuming that the model-error covariances do not project on fast modes, it can be shown that initialization is performed automatically at each analysis time (Cohn and Parrish 1991, their section 4b) (i.e., balance is maintained even without a specific initialization procedure). It could be hoped that global operational 4D data assimilation systems, such as 4D-Var and the EnKF, would inherit this property. However, in practice, balancing methods continue to be necessary (Thépaut and Courtier 1991; Polavarapu et al. 2000; Gauthier and Thépaut 2001; Gauthier et al. 2007).

b. Time-filtering methods

In the 4D-Var method, by virtue of the sequence of integrations that is performed during the iterative assimilation process, it is possible to use a cost term, that penalizes oscillations in a model integration, to arrive at an analysis that minimizes simultaneously the balance

c. Toward shorter assimilation windows

In the digital filter, a time filter is applied to a short model integration to remove rapid oscillations (Lynch and Huang 1992; Fillion et al. 1995). Unfortunately time filters do not have a sharp cutoff and their repeated application to a full atmospheric state, in subsequent steps of an assimilation cycle, can cause a substantial change to important aspects of the atmospheric circulation (e.g., the atmospheric tides and stratospheric flow). To reduce such impacts of a balancing method, it is better to apply it on the analysis increment only (Ballish et al. 1992). Examples are the IAU and incremental digital filter algorithms. As shown by Polavarapu et al. (2004), these two incremental methods can be made to have a similar frequency response.

A recent improvement of the IAU method is to have the analysis increments, that are added during the integration, vary with time (Lorenc et al. 2015). Similar to the IAU and nudging approaches, in the mollified EnKF (Bergemann and Reich 2010), appropriate increments are computed at each time step, and spread out in time using a mollified Dirac delta function. A corresponding stable formulation for the LETKF has been developed by Amezcua et al. (2014). A similar approach that is based on 4D nudging and makes use of the Kalman gain matrix, is proposed by Lei et al. (2012).

c. Toward shorter assimilation windows

In the EnKF, the ensemble propagates covariances between subsequent assimilation windows. This is different from 4D-Var systems, which do require a long window to propagate covariances over a long period in order to “forget” the initially specified (time invariant) covariance (Pires et al. 1996). In fact, in an EnKF system, there is an advantage to having a short window (Fertig et al. 2007). With a long window, local dynamical features would have time to cross and leave the area where localized increments are significant (Bishop and Hodyss 2009; Buehner et al. 2010a). Thus, when small-scale features need to be assimilated with severe spatial localization, it is necessary to have a corresponding short assimilation window (see section 9c and Fig. 3 for a further discussion and illustration of this issue).

The desire to shorten the assimilation window length is, unfortunately, at odds with the desire to use model integrations of length 6 h or more to improve balance. In a global assimilation cycle, with a window length of 6 h, an IAU or digital filter can be used to filter imbalance with periods of 2–4 h. Inevitably, such a filter will also remove any desired short-period signal with such periods (Fillion et al. 1995, their Fig. 1). Going to a shorter, say 1 h, assimilation window, it will not be possible to effectively filter oscillations with periods of 2–4 h (Huang and Lynch 1993, their section 4a). Thus, for a rapidly updating analysis, in which one wants to selectively filter unbalanced motions with a 2–4-h period from balanced motions with the same periods, it may be necessary to use a different balancing method. Recently, Hamrud et al. (2015) proposed a method to slightly adjust the analysis increment of the wind field to arrive at a more balanced evolution of the surface pressure field. Methods such as this one, which do not require several model time steps, could be required in going to ever shorter window lengths. Alternatively, one could improve the data assimilation procedure so that it introduces only insignificant amounts of imbalance.

Going to shorter windows, the forecast model will start more frequently from initial conditions provided by the analysis. This can aggravate the impact of “precipitation spinup” that, in particular in global assimilation systems, often results from issues with the initialization of, notably, hydrological variables. One may, for instance, use specific humidity as the only hydrological variable in the control vector of the analysis, whereas the model may also require initial conditions for cloud water. As a result, it may take an integration of a day or more before globally averaged precipitation amounts have settled down to climatological stable amounts (section 13.6 in Daley 1991; Krishnamurti et al. 1988). To diagnose issues caused by frequently performing an analysis, one may compare a continuous model run with a model run that has been interrupted to assimilate no observations. Substantial discontinuity may undo the advantage of a shorter assimilation window.

d. Reduction of sources of imbalance

Sources of imbalance specific to EnKF systems are as follows: model error simulation, covariance localization, model start-up procedures, and recentering methods. We will briefly touch upon each of these issues.

Model error simulation, as already discussed extensively in section 4, is performed using a variety of methods. A difficult issue is that it is not clear what fraction of the true analysis error is unbalanced and if
the analysis should entirely remove this error or instead only correct the balanced part of the error and remain on the attractor of the model. All else being equal, one should probably favor methods of model error simulation that do not lead to rapid adjustment after their application. Thus, one could favor RTPP over RTPS [section 4a(3)], and for additive error [section 4a(1)] one could prefer using perturbations that have evolved with the model dynamics (Hamill and Whitaker 2011).

Covariance localization is a potentially important source of imbalance in an EnKF (Lorenc 2003; Houtekamer and Mitchell 2005). The localization can likely be improved by relaxing remote covariances estimates toward a climatological gain estimate as opposed to relaxing to zero [see Eq. (12) in Flowerdew (2015)]. Following Flowerdew (2015), in a scalar example with localization \( \rho \), an estimated unlocalized gain \( K \) and a climatological gain \( K_c \), one would replace

\[
x^e = x^f + \rho [K[y^o - Hx^f(t)]]
\]

with

\[
x^e = x^f + [K_c + \rho (K - K_c)][y^o - Hx^f(t)].
\]

This may, in particular, permit using climatological information about weak, but nonzero, distant correlations in addition to significant dynamically evolving ensemble-based correlations at close distances. Since this method permits using the observational information over a larger area, it would likely come at a certain additional computational cost. Alternatively, the localization procedure might be improved by performing it in streamfunction-velocity potential space, rather than in wind component space (Kepert 2009). Perhaps an EnKF system could also benefit from advanced covariance modeling as is used in variational methods (Fisher 2004).

In operational data assimilation methods, it is fairly common to have a control vector that has fewer variables than the model state vector \( x \). There is an associated loss of information each time the model run is interrupted for the assimilation of data; an IAU procedure can be designed to minimize this loss (Buehner et al. 2015, their section 2g).

In recentering methods (Zhang et al. 2009b, their Fig. 1; X. Wang et al. 2013), the ensemble mean analysis is replaced by another analysis. One could for instance use a higher-resolution E4DVar (see section 9b) analysis for this purpose. Differences in topography or in physical parameterizations could be a source of imbalance for the low-resolution ensemble runs, because the integrations starting from the recentered analyses will have to converge back to the attractor of the low-resolution forecast model. A local procedure of the same type is to relocate the initial condition of a tropical cyclone to, or close to, an observed position (Chang et al. 2014a). The impact of recentering on balance properties such as small-scale variability, jumpiness, and precipitation spinup has been investigated by Lang et al. (2015).

Sources of imbalance for regional systems will be discussed in section 6a below.

6. Regional data assimilation

The frontier of data assimilation is at the high spatial and temporal resolution of limited-area systems, where we have rapidly developing precipitating systems with complex dynamics. These are observed, at high spatial and temporal frequency, by radar systems. For the case of Doppler wind observations, there is a fairly straightforward link between the model state vector and the observed quantities (Snyder and Zhang 2003; Dowell et al. 2004; Aksoy et al. 2009; Zhang et al. 2009a; Chang et al. 2014b). The use of radar reflectivity information may, however, require the use of realistic microphysical parameterizations because biases in model fields associated with reflectivity could be projected onto other model variables through the ensemble covariances (Dowell et al. 2011).

The field of limited-area ensemble-based data assimilation has recently been the focus of extensive research [refer to Meng and Zhang (2011) for a review on this subject]. Moving from the well-established global applications to limited-area applications comes with a number of new problems, some of which will be encountered by global models when resolution is further increased. Having multiple spatial domains, it is necessary to maintain a certain level of consistency across domains (section 6a). A high-resolution domain may be specially created, for a specific area and relatively short time period, to properly predict the evolution of a specific high-impact weather system like a tropical cyclone or a tornadic supercell thunderstorm. For such applications, the proper initialization of the starting ensemble becomes important (section 6b). Radar observations come in large volumes and some preprocessing steps are necessary (section 6c). For the analysis of convective-scale systems (section 6d), we now have various proof-of-concept applications using both Doppler velocity and reflectivity measurements (Xue et al. 2006; Dowell et al. 2011) as well as near-operational applications (Schart et al. 2016). For the analysis of hurricanes (section 6e), we have systematic evaluations covering many years (Zhang and Weng 2015). In section 6f, we end this section with a discussion of some open issues.
a. Boundary conditions and consistency across multiple domains

The most unique issue of a limited-area model (LAM) EnKF is the need to represent realistic uncertainties at the lateral boundaries of the limited-area domain. Although preferable, a concurrent global ensemble data assimilation system with the same ensemble size and similar configurations is generally not available to provide the lateral boundary conditions (LBCs) for each of the individual ensemble members in the regional ensemble. Torn et al. (2006) were the first to systematically examine the LBC issues, from which they concluded: 1) the regional phenomena or processes of interest should be sufficiently far away from lateral boundaries (which is generally advised for all regional-scale modeling); and 2) boundary perturbations can be generated by random sampling from a specified multivariate Gaussian distribution or a presumed covariance model such as that of the 3D-Var/4D-Var background covariance (Barker 2005; Meng and Zhang 2008a). Proper tuning and scaling of LBC perturbation tendencies can be difficult and computationally prohibitive. To alleviate this problem, Meng and Zhang (2008b) proposed to use a coarser, but larger-domain, ensemble reinitialized at every assimilation cycle with randomly sampled balanced perturbations. This frequently reinitialized larger-domain ensemble can provide somewhat flow-dependent LBC perturbations for the nested regional EnKF domain.

LAMs often have a lower model top than global models (McTaggart-Cowan et al. 2011). This is an issue for the assimilation of satellite radiance observations that depend partially on information from above the model top boundary of the LAM. For LAM applications with large domains that include oceanic areas, where radiance observations are important, one could consequently decide to keep a high model top as in global systems. On the other hand, for convective-scale assimilation of radar observations over land, where many complementary conventional observations are likely available, having less radiance observations due to a lower model top may not have a substantial negative impact.

Maintaining analysis consistency among multiple model domains with different grid resolutions is a challenge for regional systems that often have nested grids. Any inconsistency is likely to lead to some imbalance and adjustment near the domain boundaries. Here we list four, perhaps largely inevitable, EnKF challenges for models with multiple nests:

1) Resolution differences: The innovation computed with the high-resolution background of the inner domain will be different from the corresponding innovation for the outer domain. Having more resolved scales, the error of representativeness will be smaller, and this increased accuracy can be reflected in a reduction of the specified error variance R of the observations (Lorenc 1986). Consequently, even in the simple case of just one observation in the inner domain, it is impossible to have exactly the same optimal analysis increment on all domains.

2) Observation sets: In view of the different resolved scales, different observation sets can be used for the different domains. For the outer domain(s), it may, for instance, not be useful to assimilate radar observations, whereas for the inner domain, these observations may well prove to be critical for the assimilation of convective systems (Snook et al. 2015). It is less clear if and how the analysis inside the inner domain should have access to the observations from the outer domain.

3) Temporal resolution: For the inner domains, model time steps will need to be shorter than those used for the outer domains. For the assimilation of the high temporal resolution observations in the inner domain, one could even decide to use a different, shorter, window length for the assimilation system than for the assimilation of less frequent data in the outer domain.

4) Differences in model physics: It is not clear how to account for the discontinuity caused by having different model physical parameterizations for different domains. At some resolution, one will likely see additional model variables associated with hydrometeor species in microphysics schemes. It is to be noted that, even if one would use the same parameterizations in all domains, one would still likely need to vary parameter values to account for resolution differences.

The above inconsistencies are likely to have a negative impact on the quality of the analysis. This will make it difficult for a LAM EnKF to perform better than a piloting global EnKF, when evaluated with probabilistic scores like the CRPS (Hersbach 2000) over the same area using the same verifying observations. How to best demonstrate the added value of higher resolution is an issue that is common to many high-resolution modeling efforts (Mass et al. 2002). In systematic comparisons, the biggest improvements will likely be seen for quantities, such as the probability of having an extreme precipitation event, for which small-scale dynamical features are relatively important. Advanced spatial verification methods, that can possibly address the issue, are reviewed by Gilleland et al. (2010).
b. Initialization of the starting ensemble

For global EnKF systems, it is common to sample random but balanced perturbations from static background error covariances provided by the corresponding variational DA systems to represent the initial condition uncertainties for the EnKF (Houtekamer et al. 2005, their section 3). Given enough spinup time, these initial perturbations usually do not impact the EnKF performance overall, since they are only used once at the very first assimilation cycle. Similar approaches are also used often in large-domain, long-term regional cycling EnKF systems (Barker 2005; Meng and Zhang 2008b; Torn and Hakim 2008; Zhang et al. 2009a). Some regional EnKF systems have also used the global ensemble to generate the initial ensemble [e.g., the HWRF Ensemble Data Assimilation System (HEDAS; Aksoy et al. 2013) and CMC (Chang et al. 2014b, their Fig. 5)].

A challenge for applying EnKFs with LAM models is how to generate an ensemble representing the correct prior errors for features often missing from climatological error statistics, like mesoscale weather systems. This can be critical since most severe convective weather phenomena have rather short life spans. For example, Caya et al. (2005) showed that the EnKF may have some disadvantages in comparison to 4D-Var during the earlier cycles of the analysis of a supercell storm. In the absence of established formulations for generating balanced small-scale convective perturbations, some studies have used purely gridpoint random perturbations to provide initial ensembles having uncertainty at small scales (Snyder and Zhang 2003; Dowell et al. 2004; Aksoy et al. 2009). Unfortunately, such ad hoc perturbations may not properly reflect statistics of the background error and may require a fairly long time to evolve into relevant dynamical features. We simply refer to the gradual process of the EnKF starting to have relevant flow-dependent statistics and track specific dynamical phenomena as “spinup.” This is different from the classical precipitation spinup of section 5c, which we consider to be more of a balance issue.

Kalnay and Yang (2010) proposed the “running-in-place (RIP)” technique to accelerate the spinup of the EnKF. The procedure uses the most recent observations to improve previous initial ensemble states, leading to further improved ensemble states at the current time after observations are reassimilated. It can also serve to incrementally extract information from observations in the case of long assimilation window and nonlinear error growth (Yang et al. 2012a). Yang et al. (2012b) perform OSSEs with the RIP procedure to accelerate the spinup in the case of typhoon assimilation and prediction. S. Wang et al. (2013) implemented a similar iterative algorithm in the context of an EnSRF. They find that the algorithm can reach a steady level of state estimation error more quickly than the corresponding noniterated version.

A scheme called “cloud analysis,” which uses the observed radar reflectivity to directly adjust (nudge) the model temperature and/or moisture profiles, has also been found to be very effective in spinning up the observed storms (Albers et al. 1996; Hu et al. 2006). A nudging component, for radar-derived precipitation rates, has recently also been added to a preoperational high-resolution LETKF data assimilation system with generally positive results (Schraff et al. 2016).

The root of the spinup issue is that the finite-size prior ensemble does not and cannot represent the large non-Gaussian uncertainties associated with the rare events in the small scales. Note that even in a hypothetical continuously cycling large high-resolution global ensemble, there would likely be spinup issues associated with limited observation coverage and systematic errors. The problem can be aggravated by the use of too long data assimilation windows and static (i.e., not adaptive) algorithms.

c. Preprocessing steps for radar observations

Weather radars have now been installed on most continents and composite up-to-date images of, for example, the European, North American, Chinese, and Japanese radars clearly show the areas with precipitation in near–real time. Many stations employ advanced dual-polarization radar. In the United States, it is common to use the Weather Surveillance Radar-1988 Dopplers (WSR-88Ds). Beyond the conventional Doppler velocity and reflectivity measurements, these systems also provide dual-polarization measurements with information on differential reflectivity, specific differential phase, and the copolar correlation coefficient. The latter variables provide information about the distributions of particles in the sampling volume. It is, for now, a challenge to use this wealth of information in automated operational data assimilation systems.

One approach, to deal with high spatiotemporal observations such as from Doppler radars or satellites, is to perform data thinning and quality control through superobservations (e.g., Lindskog et al. 2004; Zhang et al. 2009a; Weng and Zhang 2012). This process combines multiple noisy observations into one high-accuracy “super” observation (SO). A data-thinning and quality control procedure, minimizing the impact of ground clutter and dealiasing errors, was developed in Zhang et al. (2009a) to generate SOs for ground-based Doppler radars (e.g., WSR-88Ds) for initializing tropical cyclones. A similar SO procedure for data thinning and quality
control was used in Weng and Zhang (2012) to assimilate airborne Doppler radar observations and in Sippel et al. (2014) for assimilating High-altitude Imaging Wind and Rain Airborne Profiler (HIWRAP) radar observations.

d. Use of radar observations for convective-scale analyses

Snyder and Zhang (2003) and Zhang et al. (2004) presented the first proof-of-concept applications of the EnKF to assimilate synthetic Doppler velocity data into a cloud model. They demonstrated that EnKF analyses can faithfully approximate the truth in terms of both dynamic and thermodynamic variables of a splitting supercell storm. The first application of an EnKF to assimilate real radar observations appeared in Dowell et al. (2004) for a tornadic supercell thunderstorm. Since then, there has been great progress in using the EnKF to assimilate radar observations both for improving numerical weather prediction and/or for understanding finescale structures and dynamical processes of severe weather. Tong and Xue (2005) assimilated Doppler velocity and radar reflectivity observations with a non-hydrostatic NWP model, which included microphysics. Xue et al. (2006) performed an OSSE to evaluate the impact of combining the data from multiple radar platforms. Aksoy et al. (2010) showed benefits of using zero-reflectivity (clear air) observations in suppressing spurious convective cells during the EnKF assimilation of Doppler velocity in the study of multicellular thunderstorms. Dowell et al. (2011) also found a clear advantage in assimilating reflectivity observations in addition to Doppler velocity for a tornadic thunderstorm. Snook et al. (2011) demonstrated that assimilating data from a dense X-band radar network in addition to WSR-88D data can improve the representation of storm-scale circulations, particularly in the lowest few kilometers of the atmosphere.

A convective-scale LETKF with 2.8-km resolution is currently, summer 2016, being evaluated for operational use at the German Weather Service (DWD). In the initial implementation, latent heat nudging is used for the assimilation of radar-derived precipitation rates (Schraff et al. 2016).

e. Use of radar observations for tropical cyclone analyses

Assimilation of Doppler radar observations has also been shown to improve the accuracy of both track and intensity forecasts for tropical cyclones (Zhang et al. 2009a, 2011; Weng and Zhang 2012). In these studies, the assimilation of radial velocity from either the ground-based WSR-88D network or from airborne Tail Doppler Radars (TDR) was shown to draw the EnKF analysis closer to the true inner-core wind field. Dong and Xue (2013) further show the benefit of assimilating reflectivity, in addition to radial velocity, for a land-falling hurricane. Recently, Zhang and Weng (2015) demonstrated very promising performance with an experimental regional-scale real-time EnKF-based convection-permitting analysis and prediction system, through experiments with the more than 100 applicable NOAA P-3 airborne Doppler missions during the 2008–12 Atlantic hurricane seasons. They showed that the forecasts initialized with the EnKF analysis using airborne Doppler observations led to mean absolute intensity forecast errors at the 24- to 120-h lead forecast times that were 20%–40% lower than for the National Hurricane Center’s official forecasts issued at similar times. In the same cycling EnKF system, Weng and Zhang (2016) showed that considerable improvement could already be obtained, even without the Doppler radar data, from the assimilation of aircraft flight-level and dropsonde observations.

Since 2013, assimilation of airborne Doppler radar observations has been used to improve the vortex initialization for the NOAA regional operational hurricane forecast model (HWRF).

f. Other issues with respect to LAM data assimilation

In addition to the issues already mentioned, progress is needed in the following areas.

1) Need for flexible localization methods: In a given domain, one may have both radar and radiosonde observations and one may find it optimal to use very different localization lengths for these two data types (Snook et al. 2015). The optimal algorithm for the covariance localization is likely a complex combination involving the changing weather patterns, the observational network, and properties of the forecasting system. In view of the large number of adjustable parameters, it is recommended to use flexible and general localization methods [section 3e(3)].

2) Complexity of microphysics: For a model to accurately simulate the thermal and microphysical processes observed with dual-polarization radar, it may be necessary to use a second- or higher-moment microphysics scheme (Jung et al. 2010a). Even with such a scheme, it may not be possible to constrain all variables involved (Jung et al. 2010b) without having high-quality direct measurements (e.g., in situ data from aircraft).

There is also considerable uncertainty in the calculation of reflectivity, since different microphysics schemes carry different numbers of hydrometeor categories and have different assumptions for droplet size distributions (Morrison et al. 2015). Unfortunately, common multiphysics approaches to sample
model uncertainty [section 4c(2)] can only be used in an EnKF context if all (micro)physical parameterizations use the same set of model variables, because the computation of the Kalman gain assumes that all members use the same definition of the control vector.

3) Error of representativeness: Because of inherently small scales and fast error growth, representativeness error will likely be severe at the convective scale. Large representativeness error can lead to large and sometimes unphysical unbalanced analysis increments. In the assimilation of cloudy radiance observations, Geer and Bauer (2011) proposed an algorithm to inflate observation error variances. Although empirical at present, it has been found beneficial in the ECMWF operational data assimilation algorithm. More research needs to be done, when we move toward assimilating radar reflectivity and dual-polarization measurements.

4) Complexity of observation error for dual-polarization data: An additional challenge presented by the assimilation of polarimetric radar data is dealing with artifacts, such as differential attenuation, nonuniform beam filling, depolarization streaks, and polarimetric three-body scattering, which may negatively affect the data quality (Ryzhkov 2007; Kumjian 2013). For operational use of dual-polarization measurements in a data assimilation system, it will also be necessary to have reliable automated data processing as well as a comprehensive description of the covariance structure of the observational error.

Despite all the complexity mentioned above, Putnam et al. (2014) presented the first successful real-data experiment using a double-moment microphysics scheme for the EnKF assimilation of microphysical states and polarimetric variables. Evidently a major investment in human and computational resources is still required before dual-polarization observations can be used in automated operational systems.

7. The assimilation of satellite observations

Observations from satellites form an important component of the global observational network. Some of these observations, notably atmospheric motion vectors (AMVs) and radio occultation observations from the global positioning system (GPS-RO), can be considered to contain information valid at points in space and treated in essentially the same way as conventional observations from, for instance, aircraft and radiosondes. In this section, we are concerned with radiance observations that depend on temperature and humidity in a layer of the atmosphere [see Fig. 1.1 in Rodgers (2000)]. Perhaps the best known is the Advanced Microwave Sounding Unit (AMSU) instrument, which has about 10 channels that are mostly sensitive to temperature (AMSU-A) and 5 channels that are mostly sensitive to humidity (AMSU-B). A larger number of radiance observations, O(1000) per vertical profile, is available from the Atmospheric Infrared Sounder (AIRS) and the Infrared Atmospheric Sounding Interferometer (IASI).

In the context of variational assimilation systems, the positive impact of radiance observations has been well documented (Derber and Wu 1998; English et al. 2000; see Fig. 1 in Cardinali 2009). Whereas satellite radiance observations can be successfully assimilated with an EnKF system it would seem their impact is not as substantial as in comparable variational systems (Miyoshi et al. 2010; Bonavita et al. 2015). At this moment, it is not clear if there is one dominating cause for this apparent difference in impact. In this section, we will review differences in the assimilation of radiance observations in common variational and EnKF algorithms. We will cover differences in covariance localization (section 7a), the possibly detrimental impact of dense data (section 7b), different bias-correction algorithms (section 7c), the possible impact of covariance cycling (section 7d), and of false assumptions with respect to observation error covariances (section 7e). In summary, we conclude that the complex situation still needs to be sorted out using controlled experiments (section 7f).

a. Covariance localization

As discussed in sections 5c and 9c, there is an issue with temporal localization in the EnKF, because the area with significant correlations will be advected with the flow between the observation time and the analysis time. This could have a negative impact on the handling of observations near the beginning and end of the assimilation window. While this issue may play a role, it is not specific to the assimilation of radiance observations. In this subsection, we focus on algorithmic differences for the vertical localization.

In the operational global EnKFs at NCEP and CMC, Eq. (19) is used for the localization. Since here the forward operator $H$ is used to transform from model space to observation space, prior to the application of the localization, this is known as “radiance-space localization.” This localization requires defining the distance between the different radiance observations and between the radiance observations and the model variables. Unfortunately, since radiances can be sensitive to conditions in a fairly deep layer of the atmosphere, their vertical location is not well defined. Therefore, it may be preferable to localize $P'$ directly using “model-space localization” instead (Campbell et al. 2010):
\[
K = [(P^T \mathcal{H})^T \mathcal{H} (P^T \mathcal{H})]^T + R].
\] (31)

As demonstrated by Campbell et al. (2010) in a column environment, the localization in Eq. (31) allows the model state to be recovered perfectly in a well-observed case, with as many radiance channels as model levels, in the limit of zero observation error; the same is not true using the localization in Eq. (19). For almost all evaluated parameter values, Campbell et al. (2010) obtained better results with the model-space localization. In an operational context, radiance observations do not have near-zero error. In view of their large number, the limit of zero observational error may, however, still be important. Model-space localization is straightforward to implement in variational algorithms by means of an additional operator in the root of the matrix \(P^T\). Because of the dimension of \(P^T\), it is unfortunately not clear how to efficiently implement Eq. (31) in a sequential EnKF.

The model-space localization would, since it is applied directly to \(P^T\), seem to permit the use of a narrow vertical localization function. However, as shown by Rodgers (2000), the radiance observations have very little information regarding narrow vertical structures (i.e., narrow with respect to the width of the response function). Recently, Lei and Whitaker (2015) have shown that, by neglecting negative background error covariances, model-space localization can cause counterintuitive analysis increments. Thus, which localization method performs best is found to depend on the vertical length scale of both the forward operator and the background error.

We note again [section 3c(3)] that the optimal localization for satellite observations (Anderson 2007) can be quite different from the smooth Gaussian-like functions generally used in either radiance-space or model-space localization.

To make effective use of radiance observations, it may turn out to be necessary to use large ensemble sizes and long vertical localization length scales (Lei and Whitaker 2015; Hamrud et al. 2015).

b. Data density

Because of its flow-dependent covariances, the EnKF works relatively well for sparse observational networks. For example, Compo et al. (2006) created a 100-yr reanalysis of the troposphere using surface pressure observations alone. On the other hand, it would appear that dense networks exacerbate sampling error problems (Thomas et al. 2009, their Fig. 6). Nerger (2015) showed that inconsistencies due to covariance localization can accumulate in particular in the EnSRF, which assimilates observations one at a time. In the stochastic EnKF, which handles observations in a sequence of batches, similar problems can be expected from using an insufficient batch size. Notably for stratospheric analyses, the combination of covariance localization, relatively long horizontal length scales in nature, a sequential algorithm, and a dense network of radiance observations might well cause noise in—or even divergence of—the analysis. To make optimal use of radiance observations in an EnKF context, it may be necessary to use more severe data thinning (Hamrud et al. 2015) or superobbing procedures than for comparable variational systems.

c. Bias-correction procedures

Satellite radiance observations are affected by biases, which are often larger than the amplitude of the random component of the error [section 1 in Dee (2005)]. The use of an effective bias-correction algorithm is critical for the assimilation of radiance observations. In variational assimilation systems, it is fairly common (Derber and Wu 1998; Dee 2005) to extend the model state vector with a few global parameters that are used in the estimation of radiance observation bias. With a variational bias-correction algorithm, a joint estimate of the model state and the bias parameters can be obtained.

As discussed in section 2d, an extended-state-vector algorithm can also be used in the context of an EnKF. Aravéquia et al. [2011, their Eq. (8)] applied an LETKF to estimate bias using the following:

\[
b(t) = \beta^0 + \sum_{i=1}^{I} \beta_i p_i(t). \] (32)

Here, for each radiance channel, there are \(I + 1\) bias-correction coefficients \(\beta\). Aravéquia et al. (2011) used two predictors \(p\), namely, scan angle and skin temperature. In an EnKF, it is common to use covariance localization for all state variables and consequently many local estimates are obtained for each global parameter. A unique global estimate can subsequently be obtained using a weighted average [Aravéquia et al. (2011), their Eq. (18)]. These authors concluded that “the assimilation of radiance observations with our proposed strategy is a source of analysis improvement that leads to significant forecast improvement in the Southern Hemisphere midlatitudes (p. 1947).” The observed improvement was especially large in the upper troposphere and the stratosphere.

A simpler approach is to use a variational bias correction in an “offline” mode to only estimate the bias parameters (Liu et al. 2012; Miyoshi et al. 2010).

Currently variational and direct estimation analysis algorithms coexist at various operational centers. A synergistic solution, avoiding software duplication, is to simply reuse existing estimates of the bias parameters.
from a variational algorithm in the EnKF procedure. For instance, as of early 2015, CMC used an offline bias-correction procedure, which itself uses input from the operational deterministic analysis system, to provide bias-corrected observations to both the deterministic and ensemble assimilation components (Houtekamer et al. 2014a, their section 3h). Alternatively, similar procedures can be developed independently for both contexts.

At least from a theoretical point of view, it is appealing that the EnKF environment offers the possibility of dealing with evolving cross correlations between bias parameters and other variables of the model state. In a variational environment, such error information will generally not be available and cross correlations are assumed to be zero [Eq. (14) in Dee 2005].

d. Impact of covariance cycling

A distinguishing feature of the EnKF is that covariance information is passed from one assimilation cycle to the next. The result is a coherent system in which an assimilation cycle benefits from covariance information developed over all previous cycles. Such coherence is certainly desirable when all sources of error are well understood and simulated in the EnKF. The covariances obtained with the EnKF will then properly reflect the balance between error growth with model dynamics and error reduction by data assimilation. As shown by Houtekamer et al. (2005, their Fig. 2), an EnKF can generate very narrow vertical correlations with negative vertical lobes for the temperature field in the stratosphere. These narrow correlations could be a consequence of the vertical stability in the stratosphere and the abundance of radiance observations that, as a consequence of their broad response functions, are relatively informative for error with relatively deep vertical structures (Rodgers 2000; McNally 2004). Unfortunately, as an EnKF manages to gradually reduce simulated error on deep error modes, it may be less able to extract additional information from radiance observations because the more and more dominating shallow error modes are not well resolved by these observations.

In contrast, variational systems commonly use climatological covariances at the beginning of an assimilation cycle. These covariances are often obtained with the NMC method (Parrish and Derber 1992), which uses differences between forecasts issued at different times but valid at the same time.

In reality, stratospheric error patterns can have fairly deep vertical structures. Figure 3 in Dee (2005) shows striking patterns with alternating positive–negative errors, with a well-resolved vertical structure, which he interprets as evidence for biases in the system. These error patterns were obtained from mean analysis increments. Since analysis increments are also used in the generation of error fields in the NMC method, one could speculate that similarly deep vertical structures make these error fields particularly appropriate for the assimilation of radiance observations.

In a cycling EnKF, error fields with a broad vertical structure can be either (i) introduced by the regular introduction of additive model error with covariances obtained with the NMC-method [section 4a(1)] or (ii) maintained by using the RTPP algorithm (Zhang et al. 2004). It would, however, be more direct and likely more effective to actually sample the biases that were at the origin of the alternating error patterns.

e. Assumptions regarding observational error

It is currently a fairly standard practice in the data assimilation community to neglect horizontal error correlations for AMSU-A radiance observations. To compensate for this false assumption, the observation error variances are specified to be substantially larger than estimated (Liu and Rabier 2003). With this strategy, it is possible to use radiance observations at a high horizontal density in variational systems. Because of the cycling of error covariances in an EnKF, there will be a memory of the assumed observation-error covariances. Thus, if one would specify long-range correlations for the observational error, one would expect to see corresponding correlations in the simulated analysis error and, perhaps to a lesser extent, also in subsequently obtained simulated background errors. For the assimilation of ocean altimetry observations with an EnKF, Brankart et al. (2009) found it to be beneficial to use consistent observation-error covariances. Miyoshi et al. (2013) find that correlated observation errors correspond with having more information and, as demonstrated with the 40-variable Lorenz model, permit obtaining better analyses.

There is currently no consensus in the literature regarding the actual importance of observation-error correlations associated with AMSU-A radiance observations. For example, Bormann and Bauer (2010) find fairly negligible correlations using various different estimation algorithms. On the other hand, not making the standard assumption that forecast and observation errors are uncorrelated, Gorin and Tsyrulnikov (2011) find that AMSU-A observation errors have significant correlations out to distances as large as 1000 km. Similarly, using an OSSE, Errico et al. (2013, their Fig. 2) determine length scales of 320 to 610 km for the AMSU-A channels, with the longer length scales being for the higher peaking channels.
f. Recommendations regarding satellite observations

Satellite observations are now routinely used in global EnKF systems at operational centers. There have, however, been only few published results devoted to the assimilation of satellite observations in these systems. Consequently, there are a fair number of open questions, discussed above, regarding the impact or potential impact of satellite observations in EnKF systems. It is recommended to use OSSEs to sort out this situation. In such an environment, it is possible to compare the ensemble covariances with the statistics of available full error fields and investigate many hypotheses toward an improved use of satellite observations.

As we will see in section 8, there is a substantial computational cost associated with the assimilation of high volumes of radiance observations in an EnKF. It is thus important to establish that the satellite observations are used in a cost-effective manner.

It is worth mentioning that, despite the challenges, one recent study by Zhang et al. (2016) showed very promising results in using a regional EnKF system to assimilate both simulated and real-data all-sky infrared brightness temperature observations from geostationary satellites for tropical cyclone analysis and prediction.

8. Computational aspects

Much of the recent popularity of the EnKF algorithm is related to the ongoing improvements to computational platforms (Isaksen 2012, their Fig. 1). Section 8a deals with the general qualitative changes that can be expected as EnKF configurations become more computationally challenging with higher model resolution, more observations, and more ensemble members. The workload associated with various aspects of the EnKF algorithm is the subject of section 8b. Challenges associated with having more computer cores are discussed in section 8c, and practical issues associated with running an operational EnKF are the subject of section 8d. In section 8e, we assume that practical issues can be resolved and speculate on the feasibility of reaching and crossing the “gray zone,” characterized by a horizontal resolution between 1 and 10 km, using a global EnKF system. Finally, in section 8f, we summarize and discuss the impact of evolving computing systems on the general scientific endeavor.

a. Parameters with an impact on quality

The number of floating point operations, memory usage, and communication costs of an EnKF can often be expressed using the three parameters $N_{\text{model}}$, $N_{\text{obs}}$, and $N_{\text{ens}}$. These parameters also have a direct impact on analysis quality and any changes to any one of these parameters can motivate a readjustment of other parameters of the EnKF. We will now summarize the expected dependencies.

- $N_{\text{model}}$: The number of model coordinates. A higher-resolution model will normally be more accurate and less diffusive. With this higher quality, it should be possible to reduce the amount of simulated model error (Bonavita et al. 2015). The contribution of the SKEB algorithm should diminish naturally as the truncation limit is changed. The increased fraction of dynamically evolving error will normally be a factor toward further improvement of the EnKF (section 3b).
- $N_{\text{obs}}$: The number of observations. At most operational centers, there is no obvious (low cost) way to increase the number of independent observations one has access to. However, with more observations there would be more information available, and this should lead to higher-quality analyses. When $N_{\text{obs}}$ increases there will likely be a need to have corresponding additional error directions in $P_f$, so it may be necessary to increase $N_{\text{ens}}$ as well. Alternatively, it could be decided to use either a more severe covariance localization or a multiscale approach.
- $N_{\text{ens}}$: The number of ensemble members. Having more members permits more accurate estimates of correlations and directly reduces the rank problem. With increased $N_{\text{ens}}$, to benefit from weak but distant correlations, it will likely be possible to use a less severe covariance localization (Houtekamer...
and Mitchell 1998, their Fig. 5). With very large ensembles, covariance localization may not even be necessary (Kunii 2014). Another alternative, benefitting from the increased rank provided by the larger ensemble, is to assimilate more observations.

For optimal performance, we need to increase each of these three parameters in a balanced manner. Normally, when additional computational resources become available, some experiments will be performed to decide on an optimal change of parameter values (Houtekamer et al. 2014a, their section 5d). One may, for instance, favor the improved quality of a higher-resolution model over the improved correlation estimates from a larger ensemble (Kunii 2014).

The parameter values that were in use for global EnKF systems at operational centers in February 2015 are listed in Table 1.

b. Overview of current parallel algorithms

To run an EnKF, one has to perform three main tasks: (i) perform an ensemble of $N_{\text{ens}}$ model integrations [Eq. (5)], (ii) evaluate the forward operator $\mathcal{H}$ to obtain $N_{\text{ens}}N_{\text{obs}}$ values and form extended state vectors [Eq. (18)], and (iii) compute analysis increments [Eq. (4)]. These three tasks can, at least in principle, be performed in sequence with independent parallelization strategies. The cost of step (i) dominates over other costs at CMC and for the research and development EnKF at ECMWF. For NCEP relative costs depend on the precise configuration, but (i) is still most expensive for the EnKF component of the hybrid 3DEnVar/EnKF algorithm. Including the cost due to reduced time steps at higher resolution, the model cost will be approximately $O(N_{\text{ens}}N_{\text{model}}^3)$. With the trivial parallelization over $N_{\text{ens}}$ and good parallelization of the dynamical model $\mathcal{M}$, the parallelization of (i) is not a major concern in EnKF development. With regard to the forward operator $\mathcal{H}$ in step (ii), we have a trivial parallelization over $N_{\text{ens}}$ as well as a possible further parallelization over $N_{\text{obs}}$. Clearly, most research efforts have gone into step (iii), for which there is no obvious embarrassingly parallel algorithm due to matrix operations in Eq. (2).

Tippett et al. (2003, their Table 1) give an overview of the scaling of different EnKF algorithms. As is evident from their use at operational centers, the stochastic EnKF, the deterministic EnSRF, and the LETKF are all suitable for large atmospheric data assimilation applications. For detailed descriptions of the stochastic EnKF, and deterministic EnSRF, and LETKF algorithms, see Houtekamer et al. (2014b), Whitaker et al. (2008), and Szunyogh et al. (2008), respectively.

The workload of both the stochastic EnKF and the deterministic EnSRF scales as $O(N_{\text{model}}N_{\text{obs}}N_{\text{ens}})$. The main cost is in the matrix multiplication associated with Eq. (6), which scales well because computations at different grid points are independent, permitting parallelization over $N_{\text{model}}$ [Houtekamer et al. (2014b), their section 4b(6)]. Note that the sparseness resulting from covariance localization, with a function of compact support, can be used toward substantial computational savings. When having a more powerful computational platform, one is often interested in solving more challenging computational problems as opposed to solving an existing problem in a shorter time. Weak scaling experiments ascertain if the wall clock time remains approximately constant when the number of computer cores is increased in proportion to the problem size. Houtekamer et al. (2014b) observe good weak scaling when increasing $N_{\text{model}}$ and $N_{\text{ens}}$, but not when increasing $N_{\text{obs}}$. Thus, it could prove difficult to efficiently use more cores toward assimilating more observations.

The workload of the LETKF scales as $O(N_{\text{ens}}^3 + N_{\text{ens}}^2N_{\text{obs}} + N_{\text{ens}}^2N_{\text{model}})$ (Tippett et al. 2003; Hunt et al. 2007). In the LETKF, when going to the limit of large ensemble size $N_{\text{ens}}$, the main computational cost is in the eigenvalue decomposition of an $N_{\text{ens}} \times N_{\text{ens}}$ matrix [Eq. (16)], which scales as $O(N_{\text{ens}}^3)$ (Miyoshi et al. 2014). When going to the limit of large $N_{\text{obs}}$ or $N_{\text{model}}$, other computational challenges may need to be addressed.

c. Evolution of computer architecture

One of the exciting yet challenging aspects of modern supercomputers is the steady increase in the number of computer cores (Hager and Wellein 2011; Isaksen 2012). In Fig. 2, we show the increase in the average number of cores for the world’s 10 fastest computers over the last decade (Strohmaier et al. 2015). This number has increased from 23 872 in 2005 to 800 161 in 2015. Note, however, that the last 3 years have seen a slight decrease in the average number of cores. For now, at NWP centers, EnKF applications have been limited to $O(1000)$ cores (Table 1). For such an application to make efficient use of the computer, simply applying Amdahl’s law, the parallel fraction of the code will need to be near 0.999. It would seem reasonable to hope that $O(10000)$ cores will soon become available for operational EnKF systems. For the corresponding code, the parallel fraction will need to be near 0.9999.

It is hard to estimate the difficulty of reaching a parallel fraction of 0.9999. Using the CMC EnKF as an example, it could be straightforward if the additional computational power is used to increase $N_{\text{model}}$, but it could require a substantial redesign of algorithms involving communications if, instead, $N_{\text{obs}}$ is increased. A reduction of available
memory per core could also necessitate substantial modifications. For LETKF experiments with 5760 cores on the K computer, the I/O system was reported to take a substantial fraction of the time (Kunii 2014). It is, of course, possible that different characteristics of new computers, such as permitting faster communications between nodes or having a more powerful I/O system, will lead to higher parallel fractions with essentially no changes to the algorithm.

The positive impact of a close collaboration between computer scientists and data assimilation specialists is illustrated by Miyoshi et al. (2014), who obtained an eightfold speedup by using a more efficient algorithm for eigenvector decomposition. This speedup could be used to double $N_{\text{ens}}$ or increase $N_{\text{model}}$. Similarly, Houtekamer et al. (2014b) report a substantial speedup from a more efficient use of the computer caches (their section 3b) as well as from improved communication patterns (their appendix C). The relatively large potential impact of optimization efforts makes it difficult to objectively compare the suitability of the stochastic EnKF, deterministic EnSRF, and LETKF for current or future High Performance Computing (HPC) environments.

d. Practical issues

When running an EnKF on a supercomputer, one is likely to encounter a number of practical issues.

- Job class flooding.

On many computer systems, a job queueing system is used to manage the tasks submitted by a wide range of users. Normally, this system will attempt to give comparable users a comparable share of the system. Many ensemble applications, such as performing an ensemble of model integrations with Eq. (5), are trivial to parallelize in that one can simply submit a large ensemble of nearly identical jobs to the same job class. Such a strategy may not be well received by the community of users, and artificial constraints may result. More fundamentally, when many identical tasks are run simultaneously on a computer, such as when $O(10000)$ tasks independently try to access the same information, one may well hit physical limits of the computer system, such as having a limited number of nodes dedicated to input and output processes.

- Storage capacity.

It is often practical and desirable to keep meteorological fields corresponding to experiments available for future reference. As explained by Houtekamer et al. (2014b), the number of files that can be generated by an EnKF is substantial and the systematic storage of all relevant fields will likely be a challenge for disk and tape archiving systems.

- Design of experiments.

An atmospheric EnKF can be coupled to many other systems. One could, for instance, anticipate benefits from two-way coupling with a land surface EnKF and with an ocean EnKF (Sluka et al. 2016). This coupling comes with an additional technical complexity, because the different systems will likely have been designed in slightly different ways and parameters—like the assimilation window length—will have different optimal values for different components. It may also

![Fig. 2. The average number of cores for the top 10 computers of the top500 list (Strohmaier et al. 2015). For each year, the November list has been used.](image)
Table 5. Parameters of current and hypothetical future EnKF configurations. Computer systems are assumed to become twice as powerful every two years (as evaluated using the LINPACK test). For illustration purposes, parameters of a global uniform grid are given. The parameters $N_{\text{ens}}, N_{\text{lat}}, N_{\text{lev}}, N_{\text{ens}}$, and $N_{\text{obs}}$ are assumed to increase in the same relative manner as between 2011 and 2014 at the CMC. Configurations are given every 8 years from 2014 onward. The exact 10-km resolution, that was used to define the gray zone, would be reached in 2032, which is specially mentioned. The cost of the analysis, indicated by “cost PH$^T$” scales as the product of $N_{\text{model}}, N_{\text{ens}},$ and $N_{\text{obs}}$. The cost of the model $M$ scales as $N_{\text{ens}}/N_{\text{model}}$. From 2030 onward, the cost of the analysis is also shown scaled by a factor of 160, which reflects the difference in executing speed (as measured with LINPACK) between the 2015 CMC and Tianhe-2 supercomputers. The latter computer is also used to estimate power consumption from 2030 onward.

<table>
<thead>
<tr>
<th>Year</th>
<th>Resolution (km)</th>
<th>$N_{\text{km}}$</th>
<th>$N_{\text{lat}}$</th>
<th>$N_{\text{lev}}$</th>
<th>$N_{\text{ens}}$</th>
<th>$N_{\text{obs}}$ (10$^6$)</th>
<th>Cost PH$^T$</th>
<th>Cost M</th>
<th>Cost PH$^T$/160</th>
<th>Power (GW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>100</td>
<td>400</td>
<td>200</td>
<td>58</td>
<td>192</td>
<td>0.3</td>
<td>0.06</td>
<td>0.42</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2014</td>
<td>50</td>
<td>800</td>
<td>400</td>
<td>74</td>
<td>256</td>
<td>0.7</td>
<td>1</td>
<td>5</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2022</td>
<td>25</td>
<td>1600</td>
<td>800</td>
<td>94</td>
<td>341</td>
<td>1.6</td>
<td>16</td>
<td>59</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2030</td>
<td>12.5</td>
<td>3200</td>
<td>1600</td>
<td>120</td>
<td>455</td>
<td>3.8</td>
<td>252</td>
<td>686</td>
<td>1.6</td>
<td>0.026</td>
</tr>
<tr>
<td>2032</td>
<td>10</td>
<td>4000</td>
<td>2000</td>
<td>130</td>
<td>500</td>
<td>5.0</td>
<td>612</td>
<td>1513</td>
<td>3.8</td>
<td>0.065</td>
</tr>
<tr>
<td>2038</td>
<td>6.25</td>
<td>6400</td>
<td>3200</td>
<td>154</td>
<td>606</td>
<td>8.9</td>
<td>—</td>
<td>—</td>
<td>25</td>
<td>0.425</td>
</tr>
<tr>
<td>2046</td>
<td>3.12</td>
<td>12800</td>
<td>6400</td>
<td>196</td>
<td>809</td>
<td>20.7</td>
<td>—</td>
<td>—</td>
<td>398</td>
<td>6.752</td>
</tr>
</tbody>
</table>

require a substantial team effort to analyze and interpret the interactions in the coupled system.

e. Approaching the gray zone

Here, we will define the gray zone to be the range of scales where a parameterization of deep convection may or may not be necessary. Following “The Grey Zone Project” (http://projects.knmi.nl/greyzone), this zone is defined to be between horizontal resolutions of 1 and 10 km. In addition, it will be assumed that it is not clear how to deal with convection in this resolution range; therefore, numerical modeling and EnKF data assimilation in this zone should be avoided. We will speculate on the possibility of having a future global EnKF arrive at the gray zone (i.e., at 10-km resolution), and on the possibility of jumping beyond it to a resolution of 1 km.

In Table 5, we provide some highly speculative parameters for EnKF systems going into the gray zone. The future true configuration parameters would need to be determined from a cost–benefit analysis (Houtekamer et al. 2014a, their section 5d). The analysis cost is taken to scale as $N_{\text{model}}N_{\text{ens}}N_{\text{obs}}$ and the model cost scales as $N_{\text{obs}}^3/\text{model}N_{\text{ens}}$. Note that the rapid increase in $N_{\text{obs}}$ compensates for the reduced model time step, and the analysis cost is projected to remain smaller than the cost of running the model. As discussed earlier, several EnKF algorithms exist, and it may well be decided to move to a more efficient algorithm if that is available. Similarly, the given number of latitudes and longitudes assume that a globally uniform latitude–longitude grid is used, but different grid topologies may well be preferable. The predicted power consumption of the last listed year would require several dedicated nuclear power plants, which obviously would not be reasonable. It follows from this observation that the gray zone cannot be crossed with the CMC EnKF algorithm and currently known computer technology.

With a projected doubling of computer capacity every two years, the next generation of CMC scientists—and likely scientists at various other NWP centers—could hope to reach the gray zone in 2032. At that point in time, the CMC computer would need to be approximately 4 times more powerful than the world’s current fastest supercomputer (the Tianhe-2 in Guangzhou, China). Configurations approaching the gray zone, with a resolution of, say, 15 km might well be feasible on the world’s fastest computers in the coming years. A dual-resolution approach, such as with a 4DEnVar algorithm (see section 9c below), could be used to obtain one or a few members beyond the gray zone.

f. Summary

The tremendous recent development of ensemble-based data assimilation systems has been made possible by the advent of massively parallel high-performance computing systems. Current EnKF algorithms obtain parallel fractions between 0.999 and 0.9999. To make efficient use of order 1 000 000 computer cores, it will be necessary to achieve a parallel fraction of 0.999999, which is two orders of magnitude better than what is currently available. To approach such a fraction will be a substantial challenge.

Inevitably, these developments are increasing the gap between pilot studies with simple chaotic models (Lorenz 2005) that can be run on a laptop computer and applications with current NWP systems (Houtekamer et al. 2014a; Hamrud et al. 2015) that require HPC environments. To span the gap, going from simple to complex, it would help greatly to use models of intermediate complexity, like the SPEEDY model (Molteni 2003), to develop and test newly proposed algorithms.

Inevitably, it will continue to be necessary to have contributions from a range of people with backgrounds...
in the atmospheric, statistical, and computer sciences to develop future assimilation systems.

9. Hybrids with variational and EnKF components

Hybrid systems now arise at operational centers, as elements of emerging EnKF systems (e.g., Whitaker et al. 2008; Houtekamer et al. 2014a) are being combined with elements of well-functioning preexisting variational assimilation systems (e.g., Parrish and Derber 1992; Rabier et al. 2000; Gauthier et al. 2007). In section 9a, the combination of static and ensemble-based covariances into a hybrid covariance matrix is discussed. It is shown in section 9b how, in a traditional 4D-variational framework, an extended control variable can describe the analysis increment as a sum of a static and ensemble-based component. The 4DEnVar ensemble-variational method, which is discussed in section 9c, is similar but uses the EnKF ensemble, instead of linearized models, to estimate temporal covariances in the assimilation window. In the hybrid gain algorithm (section 9d), analysis increments from EnKF and variational systems are simply weighted to obtain an optimal analysis. A concluding discussion is provided in section 9e.

a. Hybrid background error covariances

In the oldest form of hybrid, the ensemble covariance \( P^f \) is mixed (hybridized) with a static background error covariance \( P^s \), as proposed in Hamill and Snyder [2000, their Eq. (4)]:

\[
P_{\text{hybrid}} = \beta P^s + (1 - \beta) P^f.
\]

Here, the tuneable parameter \( \beta \) is used to obtain an optimal weighting of the static and ensemble covariances. The ensemble covariance \( P^f \) has rank at most \( N_{\text{ens}} - 1 \). In contrast, by virtue of its construction using a diagonal matrix and a sequence of transformations [Derber and Bouttier (1999), their Eq. (12)], the static covariance \( P^s \) is normally full rank. The weighted sum \( P_{\text{hybrid}} \) of the low-rank ensemble covariances \( P^f \) and the full-rank static (climatological) background error covariances \( P^s \) is full rank. The use of the hybrid covariance will thus reduce the effects of sampling error and rank deficiency (e.g., Wang et al. 2008; Zhang et al. 2009b; X. Wang et al. 2013; Kleist and Ide 2015a,b).

Static background error covariances are also often used in an EnKF framework, in particular in the form of additive inflation by drawing random perturbations from a static background covariance [section 4a(1)]. In that context, the two covariance terms are not averaged but added and the static term is interpreted as a model error covariance \( Q \) [Mitchell and Houtekamer (2000), their Eq. (4)]:

\[
P' = P^s + Q,
\]

where \( P^f \) is prediction error obtained with a perfect model. In the ensemble implementation with Eq. (22), the addition of model error may sample new directions in phase space, but the rank of the \( N_{\text{ens}} \)-member ensemble cannot increase beyond \( N_{\text{ens}} - 1 \) (Meng and Zhang 2008a).

At an operational center, one could well decide to use only a single static covariance matrix \( P^s = Q \) for both the weighted average of the hybrid [Eq. (33)] and the model error simulation in the EnKF [Eq. (34)]. Substituting Eq. (34) into Eq. (33), we find that

\[
P_{\text{hybrid}} = (1 - \beta) P^s + Q.
\]

Comparing Eqs. (34) and (35), it is seen that the hybrid matrix \( P_{\text{hybrid}} \) gives a reduced weight to flow-dependent covariances \( P^f \) as compared to the matrix \( P^s \) of the EnKF. Equivalently, it can be stated that the model error sampling is relatively more important in the hybrid system where it also serves toward further regularization of the rank problem.

In the EnKF framework, the addition of perturbations generated from static error covariances may also be done at the stage of the posterior covariance (Hunt et al. 2004; Houtekamer and Mitchell 2005) allowing the forecast model \( M \), to evolve these perturbations to the subsequent assimilation window.

b. E4DVar with the \( \alpha \) control variable

With the \( \alpha \) control variable approach proposed by Lorenc (2003), the cost function \( J \) in the hybrid ensemble-variational system (EnVar) can be expressed as

\[
J(v_1, \alpha) = \frac{1}{2} v_1^T v_1 + \frac{1}{2} \alpha^T \begin{pmatrix} C & 0 \\ 0 & C \end{pmatrix}^{-1} \begin{pmatrix} \alpha \\ J_o \end{pmatrix} = J_o + J_o.
\]

Here, \( C \) is a localizing covariance and \( \alpha \) contains smoothly varying fields of weights for the ensemble of background error fields. The background term in the cost function [Eq. (36)] is then computed as a function of the traditional preconditioning control variable \( v_1 \) (Barker et al. 2012) and the ensemble-based (\( \alpha \)) control variable \( v_2 \) (Lorenc 2003). The cost of the distance to the observations is measured using \( J_o \), as usual in variational minimization.
The $\alpha$ control variable and direct covariance combination approaches, using Eq. (33), have been proven to be theoretically equivalent by Wang et al. (2007). Following these authors, we have

$$J(\Delta \mathbf{x}) = \frac{1}{2}(\Delta \mathbf{x})^T \mathbf{P}_{\text{hybrid}}^{-1}(\Delta \mathbf{x}) + J_\alpha,$$

$$\Delta \mathbf{x} = \sqrt{\beta} \Delta \mathbf{x}_1 + \sqrt{1 - \beta} \Delta \mathbf{x}_2,$$

$$\Delta \mathbf{x}_1 = (\mathbf{P}^s)^{1/2} \mathbf{v}_1,$$

$$\Delta \mathbf{x}_2 = (\mathbf{P}^s)^{1/2} \mathbf{v}_2,$$

where the total analysis increment $\Delta \mathbf{x}$ is the sum of a static component $\Delta \mathbf{x}_1$ and an ensemble-based component $\Delta \mathbf{x}_2$.

As stated by Lorenc (2003), it is straightforward to include a temporal component as in 4D-Var algorithms. Here ensembles are used to define an increment $\Delta \mathbf{x}_2$ valid at the beginning of the assimilation window and the tangent linear and adjoint forecast models are used to compute the distance to observations and corresponding gradients. In such an E4DVar algorithm, “within the window the time evolution of covariances is modelled by 4D-Var, and the EnKF models their evolution from one window to the next” (p. 3199 in Lorenc 2003). The E4DVar algorithm is known to outperform uncoupled EnKF and 4D-Var algorithms (Zhang et al. 2009b; Buehner et al. 2010a,b). A hybrid of an EnKF and a 4D-Var is currently used in the global system of the Met Office (Clayton et al. 2013).

An E4DVar was implemented with a mesoscale model (WRF) by Zhang and Zhang (2012) and Poterjoy and Zhang (2014).

c. Not using linearized models with 4DEnVar

In the E4DVar algorithm, discussed above, it is assumed that an accurate linearized forecast model and its adjoint exist and are available for use in data assimilation applications. An alternative, exploited in 4DEnVar algorithms, is to obtain information on the temporal evolution from the ensemble of background trajectories of an EnKF (Liu et al. 2008).

The control vector that is used in the 4DEnVar algorithm has a static and an ensemble component as in the standard $\alpha$ control vector. The static component is held constant over the assimilation window and for the ensemble component one will actually use the ensemble of nonlinear model integrations. The lack of evolution of the static component is a disadvantage as compared to corresponding EnKF, 4D-Var, and E4DVar implementations. Also in view of issues with the interpretation of the static term (see section 9a), it could be decided to leave the handling of model or system error to the EnKF component of the 4DEnVar [i.e., set $\mathbf{P}^s = 0$ as in Wang and Lei (2014)].

Another issue is that, in the context of either an EnKF or a 4DEnVar, it is not clear how to localize in a coherent manner in both space and time. This can be problematic when there is rapid advection of information during the assimilation time window (Bishop and Hodyss 2009; Buehner et al. 2010a). The issue is illustrated in Fig. 3. Here it is shown how a local volume in space can evolve in a Lagrangian manner during an assimilation window from areas A to B and finally C. In E4DVar this evolution is handled in a coherent manner by the linearized forecast model that is used to transport the localized initial covariances across the time window. In EnKF systems, of the type discussed in this paper, the localization is always for area A. Thus, at the central time, the analysis increment would be erroneously confined to area A and probably be rather small and noisy because the significant ensemble-based correlations are only expected in area B. The flow of information with time has been examined extensively in the context of observation targeting studies (Bishop and Toth 1999). To reduce the detrimental impact of the neglected Lagrangian evolution in the 4DEnVar, it could be decided to use relatively generous localization lengths, or alternatively, one could reduce the length of the assimilation window.

As a consequence of these issues, the analysis quality obtained using a 4DEnVar framework will likely be
inferior to the quality obtained with a E4DVar system (Clayton et al. 2013; Lorenc et al. 2015; Poterjoy and Zhang 2015, 2016).

The first operational implementation of a 4D ensemble-variational (4DEnVar) algorithm occurred at the CMC where, since November 2014, it is used for the deterministic global (Buehner et al. 2015) and regional (Caron et al. 2015) analyses. Currently, NCEP is also in the process of upgrading to 4DEnVar from the current 3D composite system (3DEnVar) (D. Kleist 2015, personal communication).

d. The hybrid gain algorithm

So far, it has been assumed that the EnKF system and the variational solver have each been developed fairly independently to a comparable level of quality such that it becomes advantageous for an operational center to create a hybrid system.

Working in the context of the Lorenz 40-component model, Penny (2014) proposed to hybridize the gain matrices of a variational and an EnKF assimilation system by weighting the analyses from the two component systems (which here were a 3D-Var and an LETKF). This is equivalent to recentering the EnKF mean analysis $\mathbf{x}^a$ and the deterministic analysis $\mathbf{x}^d_{\text{det}}$ using the following:

$$\mathbf{x}^a_{\text{centered}} = \gamma \mathbf{x}^a + (1 - \gamma) \mathbf{x}^d_{\text{det}},$$  \hspace{1cm} (41)

Here $\gamma$ is some tuneable constant that depends on the relative quality of the two systems. The algorithm is illustrated in Fig. 4 of Bonavita et al. (2015).

The approach has been explored further at NCEP in the context of a global ocean data assimilation system (Penny et al. 2015). Similar to what is seen with the more common hybrids, which combine the ensemble and background error covariances (section 9a), the hybrid gain approach provides benefit when the ensemble size is small, because the analysis increment is not restricted to the space spanned by ensemble members. Because of the use of a climatological covariance in the variational component, it also improves the analysis in regions where observations are sparse.

Bonavita et al. (2015) applied Penny’s hybrid gain algorithm to hybridize the gain matrices from independent EnKF and 4D-Var systems. They found that the hybrid gain system outperformed its two component systems (i.e., EnKF and static B 4D-Var). It was also competitive with a reduced-resolution version of the hybrid 4D-Var–EDA system used operationally at ECMWF. That operational system uses an ensemble of independent adjoint-based 4D-Var analyses, where the ensemble is used to estimate flow-dependent error variances (Bonavita et al. 2012). A practical advantage of the hybrid gain approach is that it permits independent parallel development of EnKF and variational systems to have a beneficial impact on the resulting hybrid system (Bonavita et al. 2015).

e. Open issues and recommendations

Generally speaking, among hybrid algorithms, it would seem that the E4DVar method is superior to the 4DEnVar methods. This may be mostly due to the latter’s use of a static term in the hybrid background error covariances and to the difficulty of localizing covariances over a long window. Possibly, removing the static term and using less localization with larger ensembles and a shorter assimilation window would invert the situation with now superior results for the 4DEnVar due to its use of a nonlinear model to transport covariance information over the assimilation window. The use of a 4DEnVar algorithm may also promote faster model development because with this approach accurate linearized models would no longer be required by the data assimilation systems.

Beyond discipline, it is not clear if there is a general development strategy that will minimize configuration differences between the components of the hybrid. An extreme solution would be to abandon the hybrid and either (i) obtain all required analyses from the direct solver of the EnKF or (ii) obtain all required analyses from an ensemble of variational solutions. Current comparisons of computational cost would likely favor (i), but this situation could change if efficient parallel algorithms for ensemble minimization become available. On the other hand, it would seem from in particular the experience with the assimilation of radiance observations that higher-quality results can be obtained with (ii). There is, however, no generally accepted explanation for this apparently higher quality.

It is hard to predict how the quality of the component variational and EnKF systems will evolve in the future. For the foreseeable future, the hybrid gain algorithm can serve as a simple and practical method to combine desirable aspects of both families of algorithms.

10. Summary and discussion

In recent years, there has been a flurry of activity with respect to global (e.g., Table 1) and regional EnKF systems. Houtekamer et al. (2014a) see a virtuous cycle, in which increasingly powerful computer systems, an improved sampling of errors with larger ensembles, more active higher-resolution dynamics, and more realistic models with less systematic problems all conspire toward an ever higher-quality approximation of the
underlying Kalman filter. Nevertheless, as we will summarize below, the burgeoning field of ensemble-based data assimilation is full of unresolved issues.

a. Stochastic or deterministic filters

Perhaps the main split in the EnKF community is with respect to the use of a stochastic or a deterministic algorithm.

With the stochastic algorithm, we have the perhaps naive hope that eventually we will manage to identify all the major sources of error (Table 4) and find appropriate ways to sample these in the Monte Carlo framework. In this view, localization deals only with the rank problem associated with a small ensemble size and additive covariance inflation is a stand-in for (to be developed) algorithms that will account for, and sample, specific weaknesses in the system.

The deterministic algorithm is more pragmatic. The aim is to obtain an accurate best estimate using a minimum number of ensemble members and, to this end, it is better to avoid random perturbations to observations. If, for some reason, the ensemble statistics are not reliable they can be corrected by an appropriate adaptive algorithm. This can be a localization or relaxation algorithm of which the parameters are tuned to minimize analysis and prediction error.

The current split between stochastic algorithms with cross validation and deterministic algorithms with relaxation methods could possibly be resolved if cross validation could be implemented in deterministic algorithms.

b. The nature of system error

Properly accounting for estimated uncertainties of the observations and letting errors evolve and grow with the dynamics of the model, one arrives at estimated error levels for the analysis or background that are much too optimistic. Ideally, the missing error sources would be identified and included in the Monte Carlo error simulation of the EnKF system. To have a comprehensive quantitative list of the weaknesses in an NWP system would be of immense value for the realism of the EnKF system, and it would greatly facilitate work toward improvement of the NWP system itself. The task, however, is daunting. Since the number of possible issues in the system is huge, it may prove easier to find a needle in a haystack with $O(100)$ dimensions (Tarantola 2006).

Lacking a comprehensive list, a variety of bulk methods has been developed to maintain a realistic amount of spread in an EnKF system (section 4). Simple methods for covariance inflation (section 4a), like relaxation to prior, additive covariance inflation or a combination of these two methods, provide generally satisfying reliability and it has so far proven difficult to obtain better results with more sophisticated methods. Some improvement has, however, been observed from using multiple physical parameterizations (section 4c(2)) to sample the “model error” component of the total “system error.” There is currently no consensus in the community on how to move toward schemes that comprehensively sample model error (section 4c(3)). Options include the development of either a complete set of stochastic parameterizations, covering all parameterized processes, or a comprehensive set of possible deterministic parameterizations.

c. Going beyond the synoptic scales

The global EnKF systems originated in environments appropriate for synoptic-scale data assimilation. At these scales, the temporal evolution is slow, fairly well described by the numerical model, and it is sufficient to do the analysis every 6 h. Covariance localization can be done in various ways, but must use relatively broad functions—$O(1000)$ km in the horizontal—to preserve geostrophic balance in the analysis increments. Traditional balancing methods, like the digital filter, can be used to filter any undesired gravity waves.

Going to shorter temporal scales and shorter assimilation window lengths, it would seem advantageous to move to the incremental analysis update (IAU) procedure, in which analysis increments are gradually added as a forcing to a continuous model integration. When the window length reduces, the IAU will, however, start filtering shorter temporal scales and may become less effective as a balancing method. Perhaps, we need to return to balancing methods that act on tendencies observed at the initial model time step (Hamrud et al. 2015).

Adding shorter horizontal scales creates a difficult superposition of large-scale, almost geostrophic, dynamics and small-scale intermittent convective activity. Traditional localization methods, with prescribed smooth functions, cannot deal with this situation unless the ensemble is made large enough that no localization is required for small scales. Miyoshi and Kondo (2013) propose to use a multiscale localization approach, where a regular small-scale analysis obtained with severe localization is augmented with remote larger-scale components obtained from analyses using smoothed perturbations. Alternatively, one may have to use a flow-dependent and observation-type-dependent localization procedure. For data assimilation in hurricane environments, successive covariance localization (SCL; Zhang et al. 2009a) permits zooming in on interesting features in the well-observed central area. In thunderstorm environments, it is common to use observation-type-dependent localization (Meng and Zhang 2008a; Snook et al. 2015). In particular in the context of sequential algorithms, it could appear that one is
free to localize each observation with specific criteria. A caveat is that interaction between the sequential processing and the localization can lead to instability (Nerger 2015). How to best localize the information from multiple observations is an unresolved problem [section 3e(3)].

There is a significant user need for accurate forecasts of severe convective storms. Such systems are often observed at high temporal and spatial resolution with dual-polarization radar. Likely, for a routine high-quality EnKF convective-scale analysis one would need \( O(1000) \)-m horizontal resolution, an accurate higher-moment microphysics scheme, and an accurate description of observational errors. In addition, one will have to deal with sporadic irregular dynamics, non-Gaussian error dynamics, and many additional, mostly unobserved, model variables. It is too early to tell if the problem can successfully be addressed in the context of an EnKF.

d. Satellite observations

Global EnKF systems now routinely assimilate a fair amount of radiance observations with some success. Although there are few corresponding studies, it does nevertheless seem that their impact is not as large and critical to good performance as in corresponding variational systems. Possible explanations are the following: suboptimal covariance localization, a difficulty of the EnKF to deal with dense observation sets, imperfect bias removal, and neglected observation-error correlations.

It would be important for the EnKF community to learn how to make optimal use of all available observation types. A systematic analysis of many of the issues relating to the assimilation of radiance observations could be done in the context of an observing system simulation experiment (OSSE).

e. Hybrid systems

In hybrid systems, one tries to combine components of existing EnKF and variational analysis systems to obtain a better coupled system. Similar to the experience with multimodel ensembles like the North American Ensemble Forecast System (NAEFS; Candille 2009), a substantial improvement is generally associated with the combination of two fairly independent systems of similar quality. This has been shown by Bonavita et al. (2015) in the implementation of the gain hybrid of the 4D-Var and LETKF assimilation systems.

A difficulty with a hybrid system is that it requires a sustained investment and development for the two component systems as well as for the combined system. It is not clear that the operational centers can and will support a hybrid system for an extended period of time.

f. Future of the EnKF

It would seem that EnKF systems can continue to benefit from improvements in computational platforms for some time to come. The use of notably higher resolution and more members should fairly easily translate into higher analysis quality. It would seem possible, in the future, to have global EnKF configurations that approach the gray zone (a horizontal resolution of approximately 10 km). In this endeavor, it will likely be of value that a moderately large variety of ensemble-based data assimilation systems, using different parallelization and (due to their fundamental impact on computational efficiency) localization strategies, exists at operational centers.

Improved boundary conditions, including a reasonable estimate of uncertainty, could be provided by coupling of an atmospheric EnKF with similar systems for the ocean, the ice, the land surface, chemical constituents, etc. In principle, it is possible to have a unique data assimilation application that uses all observations to estimate the state vector of all component systems using a single gain matrix (Tardif et al. 2015; Sluka et al. 2016). Challenges for such coupled assimilation systems come from different spatial and temporal scales in the component systems, from possibly weak and, therefore, hard to estimate correlations across boundaries and from the likely complex dynamics of the coupled system.

It may also be possible to alleviate some of the constraints that seem to be imposed by the Kalman filter framework. For instance, Lien et al. (2013, 2016a,b) recently proposed several ways of addressing the non-Gaussian distributions of precipitation, including the use of a Gaussian transformation of variables, and the assimilation of both zero precipitation and nonzero precipitation observations.

In particular because of the huge electricity requirement, it does not appear possible to have an EnKF configuration that functions beyond the gray zone, at a horizontal resolution of 1 km or higher, with current computer technology. For global convection-resolving data assimilation, it may be necessary to use dual-resolution configurations.
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APPENDIX A

Types of Filter Divergence

In filter divergence, the best estimate provided by the EnKF becomes disconnected from reality. In classical filter divergence, well known from Kalman filter systems, the ensemble spread becomes much too small. An EnKF can also suffer from catastrophic filter divergence in which the ensemble spread becomes very large.

a. Classical filter divergence

It is well known that the Kalman filter can display unstable behavior (Lewis et al. 2006, their section 28.4; Snyder 2015, his section 3.5.4). The following issues can play a role in filter divergence: model bias and errors, errors in specified statistics, round-off errors, and non-linearity in the system. A symptom of the divergence is a high-condition number of the matrix $P'$. A standard approach for dealing with this problem is to reformulate the algorithm using square root matrices (Lewis et al. 2006, their section 28.4) or to add a high-rank system noise (Fitzgerald 1971). Similarly, in modern atmospheric applications of the EnKF, the rank problem that is associated with small ensemble sizes will naturally lead to a high or even infinite condition number (section 3d). Covariance localization and the addition of system error are often used to protect against the associated filter divergence (Whitaker and Hamill 2002, see revised Fig. 3 in the corrigendum to their article). Note, however, that covariance localization, in combination with a sequential algorithm, can also be a cause of filter divergence (section 7b above; Nerger 2015). In environments with stable dynamics—or no dynamics at all as in the case of parameter estimation (Aksoy et al. 2006)—there may also be issues, and it is a good practice to always verify that the estimated variances of the background error remain significant.

b. Catastrophic filter divergence

In the EnKF context, there are what would seem to be new types of instability (Houtekamer and Mitchell 2005, their section 3b; Kelly et al. 2015). The issue here is that the ensemble spread becomes very large. This will lead to large-amplitude analysis increments and, when unchecked, can lead to initial conditions that can no longer be handled by the numerical model.

In the case of observations that are only weakly correlated with the model state, the estimation noise can be larger than the signal and the analysis can be less accurate than the background for some variables. When a cross-validation procedure is used, the EnKF is “aware” of this situation and the analysis spread will exceed the spread in the background (Houtekamer and Mitchell 2005, their section 3b). This increased spread subsequently enables larger analysis increments when subsequent sets of similar observations are assimilated in the sequential analysis algorithm. When the number of observations is large, this divergence can act very quickly. This instability can be reduced or controlled notably by using larger ensembles and more severe covariance localization.

In the example by Kelly et al. (2015), the observation is perpendicular to the ensemble subspace and the catastrophic blow-up results as an interplay between the numerical model and the forward operator. In this case, additive covariance inflation can stabilize the filter.

Finally, we note once more that filter divergence can also result from the use of multiplicative inflation in data-sparse areas (Anderson 2009) and potentially from other methods to inflate ensemble spread such as the addition of physical tendency perturbations.

Since, as we have seen, both large and small ensemble spread can cause filter divergence, EnKF systems intended for operational applications have to be designed and tested with great care.

APPENDIX B

Systems Available for Download

Most ensemble Kalman filter algorithms are conceptually fairly simply. However, to obtain good performance on a supercomputer with a true forecasting model and a variety of observation types represents a major effort. Starting essentially from scratch, but embedded in an operational environment, Drs. Houtekamer and Mitchell and coworkers needed approximately 10 years to arrive at their first operational implementation (Houtekamer et al. 2005). Similarly, the EnSRF, which had been developed originally at NCAR, has been implemented for operational use at NCEP (Whitaker et al. 2008) and for research use at ECMWF. Operational centers, with no experience in ensemble-based data assimilation, can likely benefit from the experience and code developed at other centers. Here we want to refer to three specific efforts to make ensemble-based data assimilation available to a larger group of users.

The Data Assimilation Research Testbed (DART) is a community facility (Anderson et al. 2009) for ensemble-based data assimilation that is developed and
supported by the National Center for Atmospheric Research (NCAR). It includes many models ranging from very simple to fairly complex and has a large community of users. The code is accessible using subversion from a central code repository (http://www.image.ucar.edu/DAREs/DART/). First results in complex environments can reportedly be obtained in a few months.

The source code of a WRF-based EnKF system (Zhang et al. 2009a, 2011; Weng and Zhang 2012), which has been continuously developed at The Pennsylvania State University, and is used for experimental real-time convection-permitting hurricane analysis and prediction, can be freely downloaded online at http://adapt.psu.edu/index.php?loc=outreach.

The source code of the LETKF (Hunt et al. 2007), which has originally been developed at the University of Maryland, has been made available for download by T. Miyoshi at https://code.google.com/p/miyoshi. The LETKF has a large, rather loose, community of users.

The above initiatives will facilitate the work toward obtaining initial results. Beyond that, a substantial amount of experimentation will likely be required to arrive at a robust system with a satisfying quality.

REFERENCES


——, and ——, 2016: Comparison of hybrid four-dimensional data assimilation methods with and without the tangent linear and...

Potter, J. E., 1964: W matrix augmentation. MIT Instrumentation Laboratory, Memo. SGA 5-64, Massachusetts Institute of Technology, Cambridge, MA.


Tong, M., and M. Xue, 2005: Ensemble Kalman filter assimilation of Doppler radar data with a compressible nonhydrostatic


