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ABSTRACT

Topographic effects on radiation, including both topographic shading and slope effects, are included in the
Weather Research and Forecasting (WRF) Model, and here they are made compatible with the immersed
boundary method (IBM). IBM is an alternative method for representing complex terrain that reduces nu-
merical errors over sloped terrain, thus extending the range of slopes that can be represented in WRF sim-
ulations. The implementation of topographic effects on radiation is validated by comparing land surface
ßuxes, as well as temperature and velocity Þelds, between idealized WRF simulations both with and without
IBM. Following validation, the topographic shading implementation is tested in a semirealistic simulation of
ßow over Granite Mountain, Utah, where topographic shading is known to affect downslope ßow develop-
ment in the evening. The horizontal grid spacing is 50 m and the vertical grid spacing is approximately 8Ð27 m
near the surface. Such a case would fail to run in WRF with its native terrain-following coordinates because
of large local slope values reaching up to 558. Good agreement is found between modeled surface energy
budget components and observations from the Mountain Terrain Atmospheric Modeling and Observations
(MATERHORN) program at a location on the east slope of Granite Mountain. In addition, the model
captures large spatiotemporal inhomogeneities in the surface sensible heat ßux that are important for the
development of thermally driven ßows over complex terrain.

1. Introduction

In mountainous terrain, the diurnal variations of the
surface sensible heat ßux can lead to thermally driven
upvalley or upslope ßow during the daytime and down-
valley or downslope ßow during the nighttime (Zardi and
Whiteman 2013). Topographic effects on radiation can
strongly inßuence these ßows by creating large spatio-
temporal inhomogeneities in the net radiation, and thus
in the surface energy budget. These effects include

topographic shading, where direct solar radiation is
blocked by surrounding topography, and slope effects
(also known as ÔÔself shadingÕÕ), where the local slope
angle modiÞes the incoming solar radiation based on the
angle of incidence of the direct solar beam at the surface
relative to the local slope.

Previous Þeld work has documented the inßuence of
topographic effects on the surface radiation and energy
budgets in mountainous terrain (Whiteman et al. 1989a,b;
Matzinger et al. 2003; Katurji et al. 2013). Some studies
have extended this work to examine how topographic
effects on the surface radiation and energy budgets in-
ßuence the development of both valley and slope ßows.
For example, Whiteman et al. (1989b) found that sign
reversals in the local surface sensible heat ßux corre-
sponded to reversals of both the slope and valley wind
systems. Several studies have focused speciÞcally on the
development of downslope ßows during the evening
transition, Þnding that downslope ßow development
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follows the shadow front. On east-facing slopes, the
downslope ßow transition has been found to follow the
shadow front down the slope (Papadopoulos and Helmis
1999; Lehner et al. 2015), while on west-facing slopes,
the downslope ßow transition may follow the shadow
front up the slope (Nadeau et al. 2013).

With this in mind, it is important to capture topo-
graphic effects on radiation in atmospheric models over
mountainous terrain. Perhaps the Þrst implementation
of a topographic shading algorithm in a major mesoscale
atmospheric model was done byColette et al. (2003) in
the Advanced Regional Prediction System (ARPS).
Since then, other models have included topographic
effects on radiation. These include the Þfth-generation
Pennsylvania State UniversityÐNational Center for At-
mospheric Research Mesoscale Model (MM5;Zängl 2005)
and the Weather Research and Forecasting (WRF) Model
(Skamarock et al. 2008), which is used in this study.
Although topographic shading improves the represen-
tation of surface ßuxes over sloped terrain, the terrain-
following vertical coordinate used by most mesoscale
atmospheric models becomes skewed over moderate
slopes, which can result in numerical errors (e.g.,Janjic«
1977; Mahrer 1984; Schär et al. 2002; Klemp et al. 2003;
Zängl 2002, 2003; Zängl et al. 2004). The severity of
these errors depends on both the steepness of the terrain
and the grid aspect ratio (the horizontal grid spacing
divided by the vertical grid spacing), as shown in Fig. 1 of
Daniels et al. (2016). This limitation restricts the use of
models such as WRF in regions of steep and/or complex
terrain where topographic effects on radiation are most
important.

The immersed boundary method (IBM), which uses a
nonconforming grid and represents the topography by
imposing boundary conditions along an immersed ter-
rain surface, provides an alternative to terrain-following
vertical coordinates. IBM reduces numerical errors re-
lated to the terrain slope, thus extending the range of
slopes that can be represented on the computational
grid. IBM was originally implemented into WRF (referred
to here as WRF-IBM), version 2.2, and coupled to a
subset of its atmospheric physics parameterizations by
Lundquist et al. (2010). Topographic effects on radiation
were not included in the standard WRF release until
version 3 (seehttp://www2.mmm.ucar.edu/wrf/users/
wrfv3/updates.html), so they were not coupled to IBM
or tested in the Lundquist et al. (2010) study.

Here, WRF-IBM (based on WRF, version 3.6.1) is
modiÞed to include topographic effects on radiation,
expanding on the implementation of Lundquist et al.
(2010). Changes to the model are validated by conÞrming
agreement in radiation and land surface ßuxes, as well as
temperature and velocity Þelds, between WRF-IBM and

standard WRF when the same initialization and forcing
conditions are applied. The validation is performed in a
domain with an idealized two-dimensional valley that is
forced by incoming solar radiation. The maximum valley
slope is relatively small (approximately 158) such that
WRF still performs well with terrain-following co-
ordinates. Thus, WRF-IBM and standard WRF results
are expected to agree in this case.

Following validation, the WRF-IBM implementation is
applied to a semirealistic simulation of Granite Mountain,
Utah, where topographic shading is known to affect
downslope ßow development in the evening (Fernando
et al. 2015; Lehner et al. 2015; Jensen et al. 2017). The
horizontal grid spacing in this case is 50m, and at this res-
olution, local terrain slopes reach roughly 558. This case
does not run in WRF when its native terrain-following co-
ordinates are used, so direct comparison to standard WRF
is not possible. To the knowledge of the authors, this is the
Þrst application of WRF using physics parameterizations to
model ßow over steep, nonidealized complex terrain at
such high resolution. This application effectively combines
the functionality of a traditional computational ßuid dy-
namics model for simulating ßow over complex geometries
with that of an atmospheric model for including detailed
parameterizations for atmospheric physics. The simulation
of thermally driven slope ßows on Granite Mountain thus
demonstrates the applicability of WRF-IBM to investigate
atmospheric ßows in complex terrain environments.

This work is part of an ongoing effort to enable mul-
tiscale simulations over complex terrain within the WRF
modeling framework. A major focus of this effort is the
use of IBM to overcome the slope limitations associated
with WRFÕs native terrain-following coordinate.Lundquist
et al. (2010) Þrst implemented a two-dimensional IBM in
WRF with a no-slip boundary condition and coupling to
the MM5 (Dudhia) shortwave radiation scheme, the
RRTM longwave radiation scheme, the MM5 surface
layer module, and the Noah land surface module [for
documentation of these schemes, seeSkamarock et al.
(2008), and references therein].

Additional WRF-IBM development projects have
included extending the method to three dimensions and
using WRFÕs Smagorinsky turbulence model (Lundquist
et al. 2012), as well as the implementation of a surface
momentum ßux parameterization based on logarithmic
similarity theory ( Bao et al. 2016, 2018). Because WRF-
IBM uses an alternate vertical grid that requires points
underneath the terrain, specialized routines must be de-
veloped for the IBM domain to receive lateral boundary
conditions from analysis data or to nest an IBM domain
within a WRF domain using terrain-following coordinates.
The capability to use an independent vertical grid on each
domain was implemented by Daniels et al. (2016) and
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Mirocha and Lundquist (2017), and efforts to nest domains
using IBM within those using terrain-following coordinates
are detailed in Wiersema et al. (2016, 2018). Studies by
other groups have also used the immersed boundary
method in WRF. For example, Ma and Liu (2017) dem-
onstrated neutral boundary layer ßow over Bolund Hill
using WRF at horizontal grid spacings of 1 and 2m.

A Þnal consideration impacting the integration of
WRF and IBM is the need for each WRF physics pa-
rameterization to be coupled to IBM separately and
subsequently validated. Given that the aforementioned
WRF-IBM projects are in various stages of develop-
ment, the present work is focused on extending the
original implementation of WRF-IBM in Lundquist
et al. (2010, 2012) to include topographic effects on
radiation. The roles of turbulence, regional or syn-
optic forcing, or other physical processes are there-
fore not investigated here, and are reserved for future
studies.

The computational cost of the present WRF-IBM
implementation is roughly a factor of 2 larger than that
of standard WRF for comparable cases such as the
idealized two-dimensional valley validation case. How-
ever, computational cost cannot be compared directly in
more complex terrain cases, such as Granite Mountain,
because standard WRF does not run. Much of this in-
crease in cost is a result of WRFÕs pressure-based ver-
tical coordinate system, for which the vertical levels
change every time step, thus requiring new interpolation
factors for variables at the immersed boundary. In a
code with a Þxed vertical grid, these factors would only
need to be calculated once. Decreasing the computa-
tional cost of WRF-IBM is a subject of future work.

2. Implementation

As of version 3, the standard WRF release in-
cludes topographic effects on radiation within the MM5

(Dudhia) shortwave radiation module. In this section,
the coupling of topographic effects on radiation to IBM
is described; all changes to WRF are made within ver-
sion 3.6.1, but are also applicable to future WRF re-
leases. The MM5 (Dudhia) shortwave radiation scheme
parameterizes topographic effects on incoming solar
radiation at the surface, accounting for both the local
slope angle in relation to the angle of the sun in the sky
and the location of surrounding terrain that may intercept
the solar radiation (see Fig. 1). During WRF execution,
the downward ßux of solar radiation (both direct and
diffuse components) at the surface is Þrst computed at
each horizontal grid location assuming ßat terrain (de-
noted here as SW0). Following Garnier and Ohmura
(1968)andZängl (2005), this value is then modiÞed based
on both the local terrain slope and shadowing due to
surrounding terrain with

SWadj 5

2

4D 1 (1 2 D)
cos(Zadj)

cos(Z0)

3

5SW0, (1)

where SWadj is the incoming solar radiation adjusted by
topographic effects,Zadj is the solar zenith angle relative
to a surface normal vector, Z0 is the solar zenith angle
assuming ßat terrain, andD is the fraction of SW0 that
is diffuse.

When the WRF namelist option ÔÔslope_radÕÕ is acti-
vated, the incoming solar radiation is corrected based on
the solar zenith angle relative to the local surface normal
vector. The slope correction increases the solar radia-
tion on surfaces whose slopes approach perpendicularity
with the incoming solar beam [cos(Zadj)/cos(Z0) . 1 in
Eq. (1)] and decreases it for slopes tilted away from the
incoming solar beam [cos(Zadj)/cos(Z0) , 1 in Eq. (1)].
Note that the slope correction is applied only to the di-
rect portion of the incoming solar radiation, hence the
factor (1 2 D) in Eq. (1).

FIG . 1. Example grid and topographic effects on radiation for (a) standard WRF and (b) WRF-IBM. The incoming solar radiation at
point A is increased by slope effects resulting from the nearly perpendicular angle of incidence of the radiation with respect to the
topography. The incoming solar radiation to the east of point B on the slope is blocked by the topography and is therefore shaded.
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When the namelist option ÔÔtopo_shadingÕÕ is acti-
vated, WRF searches within a radius ÔÔslp_distÕÕ (another
namelist option) around each grid point to determine if
any topography intersects a line drawn between the sun
and the given grid point. If so, a topographic shadow is
cast on that grid point (the WRF variable ÔÔshadowmaskÕÕ
is set to 1) and the direct component of the incom-
ing solar radiation is set to 0. Effectively, D is set to
1 in Eq. (1) such that SWadj includes only diffuse
radiation.

In standard WRF, the terrain height is used to deÞne
both the elevation of the surface terrain and the lower
extent of the computational domain. In WRF-IBM,
however, the elevation of the surface terrain is repre-
sented by an immersed boundary, while the lower extent
of the computational domain is beneath the immersed
boundary. Coupling WRFÕs algorithm for topographic
effects on radiation to IBM therefore involves changing
the relevant terrain height variable to that representing
the immersed boundary surface (seeFig. 1). The terrain
slope and solar zenith angleZadj must also be calculated
using the immersed boundary terrain.

It should be noted that the immersed boundary
method (including the implementation discussed here
and in other references) is not yet included in the standard
WRF release. However, in the process of implementing
topographic effects on radiation in WRF-IBM, an error
was discovered in the standard WRF implementation that
caused the diffuse component of solar radiation to be in-
correct when the terrain slope was zero. This error was
Þxed in the WRF code used here, and in the standard
WRF, version 3.7, release (seehttp://www2.mmm.ucar.
edu/wrf/users/wrfv3.7/updates-3.7.html).

3. Validation

The validation of land surface coupling in WRF-IBM
with topographic effects on radiation follows the ap-
proach of Lundquist et al. (2010), who originally vali-
dated land surface coupling without including topographic
effects. Radiation quantities, surface ßuxes, and tempera-
ture and velocity Þelds are compared between WRF-IBM
and standard WRF in a domain with an idealized two-
dimensional valley. This case was used previously in
Lundquist et al. (2010) and Schmidli et al. (2011), and was
chosen because it combines the use of atmospheric physics
parameterizations with an idealized terrain and atmo-
sphere, making the setup suitable for validation cases.
Although the results are not included herein, an additional
validation case with a three-dimensional Witch of Agnesi
hill was completed to conÞrm agreement in topographic
shadow location between WRF-IBM and standard WRF
for a variety of seasons and latitudeÐlongitude locations.

In validating land surface coupling, it is necessary to
turn on several atmospheric physics modules (in addi-
tion to the aforementioned shortwave radiation mod-
ule) that were originally implemented in WRF-IBM by
Lundquist et al. (2010), including the RRTM longwave
module, MM5 surface layer module, and Noah land
surface module. These routines required minor modiÞ-
cations to update the coupling to the immersed bound-
ary method from WRF version 2.2 (used in Lundquist
et al. 2010) to version 3.6.1 (used here). Validation of
their updated implementations is thus included in the
present study.

a. Model conÞguration

The idealized two-dimensional valley is deÞned by

h(x) 5

8
>>>>>>>>>>>>><

>>>>>>>>>>>>>:

0, jxj # Vx

hp

�
0:52 0:5 cos

�
p

jxj 2 Vx

Sx

��
, Vx , jxj , Vx 1 Sx

hp , Vx 1 Sx # jxj # Vx 1 Sx 1 Px

hp

�
0:52 0:5 cos

�
p

jxj 2 (Vx 1 Sx 1 Px)
Sx

��
, Vx 1 Sx 1 Px , jxj , Vx 1 2Sx 1 Px

0, jxj $ Vx 1 2Sx 1 Px

, (2)

where the peak heighthp 5 1:5 km, the valley ßoor half-
width Vx 5 0:5 km, the hill half-width Sx 5 9 km, and
the peak width Px 5 1 km. The WRF domain size
is (L x, L y, L z) 5 (60, 0:6, 10) km with (Nx, Ny, Nz) 5
(301, 3, 60) grid points, giving a horizontal grid spac-
ing of Dx 5 D y 5 200 m. The minimum vertical grid

spacing occurs at the hill peaks (Dzmin 5 95:6 m) and
the maximum occurs at the top of the domain
(Dzmax 5 307:6 m). In the WRF-IBM model, the bottom
of the domain is at z 5 2 200 m to allow for at least two
grid points below the terrain. Thus, the WRF-IBM do-
main has a size of (L x, L y, L z) 5 (60, 0:6, 10:2) km with
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(Nx, Ny, Nz) 5 (301, 3, 62) grid points. The horizontal
grid spacing is againDx 5 D y 5 200 m. The minimum
vertical grid spacing occurs at the bottom of the domain
(Dzmin 5 101:9 m) and the maximum occurs at the top
of the domain (Dzmax 5 307:2 m). A time step of 1 s is
used. Both models are initialized with a quiescent,
stably stratiÞed sounding where the potential temperature
u(z) 5 us 1 Gz 1 D u[1 2 exp(2bz)] with us 5 280 K, G 5
3:2 K km2 1, Du5 5 K, and b 5 0:002 m2 1. The sounding is
moist with a constant relative humidity of 40%.

The location of the valley is set to 368N, 08, and the
model is run between 0600 and 1800 UTC 21 March
2007. Certain land surface properties that are used as
inputs in WRFÕs radiation, land surface, and surface
layer models are also initialized following Lundquist
et al. (2010). These include spatially uniform values of
soil type (sandy loam), land use (savannah), and vege-
tation fraction (0.1). The initial soil temperature is equal
to the initial surface atmospheric temperature, and the
soil moisture is set to 0.0868 m3m2 3 (a 20% saturation
rate for sandy loam).

Lateral boundary conditions are periodic for all vari-
ables. At the immersed boundary, either Dirichlet or
Neumann boundary conditions can be used. Boundary
conditions at the immersed topography are set as in
Lundquist et al. (2010), where a Dirichlet bound-
ary condition is used for velocity and a Neumann
boundary condition is used for potential temperature
and moisture.

The bottom boundary condition for each velocity
component is no slip (i.e., u, y, w 5 0). In WRF, the
surface stresst s is usually set as a lower boundary con-
dition and is deÞned asjt sj 5 r u2

* , where r is the density
of air, and the friction velocity u* is calculated in the
surface layer module using MoninÐObukhov Similarity
Theory (MOST; Monin and Obukhov 1954). With a no-
slip boundary condition, the surface stresst s can instead
be calculated as

t s 5 2 rn t

u1

z1 2 zs

, (3)

wherent is the eddy viscosity and the subscript 1 denotes
the Þrst grid point above the immersed boundary surface
(zs). Surface stress parameterizations based on loga-
rithmic similarity theory have been combined with the
immersed boundary method and have shown improve-
ment over no-slip boundary conditions for meter-scale
grid spacing (e.g.,Ma and Liu 2017; Bao et al. 2018),
though they have only been applied to ßows with neutral
stability proÞles, which is not the case here. Addition-
ally, Bao et al. (2016) showed that at the coarser reso-
lutions used here, current IBM implementations based

on similarity theory perform similarly to those using a
no-slip condition, with reasons varying based on the
speciÞcs of the implementation. Thus, a no-slip bound-
ary is used in the present study to simplify validation as a
result of the strict enforcement of a Dirichlet condition.
A no-slip option was previously added to WRF for use
with terrain-following coordinates ( Lundquist et al.
2010), and is used here so that direct comparisons be-
tween the immersed boundary and terrain-following
simulations are possible.

The potential temperature and moisture boundary
conditions in WRF-IBM make use of the surface sensi-
ble heat ßuxQH and surface moisture ßuxQy calculated
by the Noah land surface and MM5 surface layer rou-
tines. A Neumann bottom boundary condition based on
the surface sensible heat ßuxQH is then applied to the
potential temperature u,

›u
› n

�
�
�
�
s

5
2 QH

ktcpr
, (4)

where n is the direction normal to the immersed
boundary surface,kt is the eddy diffusivity of heat, cp is
the speciÞc heat capacity of air at constant pressure, and
r is the air density. A similar bottom boundary condition
is applied to the moisture qy based on the surface
moisture ßux Qy,

› qy

› n

�
�
�
�
s

5
2 Qy

ktr qy

. (5)

The Noah land surface and MM5 surface layer routines
use MOST in the calculation of surface ßuxes and have
been modiÞed to use quantities (i.e., velocity, tempera-
ture, and moisture) at a uniform reference height above
the immersed boundary. Thus, while the friction velocity
u* is calculated and used to set surface ßuxes of heat and
moisture, it is not used to set surface momentum ßuxes
because of the performance issues mentioned above and
detailed in Bao et al. (2016).

In the validation cases, a constant eddy vis-
cosity nt 5 90 m2 s2 1 is used. The eddy diffusivity is
kt 5 nt/Prt, where the turbulent Prandtl number Prt 5 1/3,
the default condition in WRF. While the use of relatively
large, constant eddy viscosity and diffusivity values is not
applicable to realistic atmospheric ßows, it facilitates vali-
dation in the present study. The value of nt is chosen to
make the comparison of WRF-IBM and standard WRF
solutions more straightforward by damping out resolved
convective plumes that form at arbitrary locations when
smaller values of nt are used. Additionally, holding
kt constant in Eq. (4) helps to ensure that any differ-
ences in the temperature boundary condition between
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WRF-IBM and standard WRF are due to QH , which is
of primary interest here. Smaller eddy viscosity values
are used following validation (in section 4), when
turbulent ßow features are of interest and the model
grid is sufÞciently Þne to support resolved turbulence.

b. Model results

Over the course of the day, solar heating of the
valley topography leads to thermally driven ßow near
the surface (Fig. 2). Air ßows upslope on both sides of
each hill, and a buoyant plume of warm air rises at
each peak. Return ßow develops within the valley and
on the outside of each hill, completing the circulation.
Such ßow is typical of valley topography with surface
heating, and is similar to the ßow modeled inSchmidli
et al. (2011).

Because surface forcing ultimately drives the ßow in
the valley test case, the validation of land surface cou-
pling is Þrst focused on comparing the relevant surface
ßux quantities calculated by the radiation and surface
schemes in WRF-IBM and standard WRF. These
quantities include incoming longwave and shortwave
radiation, as well as surface sensible heat and moisture
ßuxes. Instantaneous across-valley plots of surface ßux
quantities (Fig. 3) show overall good agreement be-
tween WRF-IBM and standard WRF. Plots are shown at
three times (0900, 1200, and 1500 UTC) to demonstrate
the evolution of surface ßuxes over the course of the day,
and to highlight the importance of topographic effects.

Although the incoming longwave radiation values
(Fig. 3a) are nearly equal when the simulation is ini-
tialized, they diverge over time, leading to a maximum

instantaneous difference of 1.73 W m2 2 (0.61%) at the
end of the simulation (1800 UTC). This divergence is
caused by slight differences in atmospheric temperature
and moisture structure, which affect the absorption and
emission of incoming longwave radiation, between
WRF-IBM and standard WRF.

Very good agreement is found for the incoming
shortwave radiation (Fig. 3b). The maximum instan-
taneous difference between WRF-IBM and standard
WRF is 2 1.27 W m2 2 (2 1.20%) at 1745 UTC, when
the magnitude of shortwave radiation values is low. At
the time of peak shortwave radiation, 1200 UTC, the
maximum difference is similar, but the relative dif-
ference is reduced to 0.08%. As noted byLundquist
et al. (2010), the differences in radiation quantities
between WRF-IBM and standard WRF are quite
small relative to differences caused by elevation and/
or topographic effects. They are due in part to the
differences in the vertical grid, which affects the nu-
merical integration over a vertical column that is used
in the radiation schemes.

The surface sensible heat ßuxQH is of primary in-
terest because it controls thermally driven boundary
layer ßows through the temperature boundary condition
in Eq. (4). Instantaneous across-valley plots of the sur-
face sensible heat ßux (Fig. 3c) show good agreement
between WRF-IBM and standard WRF, with a maxi-
mum difference of 2.36 W m2 2 (1.22%) at 1100 UTC.
The maximum difference in the surface moisture ßux
(Fig. 3d) is 2 3:323 102 7 kg m2 2s2 1 at 1730 UTC. Be-
cause of the relatively low magnitude of the moisture
ßux at this time, the percent difference is relatively large

FIG . 2. Comparison of horizontal velocity u proÞles between WRF-IBM and standard WRF for the two-dimensional valley test case at
1200 UTC. The color scale shows the potential temperatureu Þeld from the WRF-IBM simulation.
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(2 19.4%). However, at 1100 UTC, when the sensible
heat ßux difference is at a maximum, the moisture ßux
difference is more in line with other differences,
2:523 102 8 kg m2 2 s2 1 (0.49%).

Having achieved good agreement in surface ßux
quantities between WRF-IBM and standard WRF, the
resulting temperature and ßow structure are compared
using time-averaged differences between WRF-IBM
and standard WRF, deÞned as

Df 5 f IBM 2 f WRF . (6)

The variable f is a placeholder for the potential tem-
perature u (Fig. 4a), the horizontal velocity u (Fig. 4b),
or the vertical velocity w (Fig. 4c), and the overbar
represents a time average over the entire simulation
(i.e., between 0600 and 1800 UTC). The WRF-IBM
solution f IBM is interpolated to the terrain-following
grid used in the standard WRF Model to allow for a
direct subtraction.

Differences between the WRF-IBM and standard
WRF simulations are concentrated at the surface, where
land surface forcing and the implementation of bound-
ary conditions affect the ßow. The potential tempera-
ture Þeld in WRF-IBM is slightly cooler near the
surface, with Dumin 5 2 0:072 K (Fig. 4a). The potential
temperature difference approaches 0 K aloft, with a

maximum difference of Dumax 5 0:010 K. Since the ßow
is thermally driven, differences in u lead to differences in
velocity, which are apparent primarily on the valley
slopes and at the valley peaks (Figs. 4b,c). The hori-
zontal velocity differences are Dumin 5 2 0:112 and
Dumax 5 0:118 m s2 1, while the vertical velocity differ-
ences areDwmin 5 2 0:091 andDwmax 5 0:032 m s2 1. The
largest vertical velocity differences occur at the valley
peaks because of an offset in the location of the buoyant
plume created by surface heating.

Some of the disagreement between WRF-IBM and
standard WRF shown inFig. 4 is due to the difference in
the grids used for each simulation. Because WRF bal-
ances the initial atmospheric pressure, temperature, and
moisture proÞles onto the model grid, grid differences
prevent the initial proÞles from being identical, and these
differences persist throughout the simulations. Despite
minor disagreements, the same overall ßow structure
occurs in both models, as demonstrated inFig. 2.
The temperature and velocity differences between
WRF-IBM and standard WRF in this study are also
similar in magnitude to those reported by Lundquist
et al. (2010) for the same case without topographic ef-
fects on radiation included. Their minimum/maximum
differences [also calculated using Eq.(6)] were Dumin 5
2 0:023 K,Dumax 5 0:099 K,Dumin 5 D umax 5 6 0:254 ms2 1,
Dwmin 5 2 0:068 ms2 1, and Dwmax 5 0:133 ms2 1. Thus,

FIG . 3. Instantaneous (a) incoming longwave radiation, (b) incoming shortwave radiation, (c) surface sensible heat ßux, and (d) surface
moisture ßux as functions of x at 0900, 1200, and 1500 UTC for the idealized two-dimensional valley test case using WRF-IBM and
standard WRF. In (b)Ð(d) WRF-IBM results are shown both with and without topographic effects on radiation.

OCTOBER 2018 A R T H U R E T A L . 3283

�8�Q�D�X�W�K�H�Q�W�L�F�D�W�H�G���_���'�R�Z�Q�O�R�D�G�H�G���������������������������������3�0���8�7�&



WRF-IBM performs well in comparison to standard
WRF for the idealized valley case both with and without
topographic effects on radiation.

4. Application to realistic complex terrain

Following the successful implementation and valida-
tion of topographic effects on radiation in WRF-IBM,

the model is applied to a real complex terrain environment.
The chosen site is Granite Mountain, a relatively
isolated desert mountain in Utah that experiences
thermally driven downslope ßows during the evening.
These ßows were a focus of the Mountain Terrain Atmo-
spheric Modeling and Observations (MATERHORN)
program and are strongly affected by topographic
shading (Fernando et al. 2015; Lehner et al. 2015;

FIG . 4. Time-averaged differences in (a) potential temperatureDu, (b) horizontal velocity Du, and (c) vertical velocity Dw between
WRF-IBM and standard WRF for the idealized two-dimensional valley test case. Note that Df 5 f IBM 2 f WRF as deÞned in Eq.(6).
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Jensen et al. 2017). Because of errors associated with
terrain-following vertical coordinates in regions of steep
slopes and WRFÕs choice of numerical schemes, it is not
possible to model Granite Mountain at high resolution (less
than roughly 100 m) in standard WRF without modiÞ-
cations to account for steep terrain. With the 50-m
horizontal grid spacing used here, local slope values
can be as large as 558.

a. Model conÞguration

Granite Mountain is model ed using the nested ideal
WRF setup shown in Fig. 5a. The inner domain (d02)
covers the topography of interest, as shown inFig. 5b. It is a
15 3 15km2 grid with ( Nx, Ny) 5 (300, 300) points, re-
sulting in a horizontal grid spacing of Dx 5 D y 5 50 m.
The outer domain includes only ßat terrain located at
an elevation of 1300m MSL and is 453 45km2 with

FIG . 5. (a) The full WRF-IBM domain used to study Granite Mountain, including both the outer (d01) and inner (d02)
domains. (b) A zoomed-in view of the inner domain (d02), including the location of MATERHORN tower ES5, the location
of surface ßux measurements shown inFig. 8. In (b), the box indicates the region shown inFig. 9. (c) Land-use and (d) soil-
type data included in the inner nest of the WRF-IBM domain, based on the USGS classiÞcation system. The topography of
Granite Mountain is shown by black contour lines between z 5 1400 andz 5 2000 m MSL with an interval of 200 m.
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Dx 5 D y 5 150 m (a grid nest ratio of 3) and periodic
horizontal boundary conditions. Both the inner and outer
domains are 4 km in height with Nz 5 100 grid points.
Exponential grid stretching is employed such that the
vertical grid spacing Dz ’ 82 27 m near the immersed
boundary surface andDz ’ 70 m near the top of the do-
main. Rayleigh damping is employed within the top 500m
of both domains. The time step isDt 5 0:27 s on the inner
domain and Dt 5 0:8 s on the outer domain. Note that
the nested setup is employed to prevent lateral bound-
ary effects from reaching the area of interest in this ide-
alized conÞguration, however, analysis is focused on the
inner domain.

Realistic land surface data around Granite Mountain
are used in the model setup. For the inner domain, the
topography of Granite Mountain is read from 1/3-arc-s
(approximately 10 m) data from the U.S. Geological
Survey (USGS) National Elevation Dataset. Realistic
land-use and soil-type data are also included on the in-
ner domain, as shown inFigs. 5c and 5d. Land-use data
are read from a 1-arc-s (approximately 30 m) resolution
dataset created for 4DWX (Liu et al. 2008), an opera-
tional model used at Dugway Proving Ground, where
Granite Mountain is located. Soil-type data are read

from the 30-arc-s (approximately 1 km) resolution State
Soil Geographic (STATSGO)/Food and Agriculture
Organization (FAO) dataset, which is standard in WRF
and is also used in 4DWX. For the outer domain, a
constant land use of ÔÔshrublandÕÕ and a constant soil
type of ÔÔsilt loamÕÕ are used.

The model is initialized using a single input sounding
that contains potential temperature u, vapor mixing ratio
qy, and horizontal velocity (u, y) as a function of height
and is applied to every xÐy point in both domains.
The potential temperature and vapor mixing ratio Þelds
are initialized from radiosonde data collected during
MATERHORN Spring IOP 4 ( Fig. 6). The radiosonde
launch site was approximately 15km west of Granite
Mountain [the ÔÔPlayaÕÕ site inFernando et al. (2015),
see Fig. 3 therein], where the conditions are generally
representative of the regional conditions surrounding
Granite Mountain. To allow for adequate model spinup
before sunset, the simulation is initialized at 1320
mountain standard time (MST: UTC 2 7 h) based on
radiosonde data from 1318 MST. Both domains are ini-
tialized at the same time. The initial horizontal velocity is
set to zero in the model such that the atmosphere is qui-
escent before thermally driven ßows develop.

FIG . 6. (a) Potential temperature u and (b) vapor mixing ratio qy from a radiosonde launched at the Playa site near
Granite Mountain during MATERHORN Spring IOP 4.
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