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ABSTRACT

The initiation of new convection at night in the Great Plains contributes to a nocturnal maximum in precipitation and produces localized heavy rainfall and severe weather hazards in the region. Although previous work has evaluated numerical model forecasts and data assimilation (DA) impacts for convection initiation (CI), most previous studies focused only on convection that initiates during the afternoon and not explicitly on nocturnal thunderstorms. In this study, we investigate the impact of assimilating in situ and radar observations for a nocturnal CI event on 25 June 2013 using an ensemble-based DA and forecast system. Results in this study show that a successful CI forecast resulted only when assimilating conventional in situ observations on the inner, convection-allowing domain. Assimilating in situ observations strengthened preexisting convection in southwestern Kansas by enhancing buoyancy and locally strengthening low-level convergence. The enhanced convection produced a cold pool that, together with increased convergence along the northwestern low-level jet (LLJ) terminus near the region of CI, was an important mechanism for lifting parcels to their level of free convection. Gravity waves were also produced atop the cold pool that provided further elevated ascent. Assimilating radar observations further improved the forecast by suppressing spurious convection and reducing the number of ensemble members that produced CI along a spurious outflow boundary. The fact that the successful CI forecasts resulted only when the in situ observations were assimilated suggests that accurately capturing the preconvective environment and specific mesoscale features is especially important for nocturnal CI forecasts.

1. Introduction

Warm season precipitation forecasting remains a difficult problem, as forecast accuracy is consistently higher in the cool season than in the summer (Fritsch and Carbone 2004). Forecasting warm season precipitation at night provides additional challenges, as forecasts of nocturnal convective storms in the United States are less accurate than forecasts of daytime storms (Davis et al. 2003). Additionally, nocturnal convection produces many flash flooding events (Maddox et al. 1979) that often result in more deaths in the United States per year than any other severe weather-related hazard (NOAA 2004). Considering the well-documented nocturnal maximum in precipitation in the Great Plains of the United States (Wallace 1975; Surcel et al. 2010), improving forecasts of nocturnal convection during the summer is crucial.

Previous studies have related the nocturnal precipitation maximum to the eastward movement of mesoscale convective systems (MCSs) that initiate over higher terrain to the west during the afternoon (Carbone et al. 2002;
Carbone and Tuttle 2008; Parker and Ahijevych 2007; Keenan and Carbone 2008). However, new storms often initiate at night that contribute to the nocturnal precipitation maximum (Bodine and Rasmussen 2017; Reif and Bluestein 2017). Though the various physical mechanisms responsible for generating convection during the afternoon have been studied in detail (e.g., Wilson and Schreiber 1986; Moncrieff and Liu 1999; Weckwerth and Parsons 2006; Wilson and Roberts 2006; French and Parker 2008), the exact processes responsible for convection initiation (CI) at night are less clear. Determining the processes that lead to nocturnal CI provides a unique challenge, as the various mechanisms responsible often interact and occur at different scales (Carbone and Tuttle 2008). The hypothesized mechanisms for both sustaining MCSs at night and initiating new convection include potential vorticity (PV) anomalies in the lee of the Rocky Mountains (Carbone et al. 2002; Li and Smith 2010), convective feedbacks such as gravity waves and bores (Carbone et al. 2002; Marsham et al. 2011), and the Great Plains low-level jet (LLJ; Pitchford and London 1962; Trier and Parsons 1993; Higgins et al. 1997). The LLJ is a particularly important phenomenon that provides a source of buoyancy (Trier and Parsons 1993; Helfand and Schubert 1995; Higgins et al. 1997) and forcing (Pitchford and London 1962; Trier and Parsons 1993; Augustine and Caracena 1994) for nocturnal convection. The exact mechanisms can be highly case dependent, and it is also likely that the above mechanisms are interrelated.

Additionally, nocturnal CI tends to be elevated, wherein the parcels that reach their level of free convection (LFC) originate above the boundary layer (Glickman 2000). As the source air for convection that develops above the planetary boundary layer (PBL) is not always clear, forecasting elevated convection using a proximity sounding can lead to operational difficulties (Corfidi et al. 2008). Elevated convection nevertheless produces all types of severe weather hazards, including severe wind, hail, tornadoes, and flash flooding (Rochette and Moore 1996; Horgan et al. 2007).

Numerical weather prediction (NWP) models often struggle with accurately predicting CI even during the afternoon (e.g., Wilson and Roberts 2006; Xue and Martin 2006; Kain et al. 2013). Small variations in the storm-scale or mesoscale environments produce significantly different results regarding timing, location, and structure of new convective development (Fabry 2006; Martin and Xue 2006). Kain et al. (2013) found that convection-allowing models provide some skill in predicting both the timing and location of diurnal CI, even though many convective processes occur at a subgrid scale. Johnson and Wang (2017) and Johnson et al. (2017) were among the first to systematically study the design of a convection-allowing ensemble data assimilation (DA) and forecast system for nocturnal convection. They performed real-time numerical predictions for nocturnal convection during the Plains Elevated Convection at Night (PECAN) experiment and found that their ensemble forecasts initialized at 1200 UTC were nearly unbiased regarding the timing of nocturnal CI.

The assimilation of synoptic- and mesoscale observations can improve the analyses of convergent boundaries, as well as the thermodynamic and kinematic environments in which storms form. Childs et al. (2006) showed improved CI forecasts by assimilating surface observations that induced convergent boundaries through enhanced surface heat fluxes. More recently, Sobash and Stensrud (2015) found positive results by using an ensemble Kalman filter (EnKF) to assimilate mesonet and conventional surface observations. Forecast improvements were found to have resulted from a better analysis of moisture within the PBL. Additionally, the assimilation of radar observations (radar reflectivity factor and radial velocity) has shown large impacts toward improving forecasts of severe convection by both suppressing spurious convection (e.g., Tong and Xue 2005; Aksoy et al. 2009; Yussouf and Stensrud 2010) and directly placing convection in the model instead of having to spin up preexisting storms (e.g., Johnson et al. 2015; Jones et al. 2015; Yussouf et al. 2015; Wang and Wang 2017). Only a few published DA studies have specifically studied the impact of assimilating radar observations on CI forecasts. For example, Thompson (2014) found improvements in cold pool forecasts after using radar data to better confine preexisting storms. The improved cold pool forecast was shown to be an important mechanism for generating afternoon convection.

The abovementioned DA impact studies focused primarily on convection that initiated during the daytime instead of at night. However, as both the thermodynamic environments and dynamic forcing mechanisms responsible for producing convection are fundamentally different after sunset, the impacts of storm-scale DA cannot be assumed to be the same between day and night. This study presents a novel analysis of the impacts that assimilating in situ, as well as radar, observations have on forecasts of an elevated, nocturnal CI event. On 24 June 2013, a late afternoon MCS initiated off a dryline in southwestern Kansas before dissipating in the early evening hours of 25 June (Fig. 1). Operational forecasts for the area predicted that storm chances would diminish rapidly by sunset due to the loss of daytime heating. However, isolated convection initi-
MCS that produced both severe wind and large hail. This study applies an advanced, multiscale DA system (Johnson et al. 2015) to the nocturnal CI case on 25 June 2013 to evaluate the impact of assimilating radar and in situ observations on the prediction of nocturnal CI. After presenting an overview of the analysis and forecast differences between experiments with each observation type assimilated, the mechanisms responsible for producing CI are diagnosed to better relate the observation impacts specifically to the CI process.

Section 2 contains an overview of the 25 June 2013 event, whereas the model and DA system configuration and experimental design are described in section 3. Section 4 focuses on the observation impacts on the analyses and CI forecasts. Observation impacts on the hypothesized CI mechanisms are presented in section 5. Finally, a summary and discussion of future work are contained in section 6.

2. Observational overview of 25 June 2013 CI event

This study focuses on a cluster of isolated, nocturnal convection that initiated in northwestern Kansas (Fig. 1e) in an environment with a stable boundary layer. Prior to CI, an upper-level short wave moved from the northern Pacific coast to the Rocky Mountains. As the perturbation moved over the Rockies, deep southwestern flow increased, and a lee trough developed near the surface. A dryline associated with a surface low in southeastern Wyoming extended southward and bulged into northwestern Kansas. Surface-based convection formed off the dryline at 2100 UTC in southwestern Kansas (Fig. 1a) prior to the nocturnal CI of interest. The convection grew upscale into a small MCS, possessing a squall-line-like structure at 2300 UTC before slowly dying out by 0500 UTC (Figs. 1b–g). The dryline began to retreat westward after 0100 UTC.

Operational forecasts from the National Weather Service (NWS) and Storm Prediction Center (SPC) predicted that storms would be unlikely to develop overnight due to a stabilizing boundary layer and the cold pool from previous convection spreading northward (NOAA 2013). However, convection formed shortly after the cold pool passage, with storms forming in northwestern Kansas by 0230 UTC (yellow circle in Fig. 1e), approximately 30 min after sunset. This initiation episode will be the focus of this study. The cells were originally isolated but began to merge into a mesoscale system by 0500 UTC (Fig. 1g) that produced severe hail and wind in northern Kansas. The town of Ottawa in eastern Kansas also received 1.5 in. (3.8 cm) of rain in 30 min during the later stages of the MCS (Fig. 1h). More storms initiated along both the northern and southern ends of a northwest–southeast-oriented convective line that finally fell apart in the early morning hours.

An objective analysis of MesoWest surface observations (Horel et al. 2002) reveals a cold pool in southwestern Kansas at 0100 UTC (denoted by thick black contour in Figs. 1c,d) that progressed through the region of CI by 0200 UTC (Fig. 1d). The surface temperature at Hays, Kansas (yellow star in Fig. 1d), decreased from 35°C at 0020 UTC to 29°C at 0140 UTC 25 June, likely indicating the passage of an outflow boundary. However, few observations, other than conventional surface stations and the 0000 UTC upper-air soundings, were available to analyze the cause of the CI in northwestern Kansas. As the mechanisms responsible for initiating convection at night often go unobserved, NWP models provide a proxy for exploring specific features that are likely important. This study thus uses modeling results to hypothesize the mechanisms that may have been responsible for generating nocturnal CI for this case.

3. Methods

a. Model configuration

All simulations presented utilize the Advanced Research core, version 3.6.1, of the Weather Research and Forecasting (WRF-ARW; Skamarock et al. 2008) Model. An outer domain is configured at the beginning of the simulation by downscaling the operational National Centers for Environmental Prediction (NCEP) Global Forecast System (GFS) analysis to a WRF domain at 0000 UTC 24 June. The outer, 12-km domain spans most of the continental United States (CONUS) (Fig. 2a; 3912 km × 3108 km) and consists of 50 eta levels. These vertical grid levels are stretched, with the tightest spacing occurring near the surface up to 2.5 km AGL and then gradually spreading above until the model top at 50 hPa (Fig. 2b). To generate 40 ensemble members, random Gaussian perturbations with zero mean are added to the GFS analysis of temperature (σ = 0.6 K), water vapor mixing ratio (σ = 0.9 g kg⁻¹), horizontal wind (σ = 1.9 m s⁻¹), and pressure (σ = 0.3 hPa) following Torn et al. (2006) and Wang et al. (2008). GFS forecasts are similarly perturbed to provide lateral boundary conditions (LBCs) for the outer domain. After DA on the outer domain is finished (detailed in the next section), an inner, convection-allowing domain with 4-km grid spacing that spans the central Great Plains (inner box in Fig. 2a; 1384 km × 1108 km) is initialized within the outer domain. Two-way nesting is used in which forecasts from the inner domain also update the outer domain.
Fixed physical parameterization schemes are used for all 40 members during both the DA and forecast periods. The schemes include the Mellor–Yamada–Nakanishi–Niino (MYNN; Nakanishi and Niino 2006) PBL scheme and both the WRF single-moment 6-class (WSM6; Hong and Lim 2006) and Lin et al. (1983) microphysical schemes. Coniglio et al. (2013) found that although many PBL schemes perform similarly in the morning, the 1.5-order local closure MYNN scheme is nearly unbiased for evening profiles of temperature and moisture. WSM6 is utilized only during the DA cycles to be consistent with the observation operator for
reflectivity (Johnson et al. 2015; Wang and Wang 2017). The Lin et al. (1983) microphysical scheme was chosen for the forecast period due to its ability to produce CI with a similar orientation and shape to that which was observed. French and Parker (2008) successfully used the Lin scheme to simulate the initiation of both supercells and an MCS in WRF. The Lin scheme has also been shown to perform well for other convective modes (e.g., Nasrollahi et al. 2012). Additional sensitivity studies were conducted using various microphysical and PBL parameterization schemes; all schemes produced CI at similar locations and times. The Noah land surface model (Ek et al. 2003), Rapid Radiative Transfer Model for general circulation models (longwave radiation; Iacono et al. 2008), Goddard shortwave radiation (Tao et al. 2003), and Grell–Freitas (Grell and Freitas 2014) cumulus parameterization schemes are also employed. Cumulus parameterization is turned off on the inner-domain simulations.

b. Data assimilation system configuration

The EnKF method for DA samples from ensemble forecasts to provide a flow-dependent estimate of the background error covariances (Houtekamer and Zhang 2016). An operational version of a Gridpoint Statistical Interpolation (GSI)-based hybrid EnKF–Var system is currently in use at NCEP for global forecasts (Wang et al. 2013; Wang and Lei 2014; Mahajan et al. 2017). The operational system was recently extended to assimilate reflectivity and radial velocity observations in Johnson et al. (2015) and Wang and Wang (2017). This study builds on the EnKF component of the extended system to assimilate multiscale observations, including radar and conventional in situ data, in order to understand the impact of such observations on the prediction of nocturnal CI. This study also utilizes the ensemble square root filter (EnSRF) algorithm described in Whitaker and Hamill (2002).

The data utilized include conventional in situ and radar observations. The in situ dataset contains rawinsondes, surface METAR and mesonets, in situ aircraft, NOAA wind profilers, and ship and buoy observations obtained from the North American Mesoscale Forecast System Data Assimilation System (NDAS) at the NOAA Operational Model Archive and Distribution System (NOMADS; Rutledge et al. 2006; Rogers et al. 2009). Multiple passes of quality control are performed on the dataset at NCEP, and additional gross error checks occur within GSI. The radar observations (radar reflectivity factor and radial velocity) are NEXRAD level 2 data obtained from the National Centers for Environmental Information (NCEI). The location of the WSR-88Ds that are used can be seen by the circles in Fig. 2a. We note that the KDDC radar in southwestern Kansas was offline until 0115 UTC 25 June. Thus, only three cycles of DA include data from KDDC.
being assimilated, all radar data are preprocessed through the Warning Decision Support System–Integrated Information (WDSS-II; Lakshmanan et al. 2007) software package, where velocity data are dealiased and nonmeteorological echoes are removed. Reflectivity observations less than 5 dBZ are set to $-35$ dBZ within GSI to help suppress spurious convection during the DA cycles and to be consistent with the minimum reflectivity allowed in WRF. The reflectivity observation operator associated with WSM6 follows Johnson et al. (2015; 2017), and the error of radar reflectivity and radial velocity observations are set to 5 dBZ and 2 m s$^{-1}$, respectively, following Johnson et al. (2015) and Yussouf et al. (2015).

Covariance localization uses the Gaspari and Cohn (1999) function to treat the problem of sampling errors during the estimation of ensemble covariances. A unique cutoff radius, which is vertically stretched, is set for each observation type in both the horizontal and vertical (Johnson et al. 2015). For the conventional in situ observations assimilated on the outer domain, the horizontal localization cutoff radius is set to 700 km and increased to 1050 km at the model top (Pan et al. 2014; Johnson et al. 2015). The vertical localization is set to 0.275 scale height units (natural log of pressure) and increased to 0.55 at the model top for temperature and moisture. The vertical localization is increased from 0.55 to 1.1 scale height units for wind. On the inner domain, constant correlation length scales of 20 km in the horizontal and 1.1 scale height units in the vertical are used for the assimilation of both radial velocity and reflectivity. When assimilating surface mesonet observations, Sobash and Stensrud (2015) found that increasing the correlation cutoff radius to 240 km for storm-scale predictions improved the model fit to observations but diminished the skill in CI forecasts. For in situ observations assimilated on the inner domain (mostly surface observations), the correlation length scale in the horizontal is increased to 200 km.

To treat errors associated with the misrepresentation of background errors, inflation methods of both a constant 15% (multiplicative; Whitaker and Hamill 2012) and a relaxation to prior spread of 95% (Whitaker and Hamill 2012) are applied to the ensemble during every DA cycle. The constant inflation parameters smoothly decrease to $-3$% at the model top to avoid overdispersion (Zhu et al. 2013; Johnson et al. 2015). Finally, to maintain ensemble spread and quickly introduce observed storms into the inner-domain analyses, random Gaussian noise with zero mean is added during each cycle and to every grid point for temperature ($\sigma = 0.5$ K), dewpoint temperature ($\sigma = 0.5$ K), and horizontal winds ($\sigma = 0.5$ m s$^{-1}$), following Dowell and Wicker (2009) and Wang and Wang (2017).

c. Experimental design

The simulations described in this study are multiscale, in that observations are separately assimilated on each domain to improve analyses of features resolved at their respective scales. DA on the outer, mesoscale domain acts to improve larger-scale features, such as a PV anomaly in the lee of the Rockies, whereas DA on the inner domain acts to improve convective-scale features. On the inner domain, assimilating in situ observations aids in nocturnal CI forecasts by improving convective-scale areas of instability and elevated convergence zones related to the LLJ. The assimilation of radar observations is designed to aid in analyzing ongoing convection.

We design separate DA experiments to isolate the importance of each observation type (in situ and radar) on the subsequent forecast (Table 1). To best estimate the synoptic environment, conventional in situ data are assimilated on the outer domain for each experiment from 0000 UTC 24 June until 0000 UTC 25 June, when a large number of synoptic-scale observations are available. The inner domain is then initialized at 0000 UTC 25 June, following the flowchart in Fig. 3. In the outerDA experiment, no data are assimilated on the inner domain, and the forecasts are downscaled directly from the outer-domain analysis at 0000 UTC 25 June. For the other experiments, the radar and in situ observations are assimilated at different cycling intervals to best represent the error growth time scales for each observation type. Sobash and Stensrud (2015) found little improvement in a CI forecast when extending their convective-scale assimilation of mesonet observation beyond 1 h. Thus, in convDA, in situ observations are assimilated on the inner domain for three cycles of 30-min intervals out to 0130 UTC 25 June. In radarDA, only radar data are assimilated on the inner domain for

---

**Table 1. Summary of observation assimilation experiments on the inner domain.**

<table>
<thead>
<tr>
<th>DA Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>outerDA</td>
<td>No observations assimilated on the inner domain</td>
</tr>
<tr>
<td>convDA</td>
<td>Conventional in situ observations assimilated for three cycles (every 30 min)</td>
</tr>
<tr>
<td>radarDA</td>
<td>Radar observations assimilated for 18 cycles (every 5 min)</td>
</tr>
<tr>
<td>allDA</td>
<td>Both conventional in situ (three cycles; every 30 min) and radar (18 cycles; every 5 min) observations assimilated</td>
</tr>
</tbody>
</table>
18 cycles at 5-min intervals. Last, both conventional in situ and radar observations are assimilated in allDA on the inner domain with the same cycling patterns described above (Fig. 3). Although no data are assimilated on the outer domain once the inner domain is initialized, information is spread upscale through two-way nesting. Last, to save computational resources, only the first 20 analyses of the 40-member DA ensemble are used to initialize forecasts for each experiment.

4. Observation impacts on analyses and CI forecasts

a. Impact of observations on analyses

We first examine the impact of each observation type on the final EnKF analyses ending at 0130 UTC 25 June, 1 h prior to the observed CI event. The root-mean-square difference (RMSD) is calculated within the observation space to evaluate the model fit to observations. For a given ensemble mean difference of

\[ d = y^o - H(x^b) \text{ or } y^o - H(x^a), \]

the RMSD is calculated as

\[ \text{RMSD} = \sqrt{\langle d^2 \rangle}, \]

where \( y^o \) is the observation vector, and \( H(x^b) \) or \( H(x^a) \) are the background or analysis vectors in observation space, respectively. Brackets indicate an average over all observations, whereas an overbar represents an ensemble mean.

Figure 4 shows RMSD and for the inner-domain variables of temperature, water vapor mixing ratio, and wind speed averaged horizontally and vertically over the inner domain. Note that the RMSD between the analysis and the observations assimilated is only a measure of the fit to observations and is not an assessment of the analysis accuracy. Therefore, the following discussion only focuses on the background RMSD, which is evaluated over independent observations. Assimilating in situ observations on the inner domain

![Flowchart for the allDA experiment. The green arrows indicate analyses when conventional in situ observations are assimilated, and the orange lines indicate analyses when radar observations are assimilated. The top line is for the outer, 12-km domain, and the bottom line is for the inner, 4-km domain.](image)
(convDA and allDA) yields large improvements for thermodynamic variables. The first-guess temperature RMSD after 90 min of cycling decreases from 3.2 K in outerDA and radarDA to 2.3 K in convDA and allDA (Fig. 4a). Although the RMSD improvements for water vapor mixing ratio are smaller, the addition of in situ observations still provides an improved fit (Fig. 4b). Assimilating in situ observations also improves the model fit to wind observations, though the RMSD among all experiments is similar after a 30-min forecast (Fig. 4c). Furthermore, no discernable differences exist between the outerDA and radarDA RMSD values, indicating that the radar observations have little impact on the update of thermodynamic or kinematic variables.

Since most observations in the in situ dataset are surface observations, most of the positive impact from assimilating those observations is expected closer to the ground. We examine the impacts of assimilating in situ observations on the surface moisture and temperature analyses through a comparison of a short-term forecast (30 min) to independent observations at 0200 UTC (Fig. 5). Only radarDA and allDA are shown to isolate the impact of assimilating in situ observations. The surface temperature forecast for radarDA is colder than the observations throughout most of Kansas, and the differences are largest to the east (Fig. 5a). Conversely, surface temperatures within a cold pool produced by convection in southwestern Kansas, and near the region of CI, are too warm in radarDA (Fig. 5a). Although cold errors still exist in allDA, surface temperatures are warmed by 1°–2°C throughout much of eastern Kansas (Fig. 5c). Additionally, the northern expansion of the cold pool is improved in allDA. Assimilating in situ observations warms the surface just north of the cold pool in northwestern Kansas to more closely match the temperature gradient seen in the surface observations (Fig. 5c). Overall, the temperature RMSD at 0200 UTC is reduced from 2.4°C in radarDA to 1.9°C in allDA.

Similar improvements can be seen in the dewpoint temperature near the surface (Figs. 5b,d). When the in situ data are assimilated, dry errors near the expansive cold pool in radarDA are generally reduced (moistened; black circles in Figs. 5b,d), and the bulging dryline further extends into northern Kansas (red circles in Figs. 5b,d). Dry errors in northeastern Kansas are also improved when assimilating in situ observations. The local-scale improvements in the cold pool and dryline structures likely contribute to the decrease in the dewpoint temperature RMSD at 0200 UTC for allDA.
(4.5°C) when compared to radarDA (4.8°C). Without assimilating conventional in situ observations on the inner, 4-km domain, the model cannot precisely resolve the shape and orientation of such boundaries.

Since the LLJ is known to be an important mechanism for initiating and sustaining nocturnal convection, we also examine the impacts of observations on the low-level wind field (Fig. 6). Without any data assimilated on the mesoscale domain, or with only radar data assimilated, wind speeds of 35–45 kt (1 kt = 0.5144 m s⁻¹) are present across the western half of Kansas at 800 hPa, and mass convergence is confined to only the dryline region. Assimilating in situ observations locally weakens the wind speeds to below 25 kt in many locations across Kansas. These regions of weaker wind speeds in convDA and allDA introduce convergence regions in southwestern Kansas (red circles in Figs. 6b,d) that are not present in outerDA or radarDA. Note that due to the smoothing effect of ensemble averaging, the convergence shown in Fig. 6 is for a single ensemble member rather than an ensemble mean.

Last, as the largest impacts from radar observations likely exist near ongoing convection, we examine the thermodynamic impacts from both observation types in southwestern Kansas (Fig. 7a; location of sounding marked by a star in Fig. 6). By weakening the ongoing convection in southwestern Kansas and reducing the amount of latent heat release, the assimilation of radar observations cools the midtroposphere and contributes to surface warming through a weaker cold pool. Radar observations also moisten the near-surface layer by approximately 1°C. Although assimilating in situ observations has an opposite thermal impact at midlevels (warming), the convDA experiment shows increased moisture in the low levels and greatly reduced CIN for parcels originating below 750 hPa (Table 2). As mentioned previously, assimilating in situ observations improves the model fit to surface observations by warming and moistening the surface in southwestern Kansas. We hypothesize that the low-level moistening in southwestern Kansas introduced by in situ observations is related to positive ensemble correlations between the near-surface thermodynamic fields and the PBL moisture profile. However, the low-level moistening is weaker when assimilating both observation types. When both radar and in situ observations are assimilated together (allDA), the result is a profile with most unstable CAPE increased by nearly 1700 J kg⁻¹ due to the
midlevel cooling and additional moistening at the surface, but with slightly higher CIN than convDA due to compounding surface warming (Table 2).

b. Impact of analysis differences on CI forecasts

To investigate reflectivity analyses and to determine which experiments produced CI, we subjectively analyze forecast differences using raw ensemble probabilities calculated with a 12-km neighborhood (Fig. 8), following Eq. (3) from Schwartz and Sobash (2017). Without assimilating radar observations, the preexisting convective cell in southwestern Kansas is analyzed with a western bias (Figs. 8a,e). Additionally, spurious convection forms along the bulging dryline in southwestern Nebraska in outerDA and convDA and persists for many hours. When assimilating radar
observations, the radarDA and allDA ensembles produce high probabilities of reflectivity greater than 30 dBZ for the cell in southwestern Kansas, and the storm is well analyzed (Figs. 8i,m). The spurious echoes in Nebraska are also removed from the final analyses, and later probabilities of convective development in the region are reduced in radarDA and allDA. Overall, the analyses with radar observations assimilated (Figs. 8i,m) closely match the observed 30-dBZ echoes (black contours in Fig. 8). Although radar observations do not provide large improvements in the thermodynamic conditions, the assimilation of reflectivity data better analyzes the location of preexisting convection at 0130 UTC. Only the weaker cells in eastern Kansas (Figs. 1c,d) are missing from the radarDA and allDA analyses, as those echoes were likely too small to be correctly assimilated into the 4-km model.

By 0300 UTC (Figs. 8b,f,j,n), none of the experiments produce CI at its observed time in northwestern Kansas. Additionally, the analyzed cell in southwestern Kansas dissipates in radarDA and allDA, whereas the observed storm continues (Figs. 8j,n). Shortly after the analysis, widespread convection reforms just 50 km west of the dissipating cell in allDA (Fig. 8n). Preexisting reflectivity echoes are also enhanced in southwestern Kansas shortly after the analysis in convDA (Fig. 8f). The dissipation and subsequent reformation of the cell in allDA represents a spinup problem in which the radar observations aid in directly placing the storm into the model, but the simulation requires some adjustment.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Lifted parcel level (hPa)</th>
<th>Most unstable CAPE (J kg⁻¹)</th>
<th>Most unstable CIN (J kg⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>outerDA</td>
<td>798</td>
<td>2003</td>
<td>-102</td>
</tr>
<tr>
<td>convDA</td>
<td>756</td>
<td>2742</td>
<td>-33</td>
</tr>
<tr>
<td>radarDA</td>
<td>821</td>
<td>2747</td>
<td>-100</td>
</tr>
<tr>
<td>allDA</td>
<td>908</td>
<td>3708</td>
<td>-91</td>
</tr>
</tbody>
</table>
time to be fully supportive of the convection being sustained. The downtime of KDDC in southwestern Kansas also likely contributes to the spinup problem. Similar convection does not form in outerDA (Fig. 8b), and the probability for new convection in radarDA is much lower (Fig. 8j). Thus, the assimilation of in situ observations produces a supportive environment for redeveloping convection in southwestern Kansas through both the increased convergence at 800 hPa (Fig. 6) and the thermodynamic enhancements (Fig. 7a) discussed in the previous section.

At 0400 UTC, or 1.5 h after the observed CI, convDA and allDA begin to produce low ensemble probabilities (<10%) of new convection (Figs. 8g,o). CI in the two experiments is more apparent by 0500 UTC and closely matches the observed orientation of CI (red circles Figs. 8h,p), albeit with a western bias. No members in radarDA could produce the CI of interest in northwestern Kansas, indicating that the assimilation of in situ observations on the inner domain was important to improving the CI forecast. Three members in outerDA do simulate new convection in northern Kansas by 0500 UTC (Fig. 8d), though the convection is generated along a cold pool produced by spurious convection in southern Nebraska (mode C, as discussed in the next section) and is not sustained at later forecast hours. The improvements from convDA to allDA are small regarding CI; 17 out of 20 ensemble members produce the new convection in allDA, compared to 16 in convDA. Perhaps the greatest impact provided by the addition of radar observations in allDA was the ability to better suppress strongly spurious echoes such as those in southern Nebraska.

5. Analysis of 25 June 2013 Nocturnal CI Event

a. Hypothesized CI mechanisms

To directly connect the impacts provided by the assimilation of in situ observations to the CI process, we first determine the main mechanisms leading to CI. Near the location of CI, the four experiments produce similar temperature profiles above the PBL (Fig. 7b); the CAPE and CIN associated with elevated parcels are also relatively similar. The ensembles without conventional in situ observations assimilated are slightly moister above 650 hPa and would reach saturation earlier if similar amounts of lifting occurred between the experiments. Considering the relatively similar thermodynamic profile between each experiment, and that outerDA and radarDA do not successfully forecast the CI, the most important differences regarding the CI forecasts between experiments must be related to the forcing mechanisms.

Further inspection of allDA reveals three distinct modes of simulated CI based on an identification of nearby convergent boundaries (Fig. 9). In mode A (nine members), CI occurs near both the northwestern terminus of a developing LLJ in western Kansas (Fig. 9g) and a northward-progressing cold pool generated by the convection in southwestern Kansas (Fig. 9d). As previously discussed in section 2, a cold pool was observed near the CI location shortly before the first radar echo appeared. Although a weak cold pool is originally forecast in all experiments (e.g., Figs. 5a,c), a second, stronger cold pool is later produced in convDA and allDA as the convection reforms during the early simulation hours. In mode B (five members), the LLJ terminus is the only convergent boundary that appears near the new echoes (Fig. 9h). Because no significant cold pool occurs near CI as was observed, mode B is not representative of the actual CI event. Last, mode C (three members) involves CI at the interaction of the LLJ terminus (Fig. 9), with a southward-progressing cold pool in northern Kansas (Fig. 9f). Mode C also could not have occurred in reality, as the cold pool is produced by spurious convection in southwestern Nebraska that was not observed. We also note that three out of the 20 ensemble members in allDA do not produce CI. An analysis of the members that fail to produce CI in allDA shows similar convergent boundaries to mode A. However, the non-CI members produce drier dewpoint temperatures in their preconvective profile by an average of 3.1°C between 400 and 700 hPa prior to being lifted by the convergent boundaries (Fig. 7c). Assuming the same magnitude of ascent for the CI and non-CI simulations, the members that failed to produce CI would require either stronger moisture advection or additional lifting mechanisms to reach saturation.

Although the convergent boundaries are present near the location of simulated CI in allDA, their exact role in the lifting of parcels is initially unclear. To further explore the mechanisms likely responsible for CI, we analyze member 3 of mode A in allDA. Mode A is likely most representative of how CI occurred on 25 June, as it involves convection forming near a northward-progressing cold pool as was observed. Additionally, mode A occurs for a majority of members that produce CI. Member 3 is selected, as it yields the best subjective results consistent with the structure of the observed storms (Fig. 10). Although the first echo in member 3 does not appear until 0415 UTC (~1.75 h after observed CI), member 3 successfully forecasts the location and orientation of CI (Figs. 10b,c), as well as its evolution into a quasi-linear system (Fig. 10d). This provides confidence that the mechanisms leading to CI for this member are similar to the mechanisms responsible for
the observed CI event. We will assume the mechanisms from member 3 as “quasi truth.” We note that the analysis presented here is primarily kinematic, in that convergent boundaries are identified that likely aid in the CI process. As the exact physics responsible for CI cannot be verified without further upper-air observations, this analysis serves only as a hypothesis for the potential mechanisms responsible for the observed nocturnal CI event.

To determine the mechanisms responsible for lifting parcels to their LFC, we present a forward parcel trajectory in Figs. 10 and 11. The parcel shown was chosen owing to it rising through the updraft base at the time of CI. That parcel originates just east of the dryline at 2.1 km AGL and is advected to the northeast following the low-level steering flow. The parcel reaches its LFC between 0415 and 0430 UTC, when it rises over 1 km in 15 min. West–east cross sections through the y location of this parcel in time are presented in Fig. 11. Early on, the parcel follows the 320-K isentrope of virtual potential temperature as it ascends through a region characterized by both warm advection and differential cyclonic vorticity advection between 500 and 800 hPa (not shown). Solving the $Q$-vector form of the quasigeostrophic omega equation (Hoskins et al. 1978) through successive overrelaxation yields vertical velocity values between 0.1 and 0.2 m s$^{-1}$ along the parcel trajectory at 750 hPa. These values are similar to the parcel ascent rate of $\sim$0.25 m s$^{-1}$ between 0130 and 0300 UTC (estimated through Fig. 11), suggesting that the early parcel ascent can be explained by synoptic-scale quasigeostrophic ascent. We note that the synoptic ascent is of similar sign and magnitude between all experiments and members.
After undergoing a period of weak descent between 0230 and 0300 UTC, the parcel begins to rise again as it encounters a band of strong ascent that extends to the tropopause (black circle in Fig. 11a). This first band of ascent contains vertical velocity values greater than $1 \text{ m s}^{-1}$ and moves northwestward in opposition to the midlevel flow at 600 hPa. Between 0345 and 0400 UTC, the parcel encounters another band of positive vertical velocity (black circle in Fig. 11b) that is rooted at $\sim 1 \text{ km AGL}$ and again features ascent values greater than $1 \text{ m s}^{-1}$. After encountering the second band of ascent, the parcel ascends over 500 m in 15 min before
saturating and eventually reaching its LFC. The first simulated reflectivity echoes associated with CI would appear 15 min later.

When examining the spatial extent of the two bands at 600 hPa (circles in Fig. 12a), both appear as arcing shapes emanating from the preexisting convection in southwestern Kansas. As multiple scales of motion contribute to the full model field of vertical velocity, it is unclear whether the bands are related to cold-pool-induced gravity waves or larger, mesoscale features. To further explore the origins of the two bands of ascent, we decompose the 600-hPa vertical velocity at 0330 UTC using a two-dimensional discrete cosine transformation (2D-DCT; Denis et al. 2002). Since the spectral variances output by the 2D-DCT are associated with the wavenumber at each grid point, the filtered physical field can be retrieved by removing certain wavenumbers and then applying a transfer function following Denis et al. (2002). We decompose the original field into three different scales: mesoscale wavelengths greater than 100 km (Fig. 12b), wavelengths between 50 and 100 km (Fig. 12c), and wavelengths less than 50 km (Fig. 12d).

The 2D-DCT discriminates three main mechanisms that contribute to upward motion after 0330 UTC: 1) and 2) two mesoscale features occurring at scales greater than 100 km (circles in Fig. 12b), and 3) gravity waves at scales less than 50 km, as indicated by the alternating positive and negative arcs emanating from the convection in southwestern Kansas (Fig. 12d). The gravity waves appear to enhance the magnitude and provide the banded structure to the mesoscale features seen in Fig. 12b. The leading mesoscale band of ascent is collocated with the northwestern terminus of the developing LLJ in western Kansas. Between 0130 (Fig. 6d) and 0330 UTC (Fig. 9g), low-level wind speeds in western Kansas increase by 20 kt, and an east–west band of 800-hPa mass convergence becomes apparent farther north (green rectangle in Fig. 9g). The second mesoscale band of ascent is spatially and temporally correlated with the region of speed convergence produced at an outflow boundary for the northward-moving cold pool (red shapes in Figs. 9g and 12b). Since the upper-level lapse rates were steep near the preexisting convection (Fig. 7a), it is reasonable for any such lift to be vertically deep. The cold pool progresses through the region of CI at 0345 UTC, approximately 30 min prior to the first reflectivity echo appearing. Similarly, the observed CI episode also occurred approximately 30 min after passage of a cold pool (Figs. 1d,e).

FIG. 12. Two-dimensional discrete cosine transformation of 600-hPa vertical velocity (m s⁻¹) valid at 0330 UTC for all DA member 3. (a) The original plot and (b) the decomposition into wavelengths greater than 100 km, (c) between 50 and 100 km, and (d) less than 50 km. The circles in (b) match the regions in Fig. 9g.
To further understand why the convergent boundaries described above resulted in elevated CI for this case, we make use of the incompressible form of the continuity equation to determine the impact of the ascent on a preconvective vertical profile. By estimating the ascent contributions from two specific regions of divergence, we isolate the impact of only the mesoscale mechanisms of ascent and remove influences from other features that contributed to the full model field of vertical velocity. Average profiles of divergence over the two rectangular regions in Fig. 9g are taken in Fig. 13a; the boxes are drawn to maximize the convergence at 800 hPa. Both profiles indicate deep convergence up to 600 hPa. By vertically integrating the continuity equation (assuming a no-flux upper- and lower-boundary condition: \( w = 0 \text{ m s}^{-1} \)), profiles of vertical velocity are estimated over those same regions (Fig. 13b). The estimated values of vertical velocity at 600 hPa agree with the mesoscale values of ascent indicated by the 2D-DCT (Fig. 11b). Both the 2D-DCT and the continuity equation estimate \( \sim 0.4 \text{ m s}^{-1} \) of ascent at the LLJ terminus and \( \sim 0.3 \text{ m s}^{-1} \) of ascent due to the cold pool.

While the convergence produced by the mesoscale bands contributed to vertical motion consistent with the 2D-DCT and parcel trajectory, mesoscale ascent can also aid in the development of future convection by modulating the thermodynamic profile. A sounding valid 45 min before CI that has been modified for the two profiles of vertical velocity is shown in Fig. 14. The one-dimensional model to modify a sounding is taken from Stensrud and Maddox (1988) and only considers the effects of vertical velocity and latent heating. The governing equations are

\[
\frac{\partial T}{\partial t} = -w \left( \frac{T}{\theta} \right) \frac{\partial \theta}{\partial z} + \delta \left( \frac{L}{c_p} \right) \left( \frac{dq_s}{dt} \right),
\]

\[
\frac{\partial q}{\partial t} = -w \left( \frac{\delta q}{\delta z} \right) - \delta \left( \frac{dq_s}{dt} \right),
\]

where \( \delta \) is designed to maintain saturation and is defined as

\[
\delta = \begin{cases} 
0 & \text{if } q \leq q_s \\
1 & \text{if } q > q_s 
\end{cases},
\]

\[
dq_s = q - q_s.
\]
Other terms include $L$ as the latent heat of condensation, $c_p$ as the specific heat at constant pressure, and $q_s$ as the saturation mixing ratio. The simple model is integrated on the model vertical grid (Fig. 2b) at the location of CI from 0330 to 0415 UTC (time of simulated CI) using a time step of 1 s. We allow the two mesoscale features to modify the sounding for equal amounts of time, first for 22.5 min of lift due to the cold pool, and then an additional 22.5 min of lift from the LLJ terminus (Fig. 14a). The residence times were estimated by the length of time that the parcel trajectory spent within the two ascent bands in Fig. 12b.

The original sounding at 0330 UTC (orange profile) features a moist layer at 450 hPa that becomes saturated after being lifted by the LLJ (green profile); the saturated layer deepens when being further lifted by the cold pool (red profile). Strong cooling also occurs in the upper levels from 350 to 450 hPa when accounting for ascent from both mechanisms (Fig. 14a). CAPE is greatly increased for parcels originating between 550 and 800 hPa due the upper-level cooling (Fig. 14b). Additionally, both midlevel cooling and moistening between 750 and 800 hPa contribute to a reduction in CIN by ~25 J kg$^{-1}$ (Fig. 14c) for parcels lifted near the base of the cold-pool-induced updraft (Fig. 13b). The modified sounding would only require slightly more lifting through either synoptic effects or gravity waves, or advection of low-level moisture by the LLJ, to produce a profile similar to the original simulation at 0415 UTC (black profile). Although the modified sounding is only an approximation of the impacts of each band, the modifications demonstrate that the lift produced by both the LLJ terminus and cold pool, in addition to their kinematic forcing, aids in reducing CIN and increasing CAPE for parcels lifted from 750 hPa.

b. Impact of observations on CI mechanisms

The previous section demonstrated that both a convergence line related to the northwestern terminus of the LLJ and a cold pool produced by convection in
southwestern Kansas largely contribute to the nocturnal CI event. Without the in situ observations assimilated in outerDA and radarDA, a continuous LLJ begins to develop in western Kansas during the early evening hours (Figs. 6a,c). In convDA and allDA, low-level wind speeds are weakened during DA, and development of the LLJ is delayed (Figs. 6b,d). Although an LLJ of similar strength eventually develops for all experiments by 0330 UTC, the location of the jet terminus shifts farther south and closer to the region of CI when conventional observations are assimilated (Fig. 15b; green lines indicate convergence along LLJ terminus). The LLJ terminus is displaced even farther south in allDA (Fig. 15d), compared to convDA. An LLJ convergence band near the location of CI was seen in all successful forecast members of allDA and convDA (Figs. 9g–i), further emphasizing the importance of the feature in the CI process. Because no upper-level observations were available after 0000 UTC, the correct structure of the LLJ is unknown for this case. However, the northwestern terminus of the LLJ has been observed as a favored location for nocturnal MCS development (Kumjian et al. 2006).

The strong, northward-progressing cold pool also occurs only in experiments that assimilated in situ observations (Fig. 16). Although an earlier cold pool was observed (Fig. 1) and analyzed in both radarDA and allDA (Fig. 5), further surface cooling is produced in convDA and allDA (Figs. 16b,d) due to the enhanced convection in southwestern Kansas. Without the assimilation of in situ observations, less cooling is produced after 0300 UTC due to the weaker convection dissipating shortly after the analysis. With almost no cold pool present after 0330 UTC (Figs. 16a,c), little forcing for deep ascent exists to help parcels reach their LFC in outerDA and radarDA. As discussed in section 2, a northward-moving cold pool was observed near the location of CI approximately 30 min prior to initiation, supporting the hypothesis that an outflow boundary was involved in the CI process. We also found that the location of the simulated cold pool largely modulates the location of CI within mode A. The members of allDA that simulate a cold pool farther south also produce CI to the south (not shown). Thus, the cold pool was likely one of the primary mechanisms contributing to CI both in the simulations and in the actual event. As convDA and allDA simulate CI with a 1-h lag and a westward bias of ~100 km, we hypothesize that the forecast delay was partially related to the delayed spinup for the analyzed cell in southwestern Kansas discussed in

![Fig. 15. As in Fig. 6, but for the ensemble mean of each experiment and valid at 0330 UTC. The contours of convergence are now shown every 5 x 10^{-3} s^{-2} to account for smoothing introduced by the ensemble mean. The green lines indicate approximate locations of the convergent bands along the LLJ terminus.](image-url)
section 4b. If the storm would not have dissipated in the early forecast hours, the original cold pool, combined with the developing LLJ, might have been strong enough to overcome the strong inhibition (Fig. 14) and generate CI at the observed time.

Gravity waves are also present in the smaller 2D-DCT wavelengths (Fig. 12d) for allDA member 3. The environment near the cold pool is favorable for gravity wave propagation due to a nearly dry adiabatic layer above a surface-based stable layer (Fig. 7b). A trapping layer for internal gravity wave propagation is produced by strong curvature in the vertical wind profile related to the LLJ that leads to negative layers of the Scorer (1949) parameter (not shown). These gravity waves would likely not form without the perturbation provided by the cold pool, as the waves are not seen in the outerDA or radarDA experiments. Thus, any additional, smaller-scale contributions to ascent are also an indirect result of assimilating the in situ observations.

Finally, we note that convDA, outerDA, and three members in allDA produce a northern cold pool (Figs. 16a,b,d) from spurious convection in Nebraska (Figs. 8c,g,o). More members were found to have produced CI through mode C (interaction of northern cold pool and LLJ) in convDA than allDA, which could not have occurred due to the spurious nature of the Nebraska convection. Therefore, assimilating radar observations provides an improvement through the suppression of convection and its associated spurious cold pool that could lead to incorrect forecasts of CI.

6. Conclusions
Nocturnal CI is often difficult to forecast, both in NWP models and by skilled human forecasters. On 25 June 2013, a nocturnal CI event occurred with little warning from operational forecasts. By using an advanced multiscale DA system, positive impact was found in ensemble forecasts that assimilated both conventional in situ and radar observations for this event. A successful CI forecast occurred only in experiments that assimilated in situ observations on the inner domain. In situ observations, even though they are mostly located at the surface after 0000 UTC, were shown to improve the mesoscale environment for this event. The assimilation of in situ data reduced CIN, enhanced CAPE, and increased low-level convergence in southern Kansas. These modifications redeveloped preexisting convection in southwestern Kansas during the early forecast hours, while the same storms dissipated without the assimilation of in situ observations. Additionally, the assimilation of in situ observations weakened the low-level conditions.
winds in western Kansas, delaying the development of an LLJ and shifting the terminus farther south.

Although an initial inspection of the nocturnal convective event shows the likely influence of a cold pool on CI, our simulations demonstrate that the developing LLJ was also involved in the CI process. Both the convergence along the LLJ terminus and the cold pool produced by the enhanced convection in southwestern Kansas were important in lifting parcels to their LFC. Without the assimilation of in situ observations, these two primary initiation mechanisms were not captured.

Prior studies found positive results regarding systematic forecasts of nocturnal convection by only assimilating radar observations on a convection-permitting domain (Johnson and Wang 2017; Johnson et al. 2017). However, this study also highlights the importance of assimilating in situ observations. The fact that the successful CI forecasts resulted only when the convective in situ observations were assimilated suggests that accurately capturing the preconvective environment and specific mesoscale features (cold pool, LLJ, etc.) is especially important for nocturnal CI forecasts.

Though assimilating only radar observations on the inner domain was not enough to capture the CI, it provided improvements by better resolving earlier convection during the forecast period and by reducing the amount of spurious precipitation in other parts of the domain. Without radar observations assimilated, many members in convDA initiated convection along a cold pool generated by spurious convection. From an operational forecaster’s point of view, observing a better analysis of current ongoing convection and less spurious storms would provide more confidence in the early forecast hours of an NWP simulation. It is also likely that the use of radar DA in other cases will be important to analyze preexisting convection and any associated outflow boundaries that are responsible for subsequent CI.

Although the impact of observations is likely to be case and mechanism dependent, this study only examined the sensitivity of a single nocturnal convective event. Because nocturnal convection can be initiated by myriad other mechanisms, including gravity waves and bores, future studies should explore DA impacts for a variety of cases. Additionally, the kinematic mechanisms discussed in this paper only serve as hypotheses for the true processes leading to CI on 25 June 2013. Without high-frequency upper-air observations, it is difficult to confirm the true mechanisms responsible for CI. Only the cold pool, which was observed 30 min prior to CI, could be partially verified. The PECAN (Geerts et al. 2017) field experiment took place during 2015 to better understand nocturnal precipitation in the southern Great Plains. Observations from PECAN will provide dense datasets for verifying the mechanisms responsible for convection at night. As nocturnal convection is often elevated and initiated by features located above the surface, the assimilation of unique thermodynamic and kinematic observations collected during PECAN (e.g., radiometers, Doppler lidars, and wind profilers) can also provide key information for estimating such environments. Future work will examine the impact of assimilating these unique observation sets.

Since nocturnal convection can be initiated by many different mechanisms, further work will be performed to determine optimal model configurations for the specific purpose of forecasting nocturnal CI. Johnson et al. (2017) found that atmospheric bores, which are common at night and are capable of lifting air to its LFC (Haghi et al. 2017), are produced but not fully resolved in a 4-km simulation. Though the 4-km horizontal grid spacing and 50 vertical levels were sufficient enough to produce CI in this case, many mechanisms that are responsible for nocturnal CI likely occur on much smaller scales. Detailed work will be required to find the optimal resolution to resolve the multiscale features responsible for initiating convection at night.
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