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ABSTRACT

We introduce a new technique for the assimilation of precipitation observations, the localized ensemble mosaic assimilation (LEMA). The method constructs an analysis by selecting, for each vertical column in the model, the ensemble member with precipitation at the ground that is locally closest to the observed values. The proximity between the modeled and observed precipitation is determined by the mean absolute difference of precipitation intensity, converted to reflectivity and measured over a spatiotemporal window centered at each grid point of the model. The underlying hypothesis of the approach is that the ensemble members that are locally closer to the observed precipitation are more probable to be closer to the “truth” in the state variables than the other members. The initial conditions for the new forecast are obtained by nudging the background states toward the mosaic of the closest ensemble members (analysis) over a 30 min time interval, reducing the impacts of the imbalances at the boundaries between the different selected members. The potential of the method is studied using observing system simulation experiments (OSSEs) employing a small ensemble of 20 members. The ensemble is produced by the WRF Model, run at a horizontal grid spacing of 20 km. The experiments lend support to the validity of the hypothesis and allow the determination of the optimal parameters for the approach. In the context of OSSE, this new data assimilation technique is able to produce forecasts with considerable and long-lived error reductions in the fields of precipitation, temperature, humidity, and wind.

1. Introduction

Despite all the advances in numerical weather prediction (NWP) and the techniques used to estimate the initial state of the atmosphere, accurate quantitative precipitation forecasts (QPFs) still remains a challenging task. One important limiting factor in the QPF quality is the inaccurate specification of the initial atmospheric state. At present, the most accurate initial conditions (ICs) are estimated by “optimally” combining the available observations with an initial estimate of the actual atmospheric state (background) by a process called data assimilation (DA). In simple terms, the objective of DA is to obtain the best estimate of the probability density for the actual atmospheric state given the current (and past) observations.

Since the estimate of the actual atmospheric state is mainly constrained by the observations of the true state, densely spaced observations networks, such as satellites or radars, are a valuable source of information. This has motivated many studies to assimilate precipitation observations over large domains to improve NWP models using variational DA approaches (Koizumi et al. 2005; Lopez 2011; Lopez and Bauer 2007; Kumar et al. 2014) and ensemble Kalman filters (EnKF; Lien et al. 2016; Kotsuki et al. 2017). These methods combine the background information and the observations by minimizing a cost function that is a sum of at least two terms: one term that penalizes the distance to the background mean and another term that penalizes the distance to the observations. The penalties terms are derived assuming Gaussian error statistics for both the background and the observations errors (Lorenc 1986; Hamill 2006).

Although precipitation observations can significantly improve the forecast quality, the assimilation of these observations is a challenging task (Bauer et al. 2011; Errico et al. 2007). One reason is that precipitation is a result of nonlinear moist physical processes, limiting the...
effectiveness of variational and EnKF methods that relies on linearizations of the observation operators. Another difficulty in the assimilation of precipitation is the non-Gaussian characteristics of the background and observations errors that violate the underlying assumption of normal error statistics. Recently, to alleviate the non-Gaussianity problem, Lien et al. (2013, 2016) and Kotsuki et al. (2017) applied a Gaussian transformation to the precipitation observations with encouraging results.

Besides the variational and Kalman filter approaches, simpler and more economical diabatic initialization (nudging) methods are also used for precipitation DA. These methods modify the model's buoyancy to force the model precipitation toward the observed values by adjusting the humidity or temperature profiles (e.g., Falkovich et al. 2000; Davolio and Buzzi 2004; Davolio et al. 2017; Jones and Macpherson 1997; Macpherson 2001; Stephan et al. 2008; Bick et al. 2016; Jacques et al. 2018). One of the most popular of these methods is latent heat nudging (LHN), which adjusts the model latent heat release to match the observed precipitation. This method was used successfully in operational setups (Macpherson 2001; Stephan et al. 2008; Jacques et al. 2018). Nonetheless, the positive impacts in precipitation obtained by the DA typically last for a few hours.

An alternative is another class of ensemble-based DA methods that do not rely on Gaussianity or linearity assumptions: the particle filters (PFs; van Leeuwen 2009). Their basic idea is to describe the model probability density function (PDF) by a discrete set of model states (ensemble members or particles), instead of approximating the PDF by a Gaussian function as in EnKF or variational methods. In this manner, the evolution of the model PDF is obtained by integrating each member of the ensemble forward in time. When observations become available, each member is weighted according to its proximity to the observations, where the members that are closer to the observations receive a higher weight. Afterward, members with low weight are discarded while multiple copies of high-weight members are kept to describe the posterior PDF.

Although PF methods do not assume any particular error distributions, the standard particle filter that uses simple forms of resampling, requires an ensemble size that increases exponentially with the dimension of the system (Snyder et al. 2008). If the ensemble size is not large enough, one member receives all the weight after a few analysis steps, resulting in a meaningless posterior PDF. To avoid the collapse of the filter, Poterjoy (2016) introduced a localized implementation of the PF that operates more efficiently in high-dimensional systems. In a subsequent study, Poterjoy et al. (2017) used this method to assimilate radar data in a cloud-permitting numerical model for an idealized squall line. The authors reported the first successful application of a PF in the context of a weather prediction model using 100 members, yielding more accurate forecast than the ensemble Kalman filter. Nevertheless, despite these promising results, more research is still needed to affirm that this method represents a possible alternative to the other available DA methods.

All the abovementioned precipitation DA techniques have shown different degrees of success. Generally, they force the precipitation toward the observed values during the assimilation windows but these improvements are quickly forgotten (e.g., Falkovich et al. 2000; Davolio and Buzzi 2004; Jacques et al. 2018). To achieve long-lived improvements, the ideal DA technique should modify the trajectory of a numerical model using the new and partial information on the present state of the atmosphere. This new trajectory should be closer to observed reality than it would be without the assimilation and the DA improvements should be as persistent as the intrinsic atmospheric predictability allows.

Here we will propose a new DA approach that modifies the model state trajectory given information on precipitation at the ground and is suitable for assimilating precipitation fields derived from radar composites. The proposed method is free of any restrictive a priori assumptions that cannot be easily verified using model data and it does not rely on Gaussianity or linearity assumptions. In this new DA method, the analysis state is constructed by selecting the ensemble member that is locally most consistent with the precipitation observations. As described in detail in section 2, this leads to a mosaic of localized ensemble members and hence the name to the proposed method: localized ensemble mosaic assimilation (LEMA). Since the analysis is consisted of a mosaic of different members, each locally closest to the observed precipitation, the discontinuities in the mosaic may introduce imbalances into the model. To reduce the impact of these imbalances the new ensemble forecast is initialized by gradually forcing (nudging) each background member toward the analysis.

The method is studied in the context of observing system simulation experiments (OSSEs) employing a small ensemble of 20 members and four precipitation events, using the WRF Model running at a horizontal grid spacing of 20 km. By means of these experiments we validate the technique and we show that in terms of forecast quality, the LEMA method produces
considerable and persistent improvement in the forecast of precipitation and the model state variables (potential temperature, vapor mixing ratio, $u$ wind, and $v$ wind).

The article is organized as follows. The new assimilation method is described in section 2. In section 3 we describe the OSSE experiments. This section includes a description of the model, the experimental setup, and the precipitation events used in this study. The results of the experiments are presented in section 4. Finally, in section 5 we present the discussions and conclusions.

2. Localized ensemble mosaic assimilation

The LEMA creates an analysis using only the information in the background ensemble in a direct manner, based on the local proximity of each background member to the precipitation observations. The algorithm constructs a separate analysis for each model’s vertical column by assigning the vertical profile of the state variables from the ensemble member with the model precipitation locally closest to the observations.

The local proximity between the observed and the modeled precipitation is measured over a rectangular window centered at the column and over a time period preceding the analysis time (Fig. 1a). In this manner, we construct a mosaic of column states, named “Frankenstate,” where for each vertical column the ensemble member that is locally closest to the observations provides all the state variables for DA at that location (Figs. 1b,c). As mentioned above, the only underlying assumption in the Frankenstate construction is: *the member that is locally closest to the observed precipitation is more probable to be closer to the “truth” in the state variables*. Precipitation is the final result of the state variables; hence, it is quite intuitive that closeness to the precipitation observations (the Truth) should lead to a greater likelihood of the state variables being closer to the truth state. This is the only hypothesis used in LEMA and it will be verified within the ensemble forecast for the cases where we applied this DA method.

To measure the “local” proximity of a member to the observations we use the Mean Absolute Difference (MAD) of the member’s surface precipitation and the observed values, transformed to reflectivity, and computed over a square region of $\Delta x = 820 \text{ km width}$ ($41 \times 41$ grid points) and over a $\Delta t = 30 \text{ min}$ period preceding the analysis time (see Fig. 1a). The temporal window is used to select a member that is the closest to the observations over a time period, not only at a single time. Although precipitation intensity observations in $\text{mm h}^{-1}$ can be used in the distance measure, preliminary experiments showed that transforming the precipitation observations to reflectivity (in dBZ units) yields better results. Therefore, to compute MAD, the precipitation values are converted to reflectivity values using the Marshall–Palmer $Z$ (mm$^3$ m$^{-3}$) = $200R^{1.6}$ relation, with $R$ expressed in mm h$^{-1}$. This relation expresses precipitation in a logarithmic scale, thus avoiding the high penalty of the extreme precipitation values and produces a better analysis quality than using precipitation values directly.

---

1 The name is inspired by Mary Shelley’s novel where Victor Frankenstein assembles his monster (here analysis) from parts of corpses (here ensemble members) collected from charnel houses and morgues (here from an ensemble forecast).
Therefore, for a given member “m,” the distance to the observations around the “i, j” horizontal grid point is defined as

\[ \text{MAD}_m(i,j) = \frac{1}{N_x N_y} \sum_{x=1}^{N_x} \sum_{y=1}^{N_y} |Z_{i,x,y}^{\text{obs}} - Z_{i,x,y}^m|, \] (1)

where \( Z_{i,x,y}^{\text{obs}} \) indicates the reflectivity (converted from precipitation observations) and \( Z_{i,x,y}^m \) the \( m \)th member reflectivity, both in dBZ units. The subindex \( x \) and \( y \) denotes the \( x \) index and \( y \) index of the horizontal grid point inside the observation windows, while the subindex \( t \) indicates the observation time. The summation limits \( N_x \) and \( N_y \) denote the total number of horizontal grid points in the square window over the \( x \) and \( y \) directions, respectively, while \( N_t \) indicates the number of observation times in the temporal window where precipitation observations are available. Since in our idealized experiments the observations are available every 5 min, over the 30 min observation window used the number of observations times is \( N_t = 7 \) (including the extremes of the interval).

For each horizontal grid point, the ensemble member with the lowest MAD value is considered the member that is “locally closest” to the observations. During the selection process only members with a minimum precipitation coverage of \( n_{\text{min}} = 35 \) grid points over the spatiotemporal localization window are used. The minimum coverage ensures that only members with MAD values strictly greater than zero are used in the closest member selection. Members that do not meet this criterion are not considered as candidates in the selection process. If over the observations window no background member or the observations exceed the minimum coverage \( n_{\text{min}} \), no member is selected as the “closest” and in consequence no information is assigned to that analysis column.

Since the Frankenstate is constructed by a mosaic of information from different members (patches in Fig. 1b), at the patch boundaries the analysis can be incompatible with the model dynamics, producing imbalances in the model. To reduce the impact of these imbalances, instead of initializing the forecast directly from an analysis (direct initialization), the new ensemble forecast is initialized by gradually forcing (nudging) each member of the background toward the Frankenstate. We will refer to these forecasts as “Frankencasts.”

The relaxation toward the Frankenstate is done by adding artificial terms to the model’s prognostic equations:

\[ \frac{\partial \phi(t)}{\partial t} \bigg|_{\text{new}} = \frac{\partial \phi(t)}{\partial t} \bigg|_{\text{model}} + G[\phi^F - \phi(t)], \] (2)

where \( \phi(t) \) indicates a model variable at time \( t \), \( \phi^F \) the Frankenstate, and \( G \) is the nudging factor controlling the relative magnitude of the nudging term with respect to other model processes. The first term on the right side of the equation is the original model forcing (advection, Coriolis, diabatic heating, etc.) while the second term denotes the artificial forcing term, proportional to the difference between the model and the Frankenstate. The relaxation toward the analysis is applied over a time period \( \tau \) preceding the analysis (preforecast nudging). If \( \tau \) is too small, it forces the model state too strongly toward the Frankenstate, thus reducing the ability of the model to dampen possible imbalances introduced during the initialization. On the other end, if \( \tau \) is too large, the artificial forcing terms would have a minimal effect on the evolution of the model state. For this study, we use a relaxation period of \( \tau = 30 \) min which was the optimal value determined through sensitivity experiments. For all the grid points where a closest member is found, we use a nudging factor \( G = 1/\tau \), otherwise, \( G = 0 \) (no nudging). Therefore, the artificial forcing is only applied where the analysis was constructed (not empty), leaving the rest of the domain to evolve without any artificial forcing.

Although the Frankenstate can be constructed with all the model prognostic variables, forcing all of them toward a state containing imbalances may limit the ability of the model to adjust to the introduced instabilities. Previous published studies showed that potential temperature (\( \theta \)), vapor mixing ratio (\( q_v \)), and horizontal winds (\( U \) and \( V \)) are the most useful variables to initialize the models (Anthes 1974; Stauffer and Seaman 1990). We confirmed that those conclusions hold for our experimental setup by running simple experiments that address the effectiveness of different combinations of state variables in the forecast initialization (see appendix A). Consequently, the Frankenstate is constructed only using these four variables.

3. Data assimilation experiments

a. The model

The numerical model used in this study is the Weather Research and Forecasting (WRF) Model with the Advanced Research WRF (ARW) dynamic solver (WRF-ARW), version 3.7.1 (Skamarock and Klemp 2008). All the simulations were performed using a coarse horizontal grid spacing of 20 km employing 300 \( \times \) 180 grid points and 41 vertical levels, covering the contiguous United States and southern Canada. The lateral boundary conditions (LBCs) and initial conditions (ICs) are constructed by downscaling the 1° resolution Global
The main physics options used in the experiments are the WRF single-moment 3-class microphysics scheme (WSM3; Hong and Lim 2006), the Yonsei University (YSU) boundary layer scheme (Hong et al. 2006), the Kain–Fritsch (KF) cumulus parameterization (Kain 2004), the Dudhia (1989) shortwave, and Rapid Radiative Transfer Model (RRTM) longwave radiation (Mlawer et al. 1997) schemes. Finally, the computational dynamic time step is 1 min. As for the other WRF parameters, we use the WRF default values.

b. Observing system simulation experiments

The OSSEs are designed to mimic the process of data assimilation. In these experiments, one model simulation is considered the “true” atmosphere and a different set of runs is considered as the background ensemble. Then, a complete set of surface precipitation observations is simulated from the Truth run and they are available every 5 min. To characterize the DA method two experiments are carried out. One experiment is considered the control where a forecast is produced from the background ensemble without assimilating any observations. For the second experiment, synthetic precipitation observations are assimilated in the background ensemble to produce the forecast. To evaluate the impacts of DA, the forecast errors for precipitation and for the state variables in the second experiment are compared with the control one.

The new DA method is tested on four different precipitation events that took place in 2013. One of the four cases (case A) was selected for an in-depth characterization of the method while the other three cases were to test the robustness of the new DA method to different meteorological situations.

Case A and Case B are widespread precipitation events with precipitation driven by cyclonic systems. In Case A, an extensive squall line over the central United States took place from 1800 UTC 10 April 2013 to 1200 UTC the next day. This event was associated with a midlatitude cyclone over the eastern United States with the eastern line of precipitation caused by a cold front extending in the south–north direction from eastern Texas to central Missouri, and in the west–east direction from Missouri to the south of the New York state (Fig. 2a). In Case B, at 1800 UTC 4 April 2013, three widespread precipitation systems developed around three cyclonic systems over the United States, located in the northwest, northeast, and southeast regions of the domain, respectively (Fig. 2b).

For the two remaining cases, precipitation was produced by several mesoscale convective systems (MCSs) scattered over the United States. Case C occurred at

---

The Global Ensemble Forecast System (GEFS), previously known as the GFS Global Ensemble (GENS), is a weather forecast model made up of 21 separate forecasts, or ensemble members. It is produced by the National Centers for Environmental Prediction (NCEP). The data are accessible from the National Oceanic and Atmospheric Administration (NOAA) Operational Model Archive and Distribution System (NOMADS). More information available at https://www.ncdc.noaa.gov/data-access/model-data/model-datasets/global-ensemble-forecast-system-gefs.
0600 UTC 18 May 2013 where the precipitation was located in the northern and southeastern United States (Fig. 2c). For Case D, at 0000 UTC 27 May 2013, several MCSs developed over the central and northwestern United States, along with a cyclonic precipitation system located in the northeastern part of the domain (Fig. 2d).

For each study case, we produce an ensemble forecast of 21 members (0–20) using ICs/LBCs downscaled from the GEFS forecast data. The GEFS forecast used was initialized 24 h prior to assimilating the observations. The WRF runs are initialized 12 h after the GEFS initialization to allow the spread in the GEFS members to grow. In this way, the initial WRF ensemble dispersion is inherited from the GEFS data during the downsampling process. Afterward, an ensemble forecast is created by running the model for 24 h. The member 0 of this ensemble is considered as the “Truth” while the other 20 members are considered the background. A description of the WRF initialization setup is shown in Fig. 3.

For the DA experiment, we use the precipitation observations to construct the Frankenstate 12 h after the WRF Model was initialized (end of the spinup period). Afterward, each member of the background is relaxed toward this analysis to initialize a 12-h ensemble forecast (Frankencasts). Figure 3 shows a summary of the general OSSE setup used in all the study cases while a detailed description of the setup for each case is given in Table 1.

Although the OSSEs represent an efficient manner to characterize the DA methods, the results may not hold in real observation assimilation experiments. In our OSSE setup we use perfect observations (no error) that are available over the entire domain and a “perfect model” scenario (no model errors). Therefore, the model reproduces the true structure and characteristics of the observations and this compatibility may not hold for real DA experiments. The background runs are constructed by downsampling the forecast data from the GEFS members 1 to 20. The GEFS forecasts are produced from ICs that contain different orthogonal perturbations around the member 0 ICs (Wei et al. 2008). The sum of all the perturbations is equal to zero to ensure that the resulting global ensemble ICs are centered around the member 0. As will be shown later, using a background centered around the truth results in an overdispersive ensemble, meaning that the ensemble spread overestimates the actual forecast uncertainty.

However, real ensemble prediction systems tend to be underdispersive and the ensemble spread does not correctly represent the actual forecast uncertainty (Fortin et al. 2014), especially for storm-scale ensembles (Vié et al. 2011; Clark et al. 2011; Johnson et al. 2014). In addition, in real DA experiments, errors in the precipitation observations will affect the calculation of the local distance of each ensemble members to the observations [MAD; Eq. (1)] and, in consequence, it may affect the selection of the closest member to the observations. In appendix B we show that LEMA is robust to the observation errors if good-quality precipitation estimates are used.

Despite the limitations of our OSSE setup, this controlled environment allows us to find the optimal configuration for the new DA method and to understand how and why it works.

4. Results

We first show in section 4a the characterization of the LEMA method using Case A. This characterization includes the hypothesis testing of the method [section 4a(1)], the determination of the optimal observation window size [section 4a(2)], and the impacts of the DA in the forecast quality [section 4a(3)]. In addition, we present the advantages and limitations of initializing the forecast by relaxing (nudging) the background toward the analysis [section 4a(4)]. In section 4b we show the impacts of the DA for Cases B, C, and D.

a. In-depth study—Case A

1) HYPOTHESIS TESTING

We begin the method’s characterization by testing our hypothesis that the ensemble members that are locally...
closer to the observed surface precipitation (expressed as reflectivity) are probably closer to the “truth” in the other state variables. To validate this hypothesis, we use the background ensemble to estimate the joint probability of having a decrease in the state variables errors along with the corresponding decrease in precipitation MAD with respect to the locally “closest member” using different observation window sizes. The error for each state variables is measured using the RMSE, an error metric commonly used in the literature, while for the precipitation error we use the same measure of the proximity to the observations used in the Frankenstate construction (MAD over the observation window). The hypothesis is first tested for each individual variable using the smallest observation window possible ($\Delta x = 20\,\text{km}$ and $n_{\text{min}} = 1$). Then, the study is extended to larger window sizes (up to $\Delta x = 1020\,\text{km}$ and $n_{\text{min}} = 35$) using a state error measure that represents the distance of the four variables ($U, V, \theta, q_v$) to the truth by a single parameter.

The RMSE ($\varepsilon$) for a given variable ($\phi$) and for the Frankenstate (“$F$”) is computed over each vertical column as

$$
\varepsilon_{\phi}^m = \sqrt{\frac{\sum_{k} (\phi_m(k) - \phi_I(k))^2}{N_z}},
$$
$$
\varepsilon_{\phi}^F = \sqrt{\frac{\sum_{k} (\phi_F(k) - \phi_I(k))^2}{N_z}},
$$

where $\phi_m(k)$ is the value of a given member “$m$” at the level “$k$” and $N_z$ the number of vertical levels in the troposphere. The Frankenstate and the truth values are denoted by $\phi_F(k)$ and $\phi_I(k)$, respectively. Using the above definitions, the decrease in the column’s RMSE for an ensemble member “$m$,” with respect to the Frankenstate RMSE for the same column, is computed as

$$
\text{Decrease in RMSE} = \Delta \varepsilon_{\phi}^m = \varepsilon_{\phi}^m - \varepsilon_{\phi}^F,
$$

Similarly, the decrease in precipitation MAD for the member “$m$”, computed over a square window centered at a given column is

$$
\text{Decrease in MAD} = \Delta \text{MAD}_m = \text{MAD}_{m} - \text{MAD}_{F},
$$

where $\text{MAD}_{F}$ denotes the error of the closest member to the observations (the Frankenstate). Defined in this way, positive values are associated with a decrease in the errors (positive gains) while negative ones are associated with an error increase (negative gains).

Therefore, the joint probability $p(\Delta \varepsilon_{\phi}, \Delta \text{MAD})$ of decreasing the state variable error by $\Delta \varepsilon_{\phi}$ and the precipitation error by $\Delta \text{MAD}$ is estimated by the bidimensional histogram of the $\Delta \varepsilon_{\phi}$, $\Delta \text{MAD}$ pairs (columns), sampled over all the background members. For each member, we exclude areas where the Frankenstate selected that member simply because they provide no information (0% error reduction by definition).

Figure 4 shows the joint probability $p(\Delta \varepsilon_{\phi}, \Delta \text{MAD})$ when a 20 km observation window is used. The joint probability indicates that selecting the closest member to the observed precipitation (positive MAD gains) results, on average, in a decrease in the state variable RMSE (black line in Fig. 4), which validates the basic hypothesis of LEMA. The average RMSE gain is approximately zero for small MAD gains, and increases as the reduction in MAD increases. Nevertheless, there are grid points in the domain where the errors of these variables increase even when the MAD decreases. There are three reasons that can explain this behavior. First, although the state variables in the Kain–Fritsch parameterization determine the surface precipitation in a deterministic way, the inverse is not true. The relationship of observations to the state variables is stochastic (different states can lead to the same precipitation). Second, the limited size of the ensemble could be a source of noise in the probability estimation. Finally, since precipitation is determined by several state variables, precipitation values closer to the truth can be a result of some variables being closer to the truth while the other variables being farther from it. As will be discussed later, we associate these negative gains with the “noise” of the “closest member” selection method.
To test the validity of the hypothesis for different observations window sizes we introduce a single parameter measure that represents the distance of each model column to the truth. The distance between two column states is measured with a metric similar to the Euclidean distance but with the error at each grid point normalized by its variance. We define our column state as $C = (U, V, \theta, q_y)$, where each vector inside the parenthesis denotes the values along the column for each variable. Therefore, the column-state distance between a state $C$ and a reference state $C_t$ is computed as

$$
\|C - C_t\| = \varepsilon = \sqrt{\frac{1}{N_z} \sum_{z=1}^{N_z} (\theta - \theta_t)^2 \sigma_\theta^2 + \frac{(q_y - q_{y_t})^2}{\sigma_{q_y}^2} + \frac{(U - U_t)^2}{\sigma_U^2} + \frac{(V - V_t)^2}{\sigma_V^2}},
$$

where $N_z$ is the number of vertical levels and $\sigma_\phi^2$ the variance of $\phi$ at level $z$, computed using the background. This measure is a simplified version of the Mahalanobis metric (De Maesschalck et al. 2000) ignoring the cross covariances between different variables and different grid points.

Similar to the definition for a single variable, the decrease for the state error with respect to the
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**Fig. 4.** Joint probability of the decrease in the RMSE ($\Delta e$) for selected state variables when the error in precipitation is decreased ($\Delta$MAD) by assigning at each grid point the ensemble member with the smallest MAD respect to the “true” precipitation (20 km observation window). The joint probability is shown for (a) potential temperature $\theta$, (b) vapor mixing ratio $q_y$, (c) $u$-wind $U$, and (d) $v$-wind $V$. The black curve indicates the mean value of the decrease in the RMSE, for a variable $\phi$, as a function of $\Delta$MAD: $\langle \Delta e_{\phi} \rangle = \sum_{z=1}^{N_z} \Delta e_{\phi_t}(\Delta e_{\phi}, \Delta$MAD) The probability is computed using 100 bins in each axis direction. The values $\langle \Delta e_{\phi} \rangle$ are amplified 100 times to fit the $y$ scale of the joint probability.
Frankenstate for each member “m” and each column is computed as

$$\Delta \varepsilon = \| \Psi_m - \Psi_i \| - \| \Psi_F - \Psi_i \|, \quad (7)$$

where $\Psi_F$ denotes the Frankenstate column.

Figure 5a shows the joint probability $p(\Delta \varepsilon, \Delta \text{MAD})$ of decreasing the state error by $\Delta \varepsilon$ and the distance to the observations by $\Delta \text{MAD}$ for a 20 km wide observation window. Similarly, Fig. 5b shows the same joint probability but for the 820 km observation window, providing evidence that the hypothesis hold for the analyzed case. For both observation windows, there is a higher probability of having a decrease in the state error when the error in precipitation is reduced. The average decrease in the state error increases when the MAD reduction becomes more important (black line in Fig. 5).

As in Figs. 4 and 5 also shows that there are grid points of the domains where errors in state variables increase even though the selected member is closer to the observations. For very small $\Delta \text{MAD}$ values, the probability of having positive and negative state gains are approximately symmetric around the $y = 0$ axis, resulting in an approximately zero average reduction in the state error. We consider this zero-net reduction to be a result of the noise of the best member selection method. Therefore, we will assume that the symmetry for the noise extends to all the $\Delta \text{MAD}$ values, this implies that the negative state gains due to the noise of the method have an equal but positive counterpart.

2) OPTIMAL LOCALIZATION WINDOW SIZE

We now turn our attention to the impact of increasing the observation window size on the analysis quality. Preliminary experiments showed that the temporal extent of the window played a minor role when compared to the spatial extent. To facilitate the interpretation of the results only the width $\Delta x$ of the observation window is varied, keeping the temporal interval equal to 30 min.

The change in the observation window is done by spatially smoothing (moving-window average) the absolute error of the reflectivity values computed at the grid resolution (MAD). Since the small scales of MAD are filtered out, the closest members to the observations are sought using only the large-scale component of the MAD. Comparing the two panels of Fig. 5 we see that at the 820 km scale, the joint probability distribution is more compact and more strongly peaked than the one at 20 km resolution. The average state gain increased with decreasing MAD resolution (increasing window size). Furthermore, as illustrated in Fig. 6, increasing the observation window from 20 to 820 km also extends the area over which the Frankenstate can be constructed outside the precipitation area (see reduction of gray area in Fig. 6a with respect to Fig. 6b).

Figure 7 show the Frankenstate total area as a function of the observation windows width (black line). For the 20 km observation window (single gridpoint MAD), the Frankenstate is constructed over 17% of the domain, which is approximately the precipitation area coverage. Due to the spatial smoothing, increasing the observation windows extends the area where the Frankenstate can
be constructed with an increase from 17% of the domain for the 20 km window, to 88% for the 820 km window. Extending the Frankenstate area increases the total area with positive gains in the state error (red shaded areas in Fig. 7). However, it also increases the area with negative impacts (blue shaded region in Fig. 7). As mentioned previously, the negative gain (error increase) results from the “noise” of the method and we assumed that the same noise producing negative gains has also an equal counterpart that results in positive gains. The difference between the positive and the negative gain areas represents the “net gain” area. This net gain area increases with the window size, reaching a maximum value of 30% of the domain for an 820 km window (green line in Fig. 7). Since a larger window size does not extend the net gain area, for our DA experiments, we considered 820 km as the optimal window size.

Note that reducing the errors at larger scales (using a large observation window) has a double benefit. On the one hand, it extends the area of the Frankenstate, by which a larger portion of the domain is directly benefitted from LEMA (Fig. 7). Also, it increases the magnitude of the benefit as seen by comparing Figs. 5a and 5b.

Figure 8 shows the maps of decrease in the state error with respect to the Frankenstate for selected members when the optimal window size is used. In general terms, regions with positive gain cover a higher portion of the domain than negative gain regions, in agreement with Fig. 7. Moreover, the regions with positive and negative gains are different for each ensemble member as a result of the stochastic component of the closest member selection method (noise). For each member, the decrease in the state error (positive or negative) can be interpreted as different perturbations that are applied to each member during the nudging initialization (relaxation toward the Frankenstate). In the next section, we will show that the combined effect of these perturbations and the nudging initialization introduces differences among the Frankencast members that grow with time increasing the spread in the ensemble.

3) IMPACT OF DA IN FORECAST QUALITY

In the preceding section, we showed that the Frankenstate constructed using the optimal window size produces a decrease in the state error in approximately 60% of the domain. This section extends the previous study by analyzing the improvements on the forecast quality when the new ensemble forecast (Frankencasts) is initialized by gradually relaxing (nudging) each background member toward the Frankenstate. To evaluate the impact in the precipitation forecast quality we compare...
the reflectivity observations against the model values using the RMSE and three contingency scores.

In terms of the precipitation forecasts, the LEMA method produces improvements in the RMSE of ~15% that persist for our entire 12 h forecast (Figs. 9a,b). Consistent improvements are also obtained in the classical contingency scores (Wilks 1995) such as equitable thread score (ETS; Figs. 9c and 9d), probability of detection (POD; Figs. 9e and 9f), and false alarm ratio (FAR; Figs. 9g and 9h). The detection threshold used in the contingency score is 0.3 mm h⁻¹ (~14 dBZ).

For potential temperature, vapor mixing ratio and $u$ winds, on average, a ~25% reduction in the RMSE is achieved by the end of the nudging period (Fig. 10). Note that most of the error reduction obtained by the DA is still present after 12 h of forecast. Similar results are found for the $v$ wind (not shown).

In addition to the reduction in the forecast error, in an optimal ensemble prediction system (EPS) the ensemble spread should correctly quantify the forecast uncertainties due to errors in the ICs. Therefore, to maintain the correct ensemble dispersivity during the forecast, the differences between the ensemble members should increase with time to capture the growth of the forecast errors. We will show that the presented DA method creates spread in the ensemble due to the combined effect of the nudging initialization and the different corrections applied to every member (Fig. 8).

Figures 11a and 11b show the background and the Frankencast ensemble spread for potential temperature, vapor mixing ratio, $u$ wind, and reflectivity (transformed from surface precipitation). Although nudging each background member toward the analysis severely reduces the ensemble spread, some differences among the members persist. Part of this dispersion can be attributed to the areas where the analysis is not constructed (the Frankencast’s empty regions). Over those regions, each background member evolves without any artificial forcing, maintaining the spread values similar to the background ones. Another source of spread arises from the use of dynamic initialization (nudging) gradually forcing the model toward the analysis, but due to the original model tendencies, the Frankencast with a residual is achieved at the end of the nudging period. In addition, only 4 state variables are nudged, while the other variables can contribute to the spread.

To evaluate if the ensemble dispersion correctly represents the uncertainty in the forecast, we compute the ratio of the RMSE of the ensemble mean and the average ensemble spread. The correct dispersivity in the ensemble results when the RMSE of the ensemble mean matches the ensemble spread, with the spread computed as (Fortin et al. 2014):

$$spr_{\phi} = \sqrt{\frac{1}{M-1} \sum_{i=1}^{N} \left( \frac{\phi_{m}(i)}{\bar{\phi}_{m}} \right)^{2}},$$

where $\phi$ denotes a variable, $\phi_{m}(i)$ its value at grid point ‘$i$’ for the $m$th member, and the overbar indicates the ensemble average. The total number of grid points and ensemble members are denoted by $N$ and $M$, respectively. For potential temperature and horizontal winds, the background ensemble is overdispersive (dispersivity > 1) during the entire forecast period (Fig. 11c). After the DA, the dispersivity of the Frankencast ensemble is severely reduced, becoming underdispersive (dispersivity < 1). Nevertheless, due to the fast growth of the perturbations, the ensemble becomes overdispersive after 4 h. For vapor mixing ratio and reflectivity (Fig. 11d) the ensemble also becomes underdispersive after the DA but, contrary to potential temperature and $u$ wind, 12 h is required to regain the correct dispersivity. This slow dispersivity development for vapor and reflectivity can be explained by the slow spread growth for those variables (Fig. 11b), compared with the spread increase for $u$ wind and potential temperature (Fig. 11a).

4) Nudging versus direct insertion forecast initialization

In this section, we show the benefits and the limitations of using nudging to initialize the forecast by...
comparing this initialization method with the direct inser-
tion of the Frankenstate in the background (no nudging). To this end, the Case A experiment is re-
peated twice. In one of the experiments, the forecasts are initialized directly from an ensemble of analyses created by replacing in each background member the values of potential temperature, humidity, and horizontal winds from the Frankenstate. In areas where the Frankenstate is not constructed the background members are left unchanged. In the other experiment, the ensemble forecast is produced by relaxing each background member toward the Truth state by forcing the same 4 variables used in the Frankenstate over the entire domain, representing the best possible DA.

Since the Frankenstate is constructed using the information from the ensemble members in a direct manner, the regions where a member is the closest to the precipitation are “locally” in balance with the model dynamics (patches in Fig. 1b). Nonetheless, at the boundaries of those regions where a transition between different selected members occurs (patch boundaries in Fig. 1b), imbalances may be produced in the model.

A commonly used parameter to measure imbalances is the magnitude of the time derivative of surface pressure, averaged over the model domain (e.g., Stauffer and Seaman 1990; Bick et al. 2016):

$$S_t = \left\langle \frac{dP_t}{dt} \right\rangle,$$  \hspace{1cm} (8)

where $P_t$ is the surface pressure and $\langle \rangle$ denotes the domain average. These pressure perturbations can be
Fig. 9. DA impacts on precipitation forecasts for Case A. (left) The background (colors) and the Frankencasts (black) errors, measured by (a) reflectivity RMSE, (c) ETS, (e) POD, and (g) FAR. (right) The error improvement achieved by each Frankencast member, with respect to the corresponding background member. The improvements correspond to: (b) reflectivity relative decrease in RMSE, (d) increase in ETS (ETS$_F^m$ - ETS$_B^m$), (f) increase in POD (POD$_F^m$ - POD$_B^m$), and (h) decrease in FAR (FAR$_F^m$ - FAR$_B^m$). In the above equations, the subindexes “F” and “B” indicate the error for the “Frakenstate” or “Background” and “m” the member number. A threshold of 0.3 mm h$^{-1}$ is used for the ETS, POD, and FAR computations. Gray shaded areas indicate the nudging period.
related to mass adjustments that restore the model balance through the continuity equation, with higher values indicating the presence of imbalances.

The pressure perturbations introduced by nudging the background members toward the Frankenstate are an order of magnitude smaller than the ones produced by the direct insertion initialization (Fig. 12). Moreover, in the dynamic initialization, the pressure perturbations have the same order of magnitude as the background values (no DA), indicating that the nudging reduces model shocks to the minimum.

In addition, the nudging initialization produces a higher decrease in the state RMSE than the direct insertion initialization (Fig. 13). A possible reason for this is that during the forcing period the model has time to adjust to the new state (avoiding model shocks and information rejection) and is able to propagate the information to other variables and to areas outside the Frankenstate where no nudging was applied.

It is important to remark that even in the best possible scenario (nudging toward the Truth values in the four state variables used in the Frankenstate) the maximum
attainable reduction in the RMSE is 55%–70% for the state variables and 15% for reflectivity (see dot–dashed lines in Fig. 13). This is an expected result since only four variables are nudged while the others adjust freely to the changes in the state, and also since the artificial forcing needs to compete with the actual model tendencies.

b. Other test cases

In the preceding section, we performed an in-depth characterization and tuning of the method using a single study case (Case A). To evaluate the performance of the DA method under different meteorological situations, we extended the study of the impacts of DA in the forecast quality for three more precipitation events (Case B, C, and D in Table 1).

Figure 14 shows the reduction in the forecast errors for precipitation, potential temperature, and \( u \) wind, for Cases B, C, and D. The results are similar for vapor mixing ratio and \( v \) wind (not shown). In general terms, the results for Case A hold for the other analyzed cases: the assimilation of precipitation observations produces considerable and persistent improvement in precipitation and in the state variables.

For Case B, an approximately constant reflectivity improvement of 7% (averaged over the ensemble) is present during the entire 12 h forecast (Fig. 14a) which can be associated with the long-lived reduction in the state error (Figs. 14d,g). Similar results were obtained for Case D (Figs. 14c,f,i).

For Case C, improvements in reflectivity remain between 5% and 20% over the entire forecast period (Fig. 14b). The error reduction in the state variables is similar to the ones obtained for Case B (Figs. 14e,h), with the exception that the assimilation increased the error potential temperature RMSE for one of the ensemble members (member 16, dashed green line in Fig. 14e). Nevertheless, since the error in the other state variables is reduced (Fig. 14h for \( u \) wind, similar results for \( v \) wind and vapor mixing ratio), persistent improvements are obtained for that member in precipitation.

5. Discussion and conclusions

We present a simple data assimilation technique named localized ensemble mosaic assimilation (LEMA) that in the context of OSSE gives considerable improvements of \(-15\%\) in precipitation forecast and better for the state variables that persists up to 12 forecast hours. These improvements in precipitation can be associated with the long-lived reduction in the state variables.
variable errors (potential temperature, vapor mixing ratio, u wind, and v wind).

The heuristic approach presented has three fundamental components. The first element is the construction of an analysis, named “Frankenstate,” by assigning to each grid point the information from the ensemble member that is locally closest to the precipitation observations. The second important aspect is how the “local proximity” is measured: using the large-scale component of the mean absolute difference (MAD) between the modeled and the observed precipitation, by computing MAD over a rectangular window centered at the column (820 km window). The last component of LEMA is the initialization of the new ensemble forecast by gradually forcing (nudging) each member of the background toward the Frankenstate (“Frankencasts”), thus reducing the impact of any imbalances present in the Frankenstate.

LEMA was introduced here in its more simple terms—as it actually originated—based on the construction of a mosaic of ensemble members each chosen so that at every pixel the contributing member is the closest one to observations. In our experience this simple description always elicits the comment “why nobody said it before”. This is indicative of the very intuitive concept behind LEMA. However, the idea that proximity to precipitation observations must lead to better proximity in state variables is not necessarily obvious nor simple. In more rigorous terms LEMA is defined by the joint probabilities \( p(\Delta \phi, \Delta \text{MAD}) \), where \( \phi \) is a state variable, obtained from model data, such as shown in Fig. 4. These joint probabilities play in LEMA the same role as the background covariance matrices and the observation operator in classical assimilation methods: the transmission of the information from observations to the state variables. However, in LEMA no assumptions of Gaussianity nor linearity are necessary to propagate the information. It is all rolled into a single container of the joint probability distribution.

As discussed in section 4, the joint pdf has a “noise” component that generates increases in state errors.
But LEMA’s decrease in state variables’ errors is due to the net effect of $p(\Delta e, \Delta \text{MAD})$ that is not readily seen in 2D joint pdf. To better understand the mechanism of the transfer of information in LEMA the expected value of $e_\phi$ is shown in Fig. 15. Here, the graph for potential temperature is shown but similar figures hold for the other three variables. Figure 15 shows that the smoothing of MAD from 20 to 820 km decreases the range of $\Delta \text{MAD}$ by about one order of magnitude but in both cases around 2.5 decades of $\Delta \text{MAD}$ values are present.

FIG. 14. DA impacts on forecasts quality for (left) Case B, (middle) Case C, and (right) Case D. The impacts are expressed as the reduction in RMSE for (a)–(c) reflectivity (dBZ), (d)–(f) potential temperature (θ), and (g)–(i) u wind (U) for each ensemble member. For all plots, the gray shaded area indicates the nudging period.

Member number

Unauthenticated | Downloaded 10/27/23 04:00 AM UTC
and decrease in state variables error for most of the range of MAD. By construction we directly decrease the error in precipitation but the better performance of LEMA when the 820 km window is used arise entirely from the mosaic of the ensemble members generated by the model at the original 20 km grid spacing scales. This result appears to be consistent with the idea that decreasing errors at the large scales has an enhanced benefit at smaller scales (Durran et al. 2013).

The results summarized in Fig. 15 hold under less ideal conditions of the experiments. When truth is selected at the edge of the ensemble instead of its center (as in a forecast error) relationships similar to Fig. 15 are obtained but with lower gains in state variables.

In this work, only one variable is assimilated. Nevertheless, LEMA can be extended to more observed variables in which case the multidimensional joint probability distributions must take into account the relative reliability of each assimilated variable. But even with only radar-derived precipitation as assimilated measurement it may be useful to consider the uncertainty of the transformation of dBZ to precipitation rate. Lee et al. (2007) have shown that this uncertainty can be used to generate an ensemble of R fields from a single Z field and in this manner can generate various Frankencasts and hence increases the number of ensemble members in the model forecast. This will be explored in a future work.

Moreover, since only precipitation is used, in cases of weather with little or no precipitation in the domain, it is possible that none of the ensemble members will have a precipitation coverage over the observation windows that exceed the minimum threshold needed to construct the Frankenstate (e.g., more than 35 grid points with precipitation for the 820 km observation windows). In this case there is not enough information to construct the Frankenstate and therefore each member of the ensemble evolves without any modification.

The other question that may arise is whether weights should be assigned to the ensemble members contributing to the mosaic of Frankenstate. In fact, the ensemble members that are closer to the truth have automatically a greater weight by the fact that they cover a greater number of pixels (more and/or larger tiles of the mosaic). Nevertheless, it could be interesting to explore the idea of constructing an ensemble of Frankenstates using different combinations of the locally closest “n” members instead of just using the closest one.

Finally, LEMA belongs to the class of DA methods based purely on the information in the ensemble forecasts with no additional physical constraints. This is a fundamental weakness: the method relies on the full coverage of reality by the ensemble. In real situations with considerable model errors and underdispersive
backgrounds we know that this is not to be the case. One possible way to overcome this limitation is to augment the ensemble used to construct the analysis in LEMA with members from ensemble forecasts initialized at different times (lagged forecasts) as well as states at different times close to the analysis time. Nevertheless, if reality is outside the set of analogs of the NWP ensemble, if the forecast does not predict precipitation or the predicted location of precipitation is totally off, the ensemble LEMA will not be able to correct it.

Acknowledgments. The research reported here has been supported by the NSERC/Hydro-Quebec Industrial Research Chair program. We acknowledge the comments and suggestions of Dr. Dominik Jacques and three anonymous reviewers for their help in improving the paper.

APPENDIX A

Variable Importance in Nudging Initialization

Previous studies showed that potential temperature ($\theta$), vapor mixing ratio ($q_v$), and horizontal winds ($U$ and $V$) are the most useful variables when the forecasts are initialized by nudging the background toward an analysis (Anthes 1974; Stauffer and Seaman 1990). In this appendix, we confirm these results for our model configuration using simple experiments.

The experiments are similar to the ones used in the OSSE setup for Case A (described in section 3b). The only difference is that only one member is used as background (member 1). To characterize the impacts, two simulations are carried out. We consider one of the simulations as the control by producing a forecast from the background ensemble without assimilating any observations. For the second simulation, a forecast is initialized by relaxing the background toward the truth. This experiment is repeated four times, nudging different combinations of state variables that have the greatest impact for the initialization. The nudging is performed at every grid point in the domain using a relaxation time $\tau = 30\text{ min}$. The following combinations of variables are used for each experiment:

- potential temperature ($\theta$),
- vapor mixing ratio ($q_v$),
- horizontal winds ($U$ and $V$), and
- all the variables above ($\theta$, $q_v$, $U$, and $V$).

The effectiveness of the nudging initialization is measured by the decrease in the RMSE for each variable between the simulation with nudging and the background simulation [Eq. (4)].

Figure A1 shows the decrease in the RMSE for each variable and each experiment. At the end of the nudging period, nudging only $\theta$ (Fig. A1a) results in a $\sim 60\%$ improvement on that variable. But, after the nudging took place, most of the improvements are lost within 4 h. Only nudging $\theta$ induces small improvements in the horizontal winds ($\sim 10\%$). Similar results occur when we only adjust $q_v$ (Fig. A1b). But only marginal corrections are propagated to the other variables ($\theta$, $U$, and $V$). Nudging $\theta$ and $q_v$ gives similar results to nudging only $\theta$ (not shown), with also similar improvements in $q_v$ than the ones shown in Fig. A1b. Better results are obtained when we nudge the horizontal winds (Fig. A1c). The error reduction at the end of the nudging period is $\sim 60\%$ for the nudged variables. In the subsequent hours, the errors in the winds ($U$ and $V$) and the mass fields ($\theta$ and $q_v$) balance each other during the first 4 h. After that period, a $20\%$–$30\%$ gain persists for the rest of the forecast. The best results are obtained when the four variables are nudged (Fig. A1d) with $55\%$–$70\%$ of improvements after the nudging. In contrast to the other experiments, most of these improvements persist during the forecast period. Nudging other prognostic variables like vertical velocity, surface pressure, and geopotential height has little impacts on the forecast quality (results not shown).

In conclusion, even under the ideal conditions where we nudge toward the truth on the entire domain, no single variable is sufficient to obtain considerable impacts. Potential temperature, vapor mixing ratio, and horizontal winds must be adjusted to obtain a persistent improvement in the forecast quality.

APPENDIX B

Sensitivity to Observations Errors

Precipitation estimates from ground-based radar networks are typically derived from 2D reflectivity composites constructed by combining the reflectivity ($Z$) data from the different radars onto a common grid. Nonetheless, the precipitation composites derived from radar data are affected by different sources of errors (e.g., Zawadzki 1984; Joss et al. 1990). The main sources of error are the uncertainty associated with the $Z$–$R$ transformations used to convert reflectivity into surface rainfall and the radar range-dependent errors (Berenguer and Zawadzki 2008). Moreover, these errors have a strong dependence with range and that their structure is scale dependent (Berenguer and Zawadzki 2009). For lower heights the errors in the $Z$–$R$ relation dominates, while for elevated observations the range-dependent errors are dominant.
In LEMA, these errors will affect the calculation of the local distance of each ensemble member to the observations \[\text{MAD; Eq. (1)}\] and, in consequence, it may affect the selection of the closest member to the observations. To evaluate the sensitivity of LEMA to the errors in the observations we compared expectation values of the decrease in the state error \(D\) using perfect (no errors) and “imperfect” observations (observations + Gaussian noise). The errors were simulated by adding an unbiased Gaussian noise field with \(\sigma_{\text{noise}} = 3 \text{ dBZ}\) standard deviation to the reflectivity observations used in the MAD computation (converted from the observed precipitation). For simplicity, no spatial correlations on the error field were considered. The standard deviation for the errors was taken from Berenguer and Zawadzki (2008), and can be considered as a upper bound for low-altitude observations.\(^{B1}\)

Figure B1 shows the expectation values \(D\) computed using the conditional probability \(p(\Delta \text{MAD}|D)\) for the 820 km observation windows (i.e., the expectation values are normalized by \(p(\Delta \text{MAD})\). The expectation values for \(\Delta \text{MAD}\) are only slightly affected by the simulated errors, indicating that the LEMA hypothesis still holds: the member that is locally closest to the observed precipitation is more probable to be closer to the “truth” in the other state variables. The low sensitivity to the simulated errors can be explained by the large observation windows used, where the MAD values are mostly dominated by the actual differences between the observed (truth) and the modeled precipitation patterns, with the observations error contribution playing a minor role.

The above results show that LEMA is robust with respect to the observations errors considered here. Nevertheless, as is shown in Berenguer and Zawadzki (2008), for elevated radar observations located far away from the radar, the error in the precipitation estimates can be considerable larger than the ones considered here. Under those circumstances, one can simply exclude the regions with very low-quality observations (Lopez 2011) or assign quality index (weight between 0 and 1) to the individual observations (Jacques et al. 2018) and use them as weights on each term in the MAD computation. Another alternative is to use the observations

---

\(^{B1}\) In Berenguer and Zawadzki (2008), Eqs. (3) and (6) expressed the errors in dB\(R\) units. Those equations can be converted to the corresponding reflectivity errors using the Marshall–Palmer relationship.
errors to select different members that fall inside the error’s margins. The selected members can be either averaged to construct the analysis or be used to generate an analysis ensemble by using different members combinations. However, using the observation’s errors in LEMA is outside the scope of this study and is left as future work.

Nevertheless, it should be pointed out that in LEMA both the model and the observations errors affect the MAD between model and observations. Although errors in radar precipitation have been reasonably assessed (e.g., Berenguer and Zawadzki 2008, 2009), model errors are a more difficult problem that requires a great deal of consideration. In real situations, it is likely that these model errors represent a dominant factor in the MAD computation, especially due to the uncertainties in the convective parameterization.
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