Microphysics Impacts on the Warm Conveyor Belt and Ridge Building of the NAWDEX IOP6 Cyclone
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ABSTRACT: This study investigates diabatic processes along the warm conveyor belt (WCB) of a deep extratropical cyclone observed in the North Atlantic Waveguide and Downstream Impact Experiment (NAWDEX). The aim is to investigate the effect of two different microphysics schemes, the one-moment scheme ICE3 and the quasi two-moment scheme LIMA, on the WCB and the ridge building downstream. ICE3 and LIMA also differ in the processes of vapor deposition on hydrometeors in cold and mixed-phase clouds. Latent heating in ICE3 is found to be dominated by deposition on ice while the heating in LIMA is distributed among depositions on ice, snow, and graupel. ICE3 is the scheme leading to the largest number of WCB trajectories (30% more than LIMA) due to greater heating rates over larger areas. The consequence is that the size of the upper-level ridge grows more rapidly in ICE3 than LIMA, albeit with some exceptions in localized regions of the cyclonic branch of the WCB. A comparison with various observations (airborne remote sensing measurements, dropsondes, and satellite data) is then performed. Below the melting layer, the observed reflectivity is rather well reproduced by the model. Above the melting layer, in the middle of the troposphere, the reflectivity and retrieved ice water content are largely underestimated by both schemes while at upper levels, the ICE3 scheme performs much better than LIMA in agreement with a closer representation of the observed winds by ICE3. These results underline the strong sensitivity of upper-level dynamics to ice-related processes.

SIGNIFICANCE STATEMENT: In midlatitudes, the jet stream structure is modulated by diabatic processes occurring in the warm conveyor belt of extratropical cyclones. By using two drastically different microphysical schemes to simulate an extratropical cyclone, we investigate the main cloud processes and associated uncertainties mattering to represent the warm conveyor belt. Comparison with data from the NAWDEX campaign helps to determine the most accurate scheme. We highlight the strong sensitivity of upper-level dynamics to ice-related processes. These findings point out the need of a better understanding of these processes for an improved prediction of upper-level dynamics.
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1. Introduction

Extratropical cyclones result from complex interactions between synoptic-scale dynamical forcings and microscale physical processes and are still subject to significant prediction errors in numerical weather prediction models (NWP). Warm conveyor belts (WCB) are key regions of extratropical cyclones where these multiscale complex interactions occur. According to Eckhardt et al. (2004), in the Northern Hemisphere, ~60% of the extratropical cyclones are associated with WCB and their deepening rate is linked to the WCB strength (Binder et al. 2016). WCBs correspond to slantwise ascending air masses originating in the boundary layer of the warm sector and reaching the upper troposphere (Harrold 1973; Browning 1986). Within the troposphere, they form elongated cloud bands and horizontally transport large amounts of heat and moisture (Holton 2004). During their ascent, liquid, mixed phase, and ice hydrometeors are formed in WCBs (Browning 1986).

Microphysical water phase changes associated with cloud formation along WCBs have been shown to have a strong impact on cyclone intensity (Manabe 1956; Robertson and Smith 1983, among many others) and cyclone track (Coronel et al. 2015). These impacts can be viewed in terms of potential vorticity (PV). The time evolution of the PV depends on the spatial gradient of the diabatic heating rate (Hoskins et al. 1985). In WCBs, microphysical processes generally produce latent heat release larger than 20 K in 48 h (Madonna et al. 2014). Such a latent heat release produces a positive PV anomaly in the lower troposphere which generally reinforces the cyclonic circulation of the surface extratropical cyclones (Kuo et al. 1991; Davis et al. 1993; Binder et al. 2016). The latent heat release also creates a negative PV anomaly in the upper troposphere that tends to reinforce the downstream ridge (Hoskins et al. 1985; Wernli and Davies 1997; Pomroy and Thorpe 2000; Madonna et al. 2014). This upper tropospheric PV anomaly has a
strong impact on the downstream propagation of Rossby waves and consequently on the forthcoming weather. Several studies have shown that NWP models are often characterized by a misleading representation of the PV along the jet stream (Dirren et al. 2003; Gray et al. 2014; Martinez-Alvarado et al. 2016) whose origins might be diabatic processes, and in particular the cloud microphysical processes within WCBs. These previous studies helped motivate the international field campaign, the North Atlantic Waveguide Downstream and Impact Experiment (NAWDEX), which was conducted in September–October 2016 (Schäffler et al. 2018).

The most significant microphysical processes along WCBs are associated with condensation of cloud liquid water, deposition of snow and ice, and snow riming as shown by various studies (Forbes and Clark 2003; Joos and Wernli 2012; Joos and Forbes 2016; Dearden et al. 2016; Crezee et al. 2017; Gehring et al. 2020). Cloud systems have been shown to be highly dependent on the way ice vapor growth is parameterized (Gierens et al. 2003; Tompkins et al. 2007; Avramov and Harrington 2010) but uncertainties on ice related processes are still large (Khain et al. 2015; Dearden et al. 2016). In warm clouds, all the excess vapor is removed by a saturation adjustment scheme. In cold and mixed clouds, saturation adjustment is also often used. However, ice number concentration is several orders smaller than cloud droplets number concentration and supersaturation reached in cold and mixed clouds is far higher than in warm clouds and the assumption of saturation adjustment is no longer applicable (Heymsfield et al. 1998; Gettelman et al. 2010). When the ice-saturation adjustment is applied, the excess water vapor in the upper troposphere is entirely consumed to produce large amount of ice cloud and subsequently releases large amount of latent heating (Hashimoto et al. 2007). By doubling or halving the ice deposition rate in a mesoscale version of the Met Office Unified Model, Forbes and Clark (2003) observed significant impacts on the dynamics of a cyclone and its fronts but, due to the absence of microphysics observations, the authors could not state on the best deposition rate and they did not look at the representation of the PV along the jet stream. Joos and Forbes (2016), while using different microphysics differing on accretion, rain evaporation and snow riming, detected small changes in the structure and location of the WCB that have some impact on the position of the tropopause and extension of the upper-level ridge. However, these differences in microphysics did not lead to differences in the number of WCB trajectories. Extratropical cyclones are complex systems and the underlying interactions between microphysics and dynamics within WCB may potentially lead to forecast uncertainties along the downstream waveguide (Berman and Torn 2019). However, it is still unclear to which components of the microphysical schemes along WCB trajectories the downstream waveguide is more sensitive.

The main objective of the present study is to assess the impact of different microphysics on the development of an extratropical cyclone and its associated ridge building aloft in the French mesoscale research model MêsoNH (Lae et al. 2018). Two largely different microphysics schemes are compared: the one-moment microphysical scheme ICE3 (Pinty and Jabouille 1998) and the quasi two-moment microphysical scheme, the Liquid Ice Multiple Aerosols (LIMA; Vié et al. (2016)). Since the cyclone has been observed during the intensive observing period 6 (IOP6) of NAWDEX, a subsequent secondary objective is to determine which of the scheme performs better with regard to observations.

The one-moment scheme ICE3 is currently used in AROME (Seity et al. 2011), the operational regional NWP model at Météo-France. It describes the evolution of the mass mixing ratio of five different hydrometeors (droplets, rain, graupel, snow and ice). The quasi two-moment scheme LIMA describes the evolution of both the mass mixing ratios and number concentrations of the same five hydrometeors. These schemes also differ on the processes of vapor deposition on ice hydrometeors in cold and mixed clouds. For instance, ICE3 uses ice-saturation adjustment while LIMA predicts explicit rates of water vapor deposition.

Such a comparison between the two schemes has already been performed in a very different context on two heavy precipitation events of the HyMeX campaign (Ducrocq et al. 2014) by Taufour et al. (2018). The one-moment scheme produced higher values of hydrometeor mass mixing ratio. This could be due to, inter alia, higher vapor deposition rates or to lower sedimentation speeds. But the two-moment scheme obtained a closer vertical composition of the convective cells to the observations. This last point might be relevant in our case as Rasp et al. (2016), Oertel et al. (2021), and Blanchard et al. (2020) recently showed the particular roles of embedded convection in creating upper-level negative PV bands on the anticyclonic side of the jet stream and reinforcing it.

The case studied in this paper is called the “stalactite cyclone” due to a very deep, narrow, stalactite-like tropopause trough associated with it following the analogy introduced by Rossa et al. (2000). This case is particularly interesting to study because its associated ridge building led to the onset of a synoptic-scale Scandinavian blocking in early October 2016 (Schäffler et al. 2018; Maddison et al. 2019). It has been observed during three aircraft flights: two flights of the French Falcon operated by Service des Avions Français Instrumentés pour la Recherche en Environnement (SAFIRE) and one flight of the German Falcon operated by the Deutsches Zentrum für Luft- und Raumfahrt (DLR).

The structure of the paper is as follows. Section 2 is dedicated to the description of the NAWDEX case study and the methodology. It first includes information about the model and its detailed bulk microphysical schemes ICE3 and LIMA. It also includes a synoptic overview of the NAWDEX case study and a description of the observational datasets. The impact of the two schemes on the WCB of the studied cyclone and the building of the upper-level ridge are then described in section 3. Section 4 is dedicated to the comparison to airborne in situ and radar-lidar observations of microphysics and dynamics in an attempt to assess the effect of the microphysical schemes on the skill of the NWP model in the case studied here. A discussion and conclusions are drawn in section 5.

2. Case description and methodology

a. NAWDEX IOP6

The "stalactite cyclone" that formed during IOP6 of NAWDEX is selected for our study and corresponds to the beginning of
The initial cyclogenesis occurred off the coast of Newfoundland by the merging of two small-scale vortices on 29 September 2016 (Flack et al. 2021). An interaction with a large-scale upper-level trough over the North Atlantic led to a rapid deepening of the surface cyclone by 26 hPa in 24 h. Figure 1 presents the track of the cyclone obtained with the global operational model ARPEGE analysis from 0000 UTC 1 October to 0000 UTC 4 October every 6 h (black line in Fig. 1a). The cyclone was associated with a strong WCB that amplified the upper level ridge downstream of it (Figs. 1b–d). On 4 October the ridge led to a blocking situation that persisted over Scandinavia for several weeks (Schäfler et al. 2018; Maddison et al. 2019). Two flights with the French SAFIRE Falcon were conducted during the development of the cyclone and its associated WCB on 2 October (see flights tracks in Fig. 1b). The first one, called F6, lasted from 0837 to 1150 UTC and sampled the WCB outflow region west of Iceland. The second one, called F7, which lasted from 1301 to 1616 UTC, sampled the ascending branch of the WCB south of Iceland.

b. French NAWDEX airborne observations and comparison with model outputs

During NAWDEX, the French SAFIRE Falcon was equipped with a radar-lidar platform (RALI: http://rali.projet.latmos.ipsl.fr/, Delanoë et al. 2013). It includes a multibeam 95-GHz Doppler radar, Radar System Airborne (RASTA), a high-spectral-resolution Leandre New Generation (LNG) lidar, and an infrared radiometer Conveyable Low-Noise Infrared Radiometer for Measurements of Atmosphere and Ground Surface Targets (CLIMAT; Brogniez et al. 2003). RASTA includes three downward-looking beams (nadir, 28° off-nadir and opposite the aircraft motion, and 20° off-nadir perpendicular to the aircraft motion). This unique configuration allows for the retrieval of the three-dimensional wind. LNG, in its backscatter configuration, operates at three wavelengths (355, 532, and 1064 nm), including depolarization at 355 nm.

Two complementary approaches are adopted to compare the simulations and the observations: the radar-to-model approach, which consists of deriving usual meteorological parameters such as hydrometeor contents from radar-lidar measurements, and the model-to-radar approach, which simulates the reflectivity from the model fields. Both approaches have their own assumptions on hydrometeor shape, density, etc. The model-to-radar approach relies on a radar forward operator developed within MesoNH following the Mie scattering theory. The simulated reflectivity can be compared to the reflectivity measured by a fixed ground-based radar (Caumont et al. 2006; Augros et al. 2016) or by one measured along a flight track (Borderies et al. 2018). The radar sensitivity depending on the range of the target (e.g., RASTA sensitivity is about −30 dBZ at 1-km range) the radar cannot detect the very low values shown in the model simulations. Consequently, only the range of observed values are considered for comparison purposes. Therefore, at each altitude, the simulated reflectivity values that are smaller/larger than the minimum/maximum of the instrument range are excluded. In the latter study, the operator has been validated by comparisons with the RASTA data during a 2-month period over the Mediterranean region. The radar-to-model approach is based on the DARDAR-CLOUD algorithm (Delanoë et al. 2013; Cazenave 2019) which enables the retrieval of microphysical properties from the RALI data using T-matrix scattering theory (Mishchenko et al. 1996) such as the ice water content, the effective radius, and the extinction. Adopting these two complementary and independent approaches, which are based on different assumptions and exploitation algorithms, reinforces the robustness of our comparisons between observations and models and constitutes one originality of the present study.

Nine dropsondes were launched during F6 that provided temperature, humidity, and wind profiles. During F7, no dropsonde was launched because of the air traffic constraints. Finally, to get a fair comparison with the observations, MesoNH simulations are systematically interpolated in time and space at the exact position of the observations.

c. Model and simulation setup

This study uses the French anelastic research model MesoNH (Lac et al. 2018, http://mesonh.aero.obs-mip.fr/). The MesoNH prognostic variables are the three velocity components, the dry potential temperature, the turbulent kinetic energy and the microphysical variables. MesoNH was used in a convection-permitting mode at a 2.5-km horizontal resolution over the domain shown in Figs. 1a–d. The vertical grid included 55 stretched vertical levels with the first one 20 m above the ground. The momentum is advected with a fourth-order centered scheme, while scalar variables are advected with the piecewise parabolic method (PPM) scheme (Colella and Woodward 1984). The time step is 6 s with a Runge–Kutta fourth-order temporal scheme. The turbulence scheme is the 1D version of Cuxart et al. (2000) used with the mixing length of Bougeault and Lacarrère (1989) and the mass-flux scheme of Pergaud et al. (2009). The radiative transfer is computed with the ECMWF radiation code, using the Rapid Radiation Transfer Model (RRTM) of Mlawer et al. (1997) for longwave radiation and the shortwave radiation scheme of Morcrette (1991). In MesoNH backward Lagrangian trajectories are calculated using the online algorithm of Gheusi and Stein (2002). The tracers are initialized with their initial 3D coordinates and are transported by PPM, a scheme with excellent mass-conservation properties and low numerical diffusion. Two distinct simulations are performed in this study, the first uses the microphysical parameterization scheme ICE3 and the second LIMA. In what follows these simulations are referred to as ICE3 and LIMA simulations.

1) ICE3 MICROPHYSICAL SCHEME

ICE3 is a bulk mixed-phase one-moment microphysical scheme (Caniaux et al. 1994; Pinty and Jabouille 1998). Its prognostic equations predict the mass mixing ratios of six water species (water vapor, cloud water, rainwater, primary ice crystals, snow aggregates, and graupel) combining a three-class ice parameterization with the Kessler (1969) scheme applied to the warm processes. The total number concentration of the cloud droplets is defined according to the fraction of sea and land surface cover of the grid mesh, with $300 \times 10^6$ m$^{-3}$ particles over land and $100 \times 10^6$ m$^{-3}$ over sea. The total number concentration of cloud droplets is evaluated according to the fraction of sea and land surface cover of the grid mesh, with $300 \times 10^6$ m$^{-3}$ particles over land and $100 \times 10^6$ m$^{-3}$ over sea. The total number concentration of cloud droplets is evaluated according to the fraction of sea and land surface cover of the grid mesh, with $300 \times 10^6$ m$^{-3}$ particles over land and $100 \times 10^6$ m$^{-3}$ over sea.
concentration of the primary ice is diagnosed based on the parameterization of heterogeneous nucleation of Meyers et al. (1992), which depends only on the supersaturation. An adjustment to saturation for liquid/solid phase is performed meaning that there is deposition of the excess vapor on cloud droplets/ice particles in warm/cold clouds. In mixed-phase clouds, a barycentric formula based on ice and cloud droplets mass mixing ratio is used to divide the excess vapor between ice.
particles and cloud droplets, which may lead to artificial distribution between hydrometeors. Ice to snow conversion is performed according to Kessler (1969) and depends on the ice mass mixing ratio and on the temperature. In cold clouds, snow is only formed by autoconversion and aggregation of ice while graupel is first formed by riming and can then grow by collecting ice and snow. ICE3 includes a subgrid condensation scheme in which the cloud scheme considers saturation deficit according to Chaboureau and Bechtold (2002) and the shallow convection scheme of Pergaud et al. (2009).

2) LIMA MICROPHYSICAL SCHEME

LIMA (Vié et al. 2016) is a quasi-two-moment scheme that includes a detailed representation of aerosol–cloud interactions. LIMA inherits the six water species of the ICE3 scheme. In addition to the mass mixing ratio, and through aerosols consideration, it predicts the number concentration of the cloud droplets, raindrops and pristine ice crystals. As concentrations of snow and graupel are diagnostic, we use the term quasi two-moment scheme. The LIMA scheme integrates a prognostic representation of the aerosol population, cloud condensation nuclei (CCN) activation is parameterized following Cohard et al. (1998), ice freezing nuclei (IFN) nucleation is parameterized according to Phillips et al. (2008) but revised as in Phillips et al. (2013). IFN nucleation explicitly depends on the surface properties of glaciogenic aerosols. In our simulations, the CCN number concentration is set to $300 \times 10^3 \text{ m}^{-3}$ between the ground and a height of 1000 m. Above 1000 m, the number concentration decreases exponentially up to 10 000 m where it reaches a constant value of $10 \times 10^3 \text{ m}^{-3}$. The IFN number concentration is homogeneous and set to $10 \text{ m}^{-3}$. Sensitivity tests to CCN and IFN number concentrations have been performed with very little impact on the simulations. As in ICE3, for the warm phase there is condensation of all the excess vapor on cloud liquid water. However, for the cold phase the deposition rate is explicitly predicted for ice, snow and graupel. In mixed-phase clouds, an adjustment to liquid water saturation first prevents supersaturation, and then the simultaneous evolution of droplets and ice crystals is parameterized after Reisin et al. (1996) and an explicit mass transfer rate on snow and graupel is computed.

In opposition to ICE3:

- No adjustment to saturation is made on solid phase and some vapor can stay in excess in the cold and mixed phases.
- Snow and graupel can grow by vapor deposition in the cold clouds.
- No subgrid condensation scheme is used.

These points are very relevant as, at each time step, mass is transferred between the six water species (vapor, ice, snow, graupel, rain and droplets) such that a change of phase occurs, and latent heat is released/consumed.

A previous comparison between these two schemes performed on heavy precipitation events Taufour et al. (2018) noticed several significant differences. LIMA was found to be more skillful in various ways: it produced a more realistic rain mass mixing ratio, a better representation of the hydrometeors contents as function of height, and an improvement of the representation of the hydrometeors contents in convective areas and the cloud tops. They also observed that LIMA produced more snow than ICE3 but less graupel and far less pristine ice (see their Fig. 8).

3) INITIAL CONDITIONS, SYNOPTIC OVERVIEW, AND LAGRANGIAN TRAJECTORIES SEEDING

The simulations are initialized at 0000 UTC 1 October 2016 and last 72 h. Initial and lateral boundary conditions are provided by 6-hourly ARPEGE analyses. At the initial time the cyclone is located in the southwestern part of the MesoNH domain and the upper-level ridge to the east of the surface cyclone is partly formed and covers a large part of the MesoNH domain (Figs. 1a,b). The tracks of the cyclone, as simulated by ICE3 and LIMA, are almost superimposed on each other and slightly more to the east compared to ARPEGE analysis (Fig. 1a). At the end of the simulations, on 4 October, the surface low is not further deepening, while the ridge is amplifying farther to the north (not shown). The following results focus on the first 2 days of the simulations when the cyclone keeps deepening and the ridge amplifies the most.

Seeding of backward trajectories is made at 0000 UTC 3 October only when the differences between ICE3 and LIMA are already large enough. Information on trajectories is given every 15 min on a 2.5 km $\times$ 2.5 km horizontal grid over the domain shown in Fig. 1. Due to the high computational cost, only one point over eight is considered in the horizontal directions. In the vertical direction all the 22 levels are seeded from 3600 to 14 400 m.

3. Microphysics properties and latent heating budget along the warm conveyor belt

Different criteria can be applied to identify WCB trajectories. This study follows Joos and Wernli (2012) and uses a criterion that requires an ascent of more than 600 hPa in 48 h. A significant difference in the number of WCB trajectories are found between the two runs: ICE3 has 10 475 trajectories whereas LIMA 7945 trajectories. Figure 2 presents the WCB trajectories and their elevation during 48 h. The ICE3 and LIMA trajectories and their ascending regions are very close to each other but are not the same. For some trajectories ascents from the lower to the upper troposphere occur in localized regions of few degrees extent in longitude and latitude (see e.g., 55°N, 32°W along the bent-back front) suggesting the possible occurrence of convective motion as in Rasp et al. (2016) or Oertel et al. (2019) for instance.

Figure 3a shows different rising speeds between ICE3 and LIMA WCB trajectories. LIMA WCB trajectories rise faster and slightly sooner than ICE3 WCB trajectories while having roughly the same starting and ending heights. When looking at the latitudinal and longitudinal evolutions (not shown),
differences remain small suggesting that frontal risings are generally collocated in the two runs.

Figure 3b shows the evolution of the five hydrometeor mass mixing ratios (ice, snow, graupel, rain, droplets). For both runs, the warm hydrometeors undergo a sudden increase during the first hour of the simulation while the cold hydrometeors are formed during the fifth hour. This suggests that the spinup of the model is less than 6 h. Along these trajectories, the total hydrometeor mixing content in ICE3 is twice as high as in LIMA, mainly due to ice, snow and droplets contributions. These differences appear at the beginning of the simulations. In warm hydrometeor category, droplets mass mixing ratios are larger in ICE3 than LIMA but the reverse happens for rain mass mixing ratios. Consequently, highest hydrometeor contents along the WCB are droplets then snow for ICE3 and rain then snow for LIMA.

Figure 3c presents the heating rate budgets of the two simulations and Table 1 describes the different processes contributing to those budgets. While the total mass mixing ratio differs strongly between ICE3 and LIMA, the total heating rate does not exhibit large discrepancies between the two runs. Slight differences are, however, noticeable. During the first 18 h of the simulations, LIMA exhibits slightly higher total heating rates than ICE3 while the reverse tends to happen later during the second day of the simulations between 1000 and 1800 UTC 2 October. This is consistent with the sooner ascents of the LIMA trajectories inside the WCB and the fact that the ICE3 trajectories inside the WCB catch up the height of the LIMA trajectories during the second day (cf. Figs. 3a,c). While only slight differences are visible in the total heating rate, strong differences in processes contributing to this total are noticeable. ICE3 heating is mainly due to deposition on ice and droplets (DEPDI) while LIMA heating is due to deposition on ice and droplets (DEPDI), snow (DEPS), and graupel (DEPG) by order of importance. There are many evidences that the relative importance of the different heating rates cannot be directly linked to the different hydrometeor mass mixing ratios. For instance, ICE3 exhibits greater snow mass mixing ratios than LIMA but the heating rate due to depositional growth and sublimation of snow is slightly negative in ICE3 and largely positive in LIMA. Hence, it mainly reflects sublimation of snow in ICE3 and results from the fact that snow can only be formed via auto-conversion and aggregation of ice in ICE3 in cold clouds. The graupel mass mixing ratios are almost the same in the two schemes while the heating rate due to depositional growth and sublimation of graupel is positive in LIMA and near zero in ICE3. Here again, this is due to the fact that graupel is not formed via such a process in ICE3 in cold clouds. We also note that more cooling due to rain evaporation occurs in LIMA consistent with higher values of rain mass mixing ratios. Finally, in both schemes, the fourth process of importance is radiation. But because ICE3 exhibits a higher ice mass mixing ratio, the cooling due to radiation is slightly more important in ICE3.

To conclude, despite producing similar total heating rates on average along the WCB trajectories, the two simulations exhibit different heating budgets and the various processes contributing to the total heating rate are quite different. Furthermore, we saw that ICE3 produces 30% more WCB trajectories than LIMA. The following section is dedicated to more deeply investigate these differences in WCB processes and their impact on the upper-tropospheric circulation.

4. Impact on the ridge building

Figures 4a and 4b represent the PV at the 315-K isentropic surface at 0000 UTC 3 October for ICE3 and LIMA, respectively.
FIG. 3. (a) Time evolution of the altitude of the WCB trajectories between 0000 UTC 1 Oct and 0000 UTC 3 Oct. Light shadings represent the 5th and 95th percentiles and dark shadings the 25th and 75th percentiles, the full lines represent the median, and the dashed lines represent the mean. Time evolution of (b) the hydrometeor mass mixing ratios and (c) the heating rates of the main processes averaged over ICE3 (solid lines) and LIMA (dashed lines) trajectories. Abbreviations are given in Table 1.
and the difference is shown in Fig. 4c. The 2-PVU (1 PVU = 10^-6 K kg^-1 m^2 s^-1) limits used to identify the dynamical tropopause (Appenzeller and Holton 1997; Grewe and Dameris 1996; Blonsky and Speth 1998) are shown by dashed and solid green contours. Obviously, the most important discrepancies occur in the area of large PV gradient values, that is, in the vicinity of the tropopauses of the two simulations and in the stratosphere (left side of the 2-PVU limit). Two main and opposite anomalies appear between ICE3 and LIMA near the tropopauses. The first one has a narrow crescent shape spanning a large part of the ridge edge (61°–76°N and 25°–53°W). It is hereafter called the red PV anomaly and corresponds to a 3° northwestward shift of the tropopause with ICE3 compared to LIMA. The second one is more localized and located to the south of the ridge (59.5°–62.5°N and 31°–42°W). It is hereafter called the blue PV anomaly and corresponds to a ~2° southward shift of the tropopause with LIMA compared to ICE3. The differences in PV in those regions between LIMA and ICE3 are of the same order of magnitude as those found by Joos and Forbes (2016) while comparing two microphysics schemes used in IFS. The red PV anomaly forms from the beginning of the simulations at the leading edge of the ridge building while the blue PV anomaly begins to form 36 h later above the cold front and slightly north of it in convective regions as shown later. The two anomalies reflect spatial shifts of the tropopause region and changes in the PV gradient that has some consequences on the wind speed as discussed later in section 5.

As expected, WCB trajectories are mainly inside the ridge. The red and blue WCB trajectories are defined as WCB trajectories being in the troposphere and belonging to the red and blue PV anomalies, respectively, in areas where the anomalies go beyond 1 PVU. After computation of the curvature of the WCB trajectories (or the relative vorticity along them) we found that the red and blue PV anomalies correspond to anticyclonic and cyclonic trajectories, respectively. Because they correspond to cyclonic trajectories forming above the cold front, blue WCB trajectories bring similarities with the WCB trajectories studied by Oertel et al. (2019) and Blanchard et al. (2020) that have fast convective ascents. This aspect will be confirmed later. Consistent with the negative sign of the PV anomalies and because more WCB trajectories mean more diabatically produced negative PV, ICE3 gets more WCB trajectories (723) inside the red PV anomaly than LIMA (260), while LIMA gets more WCB trajectories (101) reaching the blue PV anomaly than ICE3 (42).

### a. Anomaly at the leading edge of the ridge building

This subsection is dedicated to studying the formation of the red PV anomaly appearing along the leading edge of the ridge building. Figures 5a, 5b, and 5c show the vertically averaged total heating rate between 2 and 9 km at 0000 UTC 2 October for ICE3, LIMA, and their difference, respectively. The large values of heating rate cover broader regions along the cold and bent-back warm fronts with ICE3 than LIMA. Figures 5e and 5f show vertical cross sections of the meridionally averaged heating rate where most of the WCB trajectories ending up in the red PV anomaly (purple points) are located, that is along a significant part of the warm front (see the dark box in Figs. 5a–c). At this time, most of the trajectories are near the tropopause above the large values of heating rate and tend to complete their ascent, and some of them are still in the upper side of the

### FIG. 4. PV at the 315-K isentropic surface for (a) ICE3, (b) LIMA, and (c) the difference LIMA-ICE3 at 0000 UTC 3 Oct. The 2-PVU isoline is represented by a green full and dashed line for ICE3 and LIMA, respectively. In (a) and (b), WCB trajectories intersecting the isentrope 315 ± 5 K at the plot time are shown in black dots. Purple and cyan dots represent the WCB trajectories corresponding to the red and blue PV anomalies shown along the tropopause in (c) (see text for more details on the definition of the anomalies). Only 1 WCB in 5 are represented for visibility sake.
strong heating area. On these cross sections, we also see that
the strong heating area is larger in ICE3 and the peak values of
the heating rate are 50% higher in ICE3 than LIMA (about
1.5 K h\(^{-1}\) for ICE3 and 1.0 K h\(^{-1}\) for LIMA). Above 2 km, that
is mainly above the melting layer, the most important pro-
cesses contributing to the heating rate are deposition on ice
with ICE3 and deposition on snow and graupel for LIMA
(Figs. 5d,e). Below 2 km, condensational growth of droplets
dominates for both schemes. In agreement with the PV ten-
dency equation, stronger diabatic heating leads to stronger
vertical gradient aloft and stronger PV destruction in ICE3
than in LIMA. We also checked that the divergent winds are
more intense in the former run than in the latter, leading to
more intense PV advection which amplifies more rapidly the
ridge in ICE3. The differential heating (~0.5 K at maximum)
between ICE3 and LIMA likely explains the 1° tropopause
shift between ICE3 and LIMA (Fig. 5f) via its direct effect
(PV destruction) and its indirect effect (PV advection by
divergent winds).

Figure 6 shows the temporal evolution of height and po-
tential temperature tendencies associated with the main mi-
crophysical processes (deposition on droplets and ice, on
snow and on graupel) for the WCB trajectories corresponding
to the red PV anomaly. As expected, rapid ascents co-occur
with intense heating rates in both runs (Figs. 6a,c). However,
the timing of the largest total heating rates strongly differs

---

**Vertically averaged heating rate at 18 UTC 2 Oct**

**Meridionally averaged heating rate at 18 UTC 2 Oct**
between ICE3 and LIMA. Between 1200 UTC 1 October and 0000 UTC 2 October, the heating is slightly stronger in LIMA due to strong condensational growth of droplets as mass mixing ratios indicate the presence of droplets and not ice at that time (not shown). As a consequence, the WCB ascends faster in LIMA during that period. During the next 6 h, between 0000 and 0600 UTC 2 October, the two total heating rates are roughly equivalent and the WCB trajectories exhibit the same order of elevation in the two runs (Figs. 6a,c). Between 0600 UTC 2 October and 0000 UTC 3 October, the heating is stronger for ICE3 due to stronger depositional growth of ice which is not compensated by the stronger heating due to deposition on graupel and snow for LIMA (Figs. 6c–f).

Figure 6b shows the number of trajectories that have already ascended to 600 hPa since the initial time starting at zero by construction. The first trajectories ascending to 600 hPa appear at 1800 UTC 1 October. While the averaged heating along those WCB trajectories is initially stronger for LIMA, the number of trajectories satisfying 600-hPa ascents never exceeds that for ICE3 (Fig. 6b). However, we do see that the difference in the number of trajectories accentuates robustly after 0600 UTC 2 October due to stronger depositional growth of ice in ICE3 (Figs. 6c,d).

To conclude, the ICE3 WCB trajectories reaching the red PV anomaly are more numerous than the LIMA WCB trajectories arriving in that region because the heating is stronger and spans larger areas in ICE3 to the north of the cyclone. This does not mean that the heating averaged along the selected WCB trajectories is stronger in ICE3. But the processes leading to the heating largely differ. Adjustment to saturation on ice performed in ICE3 and not in LIMA (explicit deposition) may explain the more important vapor deposition on ice in ICE3, its stronger heating in average at upper levels and the more numerous WCB trajectories found for that scheme. This
picture of the WCB trajectories finishing their trajectories in the red PV anomaly reflects the difference between the WCB trajectories of ICE3 and LIMA in general. However, in some areas, the situation might be different as discussed in next subsection.

b. Anomaly in the cyclonic branch of the WCB

WCB trajectories contributing to the formation of the blue PV anomaly shown in Fig. 4 are mainly located above the cold front on its northern part at 1800 UTC 2 October (Figs. 5a,b). To better visualize the heating rates and WCB trajectories in that region, a zoom is made in Fig. 7. The formation of the blue PV anomaly is already seen by the more southwestward shift of the tropopause in LIMA compared to ICE3 (see solid and dashed green contours). This region is characterized by less homogeneous heating rates than farther south along the cold front and is more marked by isolated patches of heating rate suggesting the presence of embedded convection on the northern edge of the cold front similarly to Oertel et al. (2021) or Blanchard et al. (2020) (see, e.g., at 29°W and 59.5°N for both runs). Ascents of these WCB trajectories are fast for the ensemble of the trajectories (600 hPa in ~12 h) and some individual ascents are even faster, confirming the presence of convection. By zonally averaging the heating rate on 21°–31°W, it clearly appears that the localized heating rate near 60°N is much stronger in LIMA with the peak values being above 1.5 K h⁻¹ for LIMA and slightly less than 1.0 K h⁻¹ for ICE3. As for the other WCB trajectories, the heating in the ice phase is mainly due to vapor deposition on ice for ICE3 and vapor deposition on snow and graupel for LIMA (see Figs. 7d,e). However, in that particular case, the depositional growth of snow and graupel in LIMA is larger than the depositional growth of ice in ICE3 in contrast with many other regions and in particular the red PV anomaly discussed earlier. In Fig. 7, the negative PV anomaly and the shift between the two tropopauses being just above the heating rate anomaly, it suggests that the vertical gradient of the heating is important to create the PV anomaly and not necessarily the horizontal gradient as in Oertel et al. (2021) or Blanchard et al. (2021). The interpretation of the formation of the negative PV anomaly is confirmed by the presence of more numerous WCB trajectories in LIMA than ICE3 between 59° and 61°N above 6 km. As the divergent wind is northward in both runs in the vicinity of this anomaly, and not oriented toward the stratospheric reservoir it suggests that there is no reinforcement of this anomaly.
by the indirect effect of PV advection by the divergent winds (not shown). This is to be contrasted with the case of the red anomaly for which the divergent winds participate in reinforcement of the anomaly.

To sum up, the blue PV anomaly seems to be a consequence of discrepancies between the two simulations in the activity of isolated convective cells on the northern leading edge of the cold front. Since the two runs largely differ in the vicinity of the tropopauses, next section is dedicated to identify which run performs better when compared to the observations.

5. Comparison between model simulations and observations

Figure 8 shows the PV and the wind differences between LIMA and ICE3 roughly at the time of the flights: at 1000 UTC for flight F6 that last from 0900 to 1130 UTC (Figs. 8a,c) and at 1600 UTC for flight F7 that last from 1300 to 1600 UTC (Figs. 8b,d). Flight F6 intersects the red PV anomaly in the morning (Fig. 8a). The PV gradient differences associated with the PV anomaly along the tropopause are responsible of a dipolar wind anomaly with larger negative than positive values (see blue and red shaded areas in Fig. 8c on both sides of the tropopauses). This creates a broader and more northwestward shifted jet stream in ICE3 than LIMA. Flight F7 is in the vicinity of the blue PV anomaly when it starts to be formed (Fig. 8b). This creates higher wind speed values in the southwestern corner of the flight for ICE3 than LIMA (Fig. 8d). Since flights F6 and F7 crossed the red and blue PV anomalies, respectively, airborne measurements are well suited to evaluate the skills of the two simulations.

a. Satellite

Before comparing with dropsondes and RALI retrieved data, a comparison of the brightness temperatures at 10.8 μm as...
simulated by ICE3 and LIMA with the observed one from the Meteosat Second Generation (MSG) satellite (Schmetz et al. 2002) is made in Fig. 9. To estimate the cloud brightness temperature at 10.8 μm as viewed by a satellite, the Radiative Transfer for TOVS (RTTOV) version 11.3 fast radiative transfer model is used (Saunders et al. 2013). The comparison is made at 1200 UTC 2 October, as it is the closest intermediate time between the two flights for which we have satellite data. The dark and light blue shadings indicate the presence of high and mid-to-low clouds, respectively, while the dark red represents the sea surface temperature. Three main regions of high clouds can be detected from the satellite product in Fig. 9c: a band near 19°–13°W extending from 44° to 60°N and corresponding to the high clouds associated with the cold front, the WCB outflow region where flight F6 was located and another region between 37°–31°W and 54°–60°N near the bent-back warm front. The red part on the southwestern corner of flight F7 situates the dry intrusion.

The most obvious difference between the model and the observations is that the cloud top is warmer in the simulations. This discrepancy is more pronounced with LIMA, which possibly means that LIMA does not simulate clouds as high as ICE3 does. Otherwise, the ICE3 and LIMA simulations seem to correctly represent the position of the fronts and WCB.

b. Dropsondes

The wind speed profiles observed by the dropsondes launched during F6, in particular the four westernmost dropsondes labeled as “095544,” “100414,” “102617,” and “103200,” allow us to assess the skills of the two simulations in representing the location of the tropopause and the upper-level winds (Fig. 10). These dropsondes are particularly well suited to compare the skills of the LIMA and ICE3 simulations as they are located within the red PV anomaly (Fig. 8a). At upper levels, between 8 and 10 km, the two dropsondes 095544 and 103200 exhibit
observed wind speed values near 45 m s\(^{-1}\) which are rather well represented by the two simulations. The two others, namely, 100414 and 102617, located to the extreme west of the flight show observed values near 30 m s\(^{-1}\). For those two dropsondes, strong discrepancies appear between LIMA and ICE3 simulations; LIMA underestimates the observed values between 8 and 10 km while ICE3 is much closer to the observations at those heights. This is particularly cogent in Fig. 10c. This corresponds to the negative wind anomalies shown in Fig. 8c and associated with the red PV anomaly of Fig. 8a. Our conclusion is that ICE3 better represents the upper-level wind speeds in the region of the red PV anomaly, and that the position of the tropopause in ICE3 is more realistic than in LIMA.

c. Remote sensing measurements

Figure 11 shows the wind and reflectivity as measured by the radar below the aircraft and as simulated by ICE3 and LIMA along flight F7. The aircraft flew along the central triangle shown in Fig. 9 by following a clockwise path. Since the radar is only sensitive to hydrometeors, observations are only available in cloudy and precipitating areas. Even though the jet stream is crossed twice only the wind speed values on its northern flank are measured by the radar and the blank values between 1500 and 1530 UTC correspond to the flank of the jet stream within the dry intrusion. In situ airborne measurements of wind speed correlate fairly well with the radar measurements (Fig. 11a). Wind patterns are correctly represented by ICE3 and LIMA in regions where radar observations exist.

In LIMA, the jet is stronger and narrower than in ICE3 as already shown in Fig. 8d in relation with the blue PV anomaly. The spatial extension of the jet stream is slightly better represented with ICE3 (see in situ data at 1545 UTC) and the peak values of the jet stream are also more consistent with observed ones in ICE3 (between 1510 and 1530 UTC). This is confirmed by the root-mean-square values along the flight which are lower with ICE3 (1.9 m s\(^{-1}\)) than LIMA (3.0 m s\(^{-1}\)).

Figure 11b compares the observed and simulated reflectivities. There is no observed reflectivity above 8 km because the aircraft flew at this altitude and the radar was only pointing downward. Many features of the observed reflectivity are found in the simulated reflectivity like the strong reflectivity near 1430 and 1545 UTC corresponding to deep cloudy structures along the WCB. The dry area in between these two regions is also represented. Another common feature between the simulations and the observations is the altitude of the melting layer located near 2 km. However, very important discrepancies appear and the skills of the simulations strongly depend on the altitude.

Below the melting layer, the reflectivity values are rather well reproduced by the model (see Figs. 11d–f and Figs. 12a–c). This is particularly true for LIMA (see the pdfs Figs. 12a–c). Root mean squared errors are indeed only 1.6 dBZ for LIMA and 2.8 dBZ for ICE3.

Above the melting layer, in the middle troposphere between 2 and 6 km, the reflectivity values are largely underestimated in the simulations compared to the observations, about 5 dBZ for ICE3 and about 10 dBZ for LIMA. At this altitude, snow and graupel predominate. This might be due to the fact that snow mass-concentration distribution disagrees with observations as shown in Taufour et al. (2018). Besides, the current radar simulator uses Mie scattering rather than other complex methods, such as the T-matrix, and this may suffer from rather large errors in the solid phase and may underestimate the reflectivity (e.g., Hogan et al. 2012; Borderies et al. 2018).
In the upper troposphere, between 6 and 8 km, ICE3 reflectivity is higher than LIMA reflectivity and is close to the observed reflectivity: ICE3 reflectivity varies between −5 and −15 dBZ on average as in the observations while LIMA reflectivity is below −20 dBZ at those heights (see black curves in Figs. 12a–c). At altitudes higher than 8 km, where there is no observed reflectivity for that flight, LIMA still simulates much weaker reflectivity than ICE3. This suggests that fewer
The present study is part of a joint international effort under the banner of the NAWDEX field campaign to better assess the skills of NWP models in representing subgrid-scale diabatic processes within midlatitude cyclones. It more precisely investigates the impact of two cloud microphysical schemes developed within the mesoscale MesoNH model on the development of an extratropical cyclone during IOP6, called the “stalactite cyclone,” its associated warm conveyor belt, and the ridge building aloft. Two 72-h simulations with a 2.5-km resolution are performed and compared: one with the one-moment scheme ICE3 and the second one with the quasi two-moment scheme LIMA. ICE3 and LIMA also differ on the processes of vapor deposition on hydrometeors in cold and mixed-phase clouds.

The first part of the study was dedicated to presenting differences in WCB trajectories, hydrometeor mixing ratios and heating rates along the WCB and how these differences impact the upper-level ridge building in the WCB outflow region. The following results were found:

- A strong heating rate covers larger areas along the cold and bent-back warm front in ICE3 than LIMA. This explains why WCB trajectories in ICE3 are 33% more numerous than in LIMA even though the averaged total heating rates along them are equivalent. In comparison, Joos and Forbes (2016) found the same number of WCB trajectories by running their model with two distinct microphysical schemes.
- Despite having roughly the same heating rate along WCB trajectories, the hydrometeor contents and the processes participating in the heating budget along WCB trajectories largely differ from one run to another. Latent heating in ICE3 is dominated by deposition on ice while the heating in LIMA is distributed among depositions on ice, snow and graupel.
- The timing of the WCB ascents also differ between the two runs. While WCB ascents of LIMA occur in a rather small time window, those of ICE3 are more spread out during the run.
- The stronger WCB activity in ICE3 provides an explanation for the generally more rapid ridge building in ICE3 than LIMA, which is more obvious in the anticyclonic branch of the WCB outflow. In the cycloonic branch, the reverse happens in a rather localized region where the tropopause is more rapidly pushed outward in LIMA. This is due to more active fast ascents within localized convective cells north of the cold front resembling those studied by Oertel et al. (2019, 2021) and Blanchard et al. (2020, 2021).

The second part of the results was dedicated to the comparison with satellite observations and airborne observations collected during two flights of the SAFIRE Falcon-20 on 2 October 2016. The main results are as follows:

- The wind speed measured by the dropsondes during flight F6 at the leading edge of the ridge building resembles more that simulated by ICE3 than LIMA. Closer to the cyclone center, in situ airborne measurements and radar Doppler measurements of flight F7 also support the idea that ICE3 performs slightly better than LIMA in the representation of upper-level circulation.
A comparison of the simulated brightness temperatures with the observed one from MSG shows that the cooler (or higher altitude) clouds found in ICE3 than LIMA are more realistic.

The comparison between the simulated reflectivities computed with the radar forward operator of Borderies et al. (2018) and the observed reflectivity shows that (i) above 6 km, the ICE3 reflectivity is higher than the LIMA one and closer to the observations, (ii) between 2 and 6 km, both ICE3 and LIMA reflectivities largely underestimate the observed one, and (iii) below the melting layer, the observed reflectivity is slightly better represented by LIMA. When looking at the vertical distribution LIMA is more realistic but it more largely understimates the observed reflectivity in the cold phase than ICE3.

The comparison between the retrieved IWC computed with the DARDAR-CLOUD algorithm (Delanoé and Hogan 2008) and the model IWC confirms the reflectivity results. Above 6 km, the ICE3 IWC is higher and closer to the retrieved IWC than to LIMA IWC. Between 2 and 6 km, both simulations largely underestimate IWC by an average factor of 2–3 but the underestimation is more pronounced in LIMA. This result is consistent with the hydrometeors mass mixing ratio underestimated along the WCB with LIMA compared to ICE3.

Both the radar-to-model and model-to-radar approaches provide the same picture giving us confidence in the results: the cold hydrometeors are largely underestimated by the model and more importantly by LIMA.

The present study relies on the representation of a unique extratropical cyclone, which was a very deep cyclone triggered by synoptic-scale upper-level forcing and characterized by a very active warm conveyor belt. Dearden et al. (2016) stated that a strong dynamical forcing could overshadow microphysical sensitivities. This is the reason why similar simulations have been performed for a more moderate extratropical cyclone observed during IOP10 of NAWDEX (Schäfler et al. 2018; Sánchez et al. 2020; Steinfeld et al. 2020) that had a weaker synoptic forcing. This case, which is referred to as the Thor ridge case in Schäfler et al. (2018), led to more numerous WCB trajectories in ICE3 than LIMA (55% more) that lead to a more rapidly amplified ridge building with ICE3 (not shown). Other sensitivity experiments have been made by changing the starting times of the simulations of the two cyclones and by using ECMWF datasets to initialize and force the model and this did not change the main picture provided in the present study. While the intensity of the PV anomaly may depend on the starting times and the domain extension, the previously mentioned tests provide confidence in the general character of our comparison between LIMA and ICE3.

The comparisons with observations emphasize the important issue of the large underestimation of the reflectivity and ice water content in the model. It has also been observed in all our sensitivity tests. Such an underestimation has also been noticed by Rysman et al. (2018) over the Mediterranean comparing the Weather and Research Forecasting Model to satellite and radar data over a 2-yr period. They pointed out the need of providing more realistic frozen hydrometeor contents.

Our hypothesis is that it is the adjustment to saturation in cold and mixed phases that helps ICE3 to get more ice than LIMA. This leads to a better representation of the WCB and more accurate upper-level dynamics in the former than the latter run even though the adjustment to saturation has less physical meaning than an explicit vapor deposition. This importance of the adjustment to saturation is supported by some sensitivity tests that we have performed. In particular, as LIMA does not have a subgrid condensation scheme, we turned it off in ICE3 and this change had rather small effects in IWC, reflectivity and upper-level ridge even though nonnegligible. Two approaches can be envisaged in the future to get the model more realistic:

- In ICE3 and LIMA, one possibility will be to improve the representation of hydrometeors, especially by modifying the snow particle size distribution assumptions. In LIMA another possibility will be to test a new version including a two-moment description of snow and graupel. Impact of such changes should be on snow and graupel fall speeds and mass mixing ratios.
- In ICE3, different ways of determining the supersaturation distribution between liquid and solid will be tested in mixed-phase cloud. Such choices might have an impact on latent heating release in middle troposphere as latent release is stronger for vapor to ice than vapor to liquid.

For operational purposes, it is important to more systematically compare ICE3 and LIMA to better characterize in which situations one scheme performs better than the other. Taufour et al. (2018) underlined the better behavior of LIMA in the representation of two convective precipitation events during HyMeX while the present study rather shows the reverse in a large-scale extratropical cyclone. More case studies would be needed to confirm these preliminary results.
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