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ABSTRACT: Idealized integral studies of the dynamics of atmospheric inertia–gravity waves (IGWs) from their sources in the troposphere (e.g., by spontaneous emission from jets and fronts) to dissipation and mean flow effects at higher altitudes could contribute to a better treatment of these processes in IGW parameterizations in numerical weather prediction and climate simulation. It seems important that numerical codes applied for this purpose are efficient and focus on the essentials. Therefore, a previously published staggered-grid solver for f-plane soundproof pseudoincompressible dynamics is extended here by two main components. These are 1) a semi-implicit time stepping scheme for the integration of buoyancy and Coriolis effects, and 2) the incorporation of Newtonian heating consistent with pseudoincompressible dynamics. This heating function is used to enforce a temperature profile that is baroclinically unstable in the troposphere and it allows the background state to vary in time. Numerical experiments for several benchmarks are compared against a buoyancy/Coriolis-explicit third-order Runge–Kutta scheme, verifying the accuracy and efficiency of the scheme. Preliminary mesoscale simulations with baroclinic wave activity in the troposphere show intensive small-scale wave activity at high altitudes, and they also indicate there the expected reversal of the zonal-mean zonal winds.
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1. Introduction

Inertia–gravity waves (IGWs) play a key role in weather and climate through their transfer of energy and momentum from the troposphere to the middle atmosphere (e.g., Holton et al. 1995; Fritts and Alexander 2003; Plougonven and Zhang 2014, and references therein) that is again known to influence the troposphere on seasonal and longer time scales (e.g., Baldwin et al. 2001; Scaife et al. 2012; Kidston et al. 2015; Baldwin et al. 2021; Martin et al. 2021). Due to their small spatial scales, they still pose an important parameterization problem, especially in climate simulations but also in numerical weather prediction. Further improvements of IGW parameterizations require deepened understanding of all aspects of the IGW life cycle, from sources to dissipation and the corresponding large-scale flow effects. Measurements are needed for this as well as high-resolution numerical weather simulations using codes that get as close to real nature as possible. In both, however, one tends to be overwhelmed by the details and it is difficult to discriminate between contributing processes. Hence, numerical studies of idealized scenarios, using a hierarchy of models with increasing complexity, are more or less indispensable for providing an additional focus (Held 2005).

A special challenge of IGW dynamics is the multiscale aspect represented by the interaction between mesoscale IGWs and the synoptic or planetary-scale flow. This often calls for high-resolution numerical weather simulations in large domains. An example is the spontaneous emission of IGWs by jets and fronts, the latter arising in the development of synoptic-scale midlatitude dynamics. Various numerical studies have considered idealized dynamical systems to investigate this emission mechanism for IGWs and to gain an improved understanding of the underlying physical processes (e.g., O’Sullivan and Dunkerton 1995; Zhang 2004; Wang and Zhang 2007; Plougonven and Snyder 2007; Hien et al. 2018; Kim et al. 2016; Borchert et al. 2014; Polichtchouk and Scott 2020). An issue such studies are confronted with is that not all of the mesoscale flow can necessarily be interpreted as IGWs. It is rather to be decomposed into an unbalanced part, attributed to IGWs, and a balanced remainder (Vanneste 2013; Plougonven and Zhang 2014, and references therein). However, the least ambiguous access to indications on how this decomposition is best to be done, so as to extract the IGW part propagating from the emission region to the IGW dissipation sites, might only be available by an integral model setting encompassing all of the involved altitudes. Similar considerations also apply to other IGW source processes. Moreover, it seems attractive to also keep the geometry and dynamics of the problem as simple as possible, by assuming an f plane (e.g., because flow decomposition...
is most straightforward under such conditions), thereby neglecting the effects of meridional dependency of the Coriolis effect (and thereby Rossby waves with nonzero intrinsic frequency) and of topography by intention. Likewise, unless supplemented by meridional sponges, solid-wall boundary conditions in the meridional direction can contribute to unphysical IGW emission (e.g., Hien et al. 2018; Borchert et al. 2014) so that periodic boundaries in both horizontal directions would also be of interest. Finally, while most of the abovementioned studies of spontaneous IGW emission consider the initial-value problem of the perturbation of a baroclinically unstable large-scale flow, concerns whether the results depend on the chosen initial condition can best be overcome by simulations of repeated baroclinic wave life cycles due to the permanent reestablishment of baroclinic instability in the troposphere by a heating process mimicking the effect of solar radiation.

In summary, of interest are long integrations, for a wide and deep domain on an f-plane, of a representation of atmospheric dynamics that is as simple as possible while still allowing for IGWs, including the dissipation after anelastic IGW amplitude growth due to the upward decrease of atmospheric density. Midlatitude baroclinic wave activity in the troposphere is to be maintained by a representation of the effect of solar heating. Because such integrations are quite costly, efficient time stepping can be of substantial help. This is the motivation of the development reported here, of an algorithm simulating atmospheric dynamics (i) without sound waves but (ii) allowing for heat sources that is (iii) using semi-implicit time stepping.

As for the choice of an appropriate soundproof representation of atmospheric dynamics, the two most commonly used sets of equations retaining the important anelastic growth of wave amplitudes are the anelastic equations (Batchelor 1953; Ogura and Phillips 1962) and the pseudoincompressible equations (Durran 1989), both of which include a diagnostic divergence constraint. They have been used successfully for baroclinic life cycle experiments (e.g., Smolarkiewicz and Dörnbrack 2008). The pseudoincompressible equations are an at least slightly more appropriate tool for the investigation of GW generation, propagation, and dissipation, since, as opposed to the anelastic equations, they are valid for flows with large variations of the background stratification and, as shown by Klein (2009) and Achatz et al. (2010), are consistent with the compressible Euler equations to leading order in the Mach number.

Rieper et al. (2013) have developed a pseudoincompressible flow solver with implicit turbulence model (PincFloit), the design of which is based on a buoyancy-explicit low-storage Runge–Kutta time stepping scheme, integrating a conservative flux form of the pseudoincompressible equations of Durran (1989) for adiabatic dynamics on a staggered grid. Applications (e.g., in Bölöni et al. 2016; Wei et al. 2019) show the model’s utility for the development and validation of robust strategies for the parameterization of subgrid-scale IGWs. However, (i) only adiabatic flows without any kind of heat source (e.g., the effect of the convergence of GW entropy fluxes or some radiative heating) could be considered and (ii) the explicit time integration of buoyancy effects imposes a stability-related time step constraint that becomes a critical limitation in long simulations of large-domain flows.

An approach toward the inclusion of diabatic effects is offered by O’Neill and Klein (2014). Based on Almgren et al. (2006, 2008) they have constructed a pseudoincompressible model including the effects of heat exchange due to external sources. In particular, as opposed to Durran (1989), the authors allowed time-dependent variations of the hydrostatic base state in response to the large-scale heat source. By comparison with a fully compressible model, it was shown that the pseudoincompressible coding framework with time-dependent background state requires less time steps to simulate a given time period, while it is able to accurately capture acoustically balanced compressible solutions.

Moreover, higher numerical efficiency relative to explicit methods can be achieved by fully implicit or semi-implicit numerical time stepping schemes (e.g., Qaddouri et al. 2021; Smolarkiewicz and Margolin 1997; Bonaventura 2000; Giraldo et al. 2013; Benacchio et al. 2014; Benacchio and Klein 2019). These facilitate efficient and stable long time simulations on much larger and deeper domains than their explicit counterparts. To simplify the discretization, perturbation variables representing deviations of the primary flow variables from a given background state are often used in this context (e.g., Restelli and Giraldo 2009; Smolarkiewicz et al. 2014, 2019). Typically, when applying a semi-implicit scheme, the terms in the equations representing lower-frequency components are integrated using an explicit method, while for the higher-frequency modes an implicit integrator is applied. In the application of such methods, one should be aware that the improved efficiency comes at the expense of slowing down the fastest moving waves (Simmons et al. 1978). Hence one always has to make sure that these modes do not contribute significantly.

With the motivation and the background described above the plan of the work reported here has been to enhance the efficiency of PincFloit (Rieper et al. 2013) by the implementation of a semi-implicit time stepping scheme for buoyancy and Coriolis effects (supplementing the implicit treatment of acoustic dynamics built into the very construction of the pseudoincompressible equations), along the lines of Smolarkiewicz and Margolin (1997) and Benacchio and Klein (2019), but adjusted to the staggered grid. Following the approach of Smolarkiewicz et al. (2001) and Prusa et al. (2008), we design the spatial discretization such that the right-hand sides of the differential equations are reformulated in terms of the deviation from a constant analytically balanced ambient state to ensure that geostrophic and hydrostatic equilibria are fulfilled. A formulation of diabatic heating following O’Neill and Klein (2014) has been included directly into the semi-implicit time stepping procedure. The code allows for integrations in deep domains on a doubly periodic f-plane, and a “baroclinic-wave and IGW life cycle” setup close to the Held and Suarez (1994) benchmark is provided for, in which a baroclinically unstable troposphere is maintained by thermal relaxation to a zonally symmetric flow that is baroclinically unstable in the troposphere and barotropic higher up.

The article is structured as follows: section 2 provides a detailed description of the modeling framework. Section 3 validates the code against a suite of two-dimensional benchmarks, and it also describes preliminary three-dimensional test integrations of the baroclinic wave and IGW life cycle setup. This is done merely as a proof of concept while applications to investigations of...
IGW dynamics will have to wait for future studies. A conclusion and brief outline for future work is given in section 4.

2. System of equations

a. System of equations

The simulations are performed by the atmospheric flow solver pincFlow for the dry, inviscid pseudoincompressible equations (Durran 1989) in flux form (Klein 2009; Rieper et al. 2013) on an f plane, with Coriolis parameter f, supplemented by diabatic heating. They can be obtained quite directly from the compressible Euler equations in flux form with heating by diabatic heating. They can be obtained quite directly from

\[
\frac{\partial \mathbf{v}}{\partial t} + \nabla \cdot (\mathbf{v} \rho \mathbf{v}) = -c_p\rho \theta \nabla \theta - f \mathbf{e}_z \times \rho \mathbf{u} - \rho g \mathbf{e}_z,
\]

(1)

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0,
\]

(2)

\[
\frac{\partial \rho \theta}{\partial t} + \nabla \cdot (\rho \theta \mathbf{v}) = \mathcal{S},
\]

(3)

\[
\rho \theta = \frac{\rho_0}{R} \exp(-\omega / \kappa),
\]

(4)

where \( \mathbf{u} = (u, v)^T \) and \( w \) are the horizontal and vertical components of the total velocity \( \mathbf{v} \). The variables \( \rho, \theta, \) and \( \pi \) denote density, potential temperature, and Exner pressure, respectively. Furthermore, \( \rho_0 \) is a constant reference pressure, \( g \) is the constant gravitational acceleration, \( c_p \) is the specific heat capacity at constant pressure, \( R \) is the gas constant for dry air, \( \kappa = R/c_p \) is the constant ratio between the two, \( \mathbf{e}_z \) is the vertical unit vector, and \( \times \) denotes the tensorial product, and \( \cdot \) is the vectorial cross product. So far, the model is restricted to the dry atmosphere.

The pseudoincompressible approximation is obtained by defining a horizontally homogeneous, hydrostatically balanced, and time dependent background atmosphere which is at rest except for a small vertical motion consistent with the slow heating-induced dilatation of the gas. Thermodynamic fields \([\mathcal{P}(t, z), \mathcal{h}(t, z), \mathcal{P}_0(t, z), \mathcal{h}_0(t, z)]\) characterize this background state, and it is assumed that the mass-weighted potential temperature satisfies \( P = \rho \theta = \mathcal{P}(t, z) \), so that

\[
\rho \theta = P = \mathcal{P} = \mathcal{P}_0,
\]

(5)

replaces (4) as the equation of state. A prognostic equation for \( \mathcal{P} \) is then given by the horizontal mean of (3):

\[
\frac{\partial \mathcal{P}}{\partial t} + \frac{\partial \mathcal{P}(w)}{\partial z} = \langle \mathcal{S} \rangle,
\]

(6)

where \( \langle \ldots \rangle \) denotes the horizontal mean. Subtracting this from (3) yields the divergence constraint:

\[
\nabla \cdot \mathcal{P}(\mathbf{v} - \langle \mathbf{v} \rangle \mathbf{e}_z) = \mathcal{S} - \langle \mathcal{S} \rangle,
\]

(7)

where, following O’Neill and Klein (2014), the horizontal-mean vertical wind is given by

\[
\langle \mathbf{w} \rangle(z, t) = \int_{-\infty}^{z} dz' \frac{\langle \mathcal{S} \rangle}{\mathcal{P}} = \frac{1}{\gamma \mathcal{P}} \frac{d \mathcal{P}^{\text{eq}}(t)}{dt},
\]

(8)

with \( z_0 = 0 \) the ground altitude, \( \overline{\mathcal{P}} = \rho_0 \mathcal{P}_0^{\text{eq}} \) the background atmosphere pressure, and

\[
\frac{d \mathcal{P}^{\text{eq}}(t)}{dt} = \int_{z_0}^{H} dz' \frac{\langle \mathcal{S} \rangle}{\mathcal{P}} - \int_{z_0}^{H} dz' \frac{1}{\gamma \mathcal{P}},
\]

(9)

its time derivative at the model top \( z = H \). In the absence of heating the background atmosphere would not develop in time. In summary, the pseudoincompressible system with heating is given by

\[
\frac{\partial \rho \mathbf{v}}{\partial t} + \nabla \cdot (\rho \mathbf{v} \mathbf{v}) = -c_p\rho \theta \nabla \theta - f \mathbf{e}_z \times \rho \mathbf{u} - \rho g \mathbf{e}_z,
\]

(10)

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0,
\]

(11)

\[
\frac{\partial \mathcal{P}}{\partial t} + \frac{\partial \mathcal{P}(w)}{\partial z} = \langle \mathcal{S} \rangle,
\]

(12)

\[
\nabla \cdot \mathcal{P}(\mathbf{v} - \langle \mathbf{v} \rangle \mathbf{e}_z) = \mathcal{S} - \langle \mathcal{S} \rangle,
\]

(13)

\[
\rho \theta = \mathcal{P},
\]

(14)

where (8) defines the horizontal-mean vertical wind. Exner pressure is not determined by the equation of state but by the divergence constraint (13) (as usual for soundproof/incompressible models). This amounts to an implicit treatment of pressure, and this filters out all acoustic waves. A more detailed description about how the Exner pressure is reconstructed from the other fields is given in section 2f [i.e., Eq. (68)]. Furthermore, it is worthwhile to mention the equivalence in the pseudoincompressible model of a conservative density update and the advection of the inverse potential temperature (see Klein 2009).

b. Boundary layer drag and sponge layer

We have extended the system of equations by Rayleigh damping terms, which relax the numerical solution toward a prescribed horizontal wind field \( \mathbf{v}_{\text{eq}} = (u_{\text{eq}}, 0, 0)^T \) assumed to be in geostrophic balance. Hence the momentum equation is supplemented as

\[
\frac{\partial \rho \mathbf{v}}{\partial t} + \ldots = -\alpha_v(z) \rho (\mathbf{v} - \mathbf{v}_{\text{eq}}),
\]

(15)

with the coefficients \( \alpha_v = (\alpha_u, \alpha_v, \alpha_w)^T \) for the three momentum components. Near the ground, we use height-dependent Rayleigh drag coefficients adopting the damping profile for the horizontal coefficients from Held and Suarez (1994):

\[
\alpha_v(z) = \alpha_v(z) = \frac{1}{\tau_b} \max \left( 0, \frac{\sigma - \sigma_b}{1 - \sigma_b} \right),
\]

(16)

and \( \alpha_w(z) = 0 \). This serves as a model for boundary layer mixing, where \( \sigma_b \) defines the vertical extent of the mixing in the boundary layer, where \( \tau_b \) is a minimal damping time scale and \( \sigma = \pi_p^{\text{eq}}(\text{eq} - 1) \) is the normalized background-atmosphere pressure, decreasing from 1 to 0 with altitude. By contrast, in the upper domain the damping terms act as a sponge layer that prohibits spurious wave reflections near the model top and the
profiles of the three coefficients in the upper domain are based on Klempl and Lilly (1978):

\[
\alpha_h(z) = \alpha_v(z) = \alpha_w(z) = \frac{\alpha_{\text{max}}}{\Delta t} \sin^2 \left( \frac{\pi}{2} \left( \frac{2}{H - z} \right) \right), \quad \text{if } z_s \leq z \leq H. 
\]

(17)

Here \( z_s \) is the altitude of the lower edge of the sponge layer, and the parameter \( \alpha_{\text{max}} \) defines together with the time step \( \Delta t \) the maximum strength of the vertical damping at the model top.

c. Balanced ambient state

The construction of the ambient state in geostrophic balance is based on a prescribed temperature field that is very similar to the radiative temperature distribution by Held and Suarez (1994), and that is given by

\[
T_{\text{eq}}(y, z) = \max \left\{ T_s, \left[ \theta_{\text{ref}} - \Delta \theta_y \gamma, - \frac{\gamma}{2} \right. \gamma - 1 \log(\pi_{\text{eq}}) \pi_{\text{eq}} \right\},
\]

(18)

where \( T_s \) and \( \theta_{\text{ref}} \) are the stratospheric reference temperature and the surface potential temperature in the tropical troposphere, respectively; \( \Delta \theta_y \) is the tropospheric potential temperature difference between tropics and poles; and \( \Delta t \) quantifies the stratification of the troposphere. This way the temperature field is baroclinic in the troposphere but constant higher up. Exner pressure and potential temperature are obtained by integrating hydrostatic balance upward from the ground:

\[
\frac{\partial \pi_{\text{eq}}}{\partial z} = -\frac{g}{c_p} \theta_{\text{eq}} \quad \text{with} \quad \theta_{\text{eq}} = \frac{T_{\text{eq}}}{\pi_{\text{eq}}},
\]

(19)

where we assume \( \pi_{\text{eq}}(z_0) = 1 \). Note that in order to avoid numerical instabilities near the upper boundary of the domain, we reduce the Exner pressure within the sponge layer via

\[
\pi_{\text{eq}} = \begin{cases} 
\pi_r + (\pi_{\text{eq}} - \pi_r) \cos^2 \left( \frac{\pi}{2} \left( \frac{z - z_s}{z_s + (H - z_s) \left( z_s + H - z \right)} \right) \right), & \text{if } z_s \leq z \leq z_s + \frac{H - z_s}{2}, \\
\pi_r, & \text{if } z > z_s + \frac{H - z_s}{2},
\end{cases}
\]

(20)

and afterward determine a corrected equilibrium potential temperature \( \theta_{\text{eq}} \) from \( \partial \pi_{\text{eq}}/\partial z \), using (19). Moreover, note that unlike Held and Suarez (1994), \( \Delta \theta_y \) is not modulated by a latitude dependence, to avoid small-scale convection near the outer lateral boundaries of the domain. In addition to that, a narrower baroclinic zone is used, such that we define the modification of the horizontal potential temperature gradient \( \Delta \theta_y \) as a function of latitude by (see Fig. 1)

\[
s(y) = \begin{cases} 
1, & \text{if } y < y_s - \frac{\delta_{\text{jet}}}{2}, \\
\sin^2 \left( \frac{\pi}{2} \left( \frac{y - (y_s + \frac{\delta_{\text{jet}}}{2})}{\delta_{\text{jet}}} \right) \right), & \text{if } y_s - \frac{\delta_{\text{jet}}}{2} \leq y < y_s + \frac{\delta_{\text{jet}}}{2}, \\
0, & \text{if } y_s + \frac{\delta_{\text{jet}}}{2} \leq y < y_n - \frac{\delta_{\text{jet}}}{2}, \\
\sin^2 \left( \frac{\pi}{2} \left( \frac{y - (y_n - \frac{\delta_{\text{jet}}}{2})}{\delta_{\text{jet}}} \right) \right), & \text{if } y_n - \frac{\delta_{\text{jet}}}{2} \leq y < y_n + \frac{\delta_{\text{jet}}}{2}, \\
1, & \text{if } y \geq y_n + \frac{\delta_{\text{jet}}}{2},
\end{cases}
\]

(21)

where \( y_s, y_n = \pm L_y/4 \) are the positions of two jets in a model domain with meridional extent \( L_y \) so that \( -L_y/2 \leq y \leq L_y/2 \).

d. Heating function

In our modeling framework the resolved-scale heat source is represented by a simple Newtonian relaxation of the potential temperature field toward the equilibrium distribution defined above:

\[
S = -\frac{\rho \theta - \theta_{\text{eq}}(y, z)}{\tau(y, z)},
\]

(23)

where, inspired by Held and Suarez (1994), we use a meridionally dependent strength of the damping relaxation rate with strong relaxation in the center of the domain and weak relaxation at the lateral boundaries, respectively, given by

\[
\tau(y, z) = \frac{1}{\tau_a} + \left( \frac{1}{\tau_s} - \frac{1}{\tau_a} \right) \max \left( 0, \frac{\sigma - \sigma_b}{1 - \sigma_b} \right) c(y)
\]

(24)
with (see Fig. 1)

\[
c(y) = \begin{cases} 
0, & \text{if } y < y_n - \delta_{\text{jet}}/2, \\
\cos^4\left(\frac{\pi y - (y_n + \delta_{\text{jet}}/2)}{\delta_{\text{jet}}}\right), & \text{if } y_n - \delta_{\text{jet}}/2 \leq y < y_n + \delta_{\text{jet}}/2, \\
1, & \text{if } y_n + \delta_{\text{jet}}/2 \leq y < y_n - \delta_{\text{jet}}/2, \\
\cos^4\left(\frac{\pi y - (y_n - \delta_{\text{jet}}/2)}{\delta_{\text{jet}}}\right), & \text{if } y_n - \delta_{\text{jet}}/2 \leq y < y_n + \delta_{\text{jet}}/2, \\
0, & \text{if } y \geq y_n + \delta_{\text{jet}}/2.
\end{cases}
\]

(25)

Here \(\tau_a\) and \(\tau_i\) are the maximum and minimum relaxation times, respectively.

e. Boundary conditions and parameter values

For our needs, we use doubly periodic boundary conditions in the horizontal to exclude side-wall effects by construction (Hien et al. 2018) and the velocity deviations from the zonally symmetric balanced state [i.e., \((u - u_{wq})\)] satisfies free-slip and no-normal flow conditions. Moreover, the vertical derivative of the Exner pressure deviations from \(\pi_{wq}\) as well as the density fluctuations vanish at the vertical boundaries. In closing the description of our numerical model, Table 1 summarizes the constant physical parameters needed in the calculations.

f. Numerical solution procedure

1) Stability-related time step constraints

In the implementation by Rieper et al. (2013) of the pseudoincompressible equations without heating the time integration over a time step \(\Delta t\) utilizes the explicit low-storage third-order Runge–Kutta method of Williamson (1980) for the advection and buoyancy terms, with the time integration step chosen adaptively using the minimum of the time steps computed from various stability criteria. In particular, the scheme includes a stability preserving upper bound of the time step that is given by the inverse of the Brunt–Väisälä frequency. Although this approach works quite well, it becomes increasingly expensive for studies requiring simulations of larger domains and over longer time periods.

To achieve higher efficiency, we have implemented a semi-implicit scheme for the time integration of the buoyancy and Coriolis effects together with the pressure terms, that is constructed based on key ideas from Smolarkiewicz and Margolin (1997), and is along the lines of the schemes for the compressible, hydrostatic, and pseudoincompressible model equations described by Benacchio and Klein (2019). The latter highlighted in a suite of benchmark test cases the schemes’ ability to run stably with large time steps, which are dynamically adapted to satisfy only the advection Courant number \(\nu\):

\[
\Delta t_{\text{CFL}} = \nu \min \left( \frac{\Delta x}{u_{\text{max}}}, \frac{\Delta y}{v_{\text{max}}}, \frac{\Delta z}{w_{\text{max}}} \right).
\]

(26)

with \(u_{\text{max}} = \max|u|\), for instance, and \(\Delta x, \Delta y, \text{ and } \Delta z\) defining a grid cell with grid points fixed and uniformly distributed in the \(x, y,\) and \(z\) direction, respectively. We adjusted the scheme to our staggered grid (see section 2g for details on the spatial discretization) and included numerical aspects from O’Neill and Klein (2014) for the time evolution of the background state. In the following we describe the time stepping procedure.

2) Auxiliary buoyancy-related perturbation variable and diabatic pseudoincompressible equations

For a numerically stable integration with relatively large time steps, the implementation of the semi-implicit time stepping scheme is, in a similar manner to Benacchio and Klein (2019), prepared by introducing an evolution equation for an auxiliary perturbation variable that is representative for buoyancy. For this purpose, a steady, horizontally homogeneous, and hydrostatically balanced reference atmosphere at rest is introduced that is not identical with the background atmosphere, although it should be relatively similar. We define \(\chi = 1/\theta = \rho P\) and note that the right-hand side of the vertical momentum equation in (10) can be written as

\[
-P\left(c_p \frac{\partial \pi}{\partial z} + \chi g\right).
\]

(27)

Hence a reference atmosphere, indicated by the index \(r\), is in hydrostatic balance if it satisfies

\[
0 = -c_p \frac{d \pi_r}{d z} - \chi_r g.
\]

(28)
Defining \( \pi' = \pi - \pi_r(z) \) and \( \chi' = \chi - \chi_r(z) \) the right-hand side of the vertical momentum equation can therefore also be written as

\[
-P_r \left( c_p \frac{\partial \pi'}{\partial z} + x g \right) = -P_r \left( c_p \frac{\partial \pi'}{\partial z} + \chi g \right) = -c_p P_r \frac{\partial \pi'}{\partial z} - \rho g,
\]

with a density perturbation:

\[
\rho' = \mathcal{P} \chi' = \mathcal{P} \left( \frac{1}{\theta} - \frac{1}{\theta'} \right) = \rho - \rho_r \frac{\mathcal{P}}{\mathcal{P}_r},
\]

and in the horizontal momentum equation, with \( \nabla_h \) the horizontal nabla operator we can replace \(-c_p P_r \nabla_h \pi = -c_p P_r \nabla_h \pi'\). Moreover, using \( \rho = \mathcal{P} \chi \), the continuity equation is split:

\[
0 = \frac{\partial}{\partial t} [ \mathcal{P}(\chi_r + \chi')] + \nabla \cdot [ \mathcal{P} \mathcal{P}(\chi_r + \chi')] = \frac{\partial \mathcal{P} \chi'}{\partial t} + \nabla \cdot (\mathcal{P} \chi') + \mathcal{P} \frac{d \chi_r}{dz} + \mathcal{P} \frac{d \chi'}{dz},
\]

leading to the auxiliary equation for the density fluctuations:

\[
\frac{\partial \rho'}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = \frac{\rho}{\mathcal{P}_r} S + w \frac{\mathcal{P}}{\mathcal{P}_r} \frac{\partial \rho'}{\partial z} N^2,
\]

with

\[
N^2 = \frac{g}{\mathcal{P}_r} \frac{\partial \theta}{\partial z},
\]

the squared Brunt–Väisälä frequency of the reference atmosphere. In summary, including Rayleigh-damping toward an equilibrium horizontal wind, the governing equations forming the basis of our diabatic pseudoincompressible model with semi-implicit time stepping scheme read

\[
\frac{\partial \mathbf{u}}{\partial t} + \nabla \cdot (\mathbf{v} \cdot \rho \mathbf{u}) = -c_p \mathcal{P} \nabla_h \pi' + f \mathbf{e}_t \times \rho \mathbf{u} - \alpha_w (\rho' - \rho),
\]

(34)

\[
\frac{\partial \rho w}{\partial t} + \nabla \cdot (\mathbf{v} \cdot \rho \mathbf{w}) = -c_p \mathcal{P} \frac{\partial \pi'}{\partial z} - \rho g - \alpha_w \rho w,
\]

(35)

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0,
\]

(36)

\[
\frac{\partial \rho'}{\partial t} + \nabla \cdot (\rho' \mathbf{v}) = -\mathcal{P} \frac{\partial \rho}{\partial z} S + w \frac{\mathcal{P}}{\mathcal{P}_r} \frac{\partial \rho'}{\partial z} N^2,
\]

(37)

\[
\frac{\partial \mathcal{P}}{\partial t} + \frac{\partial \mathcal{P} (\mathbf{w})}{\partial z} = \langle S \rangle,
\]

(38)

\[
\nabla \cdot [ \mathcal{P} (\mathbf{v} - \langle \mathbf{w} \rangle \mathbf{e}_t) ] = \langle S \rangle.
\]

(39)

Obviously, the density perturbation equation [Eq. (37)] is redundant. Note, however, that a semi-implicit formulation of the gravity term requires such a split, because it is built upon treating the advection of the reference-atmosphere potential temperature differently than that of the perturbations. As becoming apparent in the following sections, the reference atmosphere potential temperature advection becomes part of the linear operator representing the fast internal wave modes and as such it involves a central discretization in space and the trapezoidal rule in time. This central spatio-temporal discretization would tend to generate unphysical oscillations when applied for the advection of full potential temperature. To make sure such oscillations are suppressed, the advection of perturbation potential temperature is done by the slope-limited explicit second-order upwind technology. Nevertheless, since the advection of reference-atmosphere potential temperature is the dominant part of the advection term in many situations, there is still a danger of inducing unwanted oscillations by the central discretization. This is why, in parallel to the split scheme, we solve for the advection of full potential temperature with the conservative explicit upwind technology as well. The latter dictates the evolution of full potential temperature over a full time step, whereas the results from the split scheme are used as auxiliary data only in constructing the advective fluxes and in controlling the pseudoincompressible divergence constraint within the substeps of the semi-implicit scheme. These auxiliary perturbation data are recomputed from the full data at the end of a time step [see Eq. (49)], such that there are no mass inconsistencies which could result from using different equations for the density and its perturbations.

3) SEMI-IMPLICIT TIME DISCRETIZATION

In this section, we provide a compact description of the semi-implicit method adopted for the time discretization of the system (34)–(38), following the presentation of Benacchio and Klein (2019). To this end, using the notation of Smolarkiewicz et al. (2014) and Benacchio and Klein (2019), we summarize the primary variables in the vector:

\[
\Psi = (\rho \mathbf{v}, \rho', \mathbf{w}),
\]

(40)

and by splitting the equations into advective and nonadvective terms, we may write (34)–(37) as

\[
\frac{\partial \Psi}{\partial t} + \nabla \cdot (\mathbf{v} \cdot \Psi) = Q(\Psi, \mathcal{P}, \pi'),
\]

(41)

where \( Q(\Psi, \mathcal{P}, \pi') \) represents the right-hand sides of the prognostic Eqs. (34)–(37).

The main idea of the semi-implicit time integration scheme is treating the advection explicitly using a low-storage Runge–Kutta method of third order by Williamson (1980), while the remaining terms on the right-hand side of (41) are treated using explicit and implicit Euler steps. Simultaneously, the background state is advanced in time following (38), with \( \langle \mathbf{w} \rangle \) from (8), and the Exner pressure fluctuations are determined diagnosisally so that the divergence constraint (39) remains satisfied. Since the procedure is closely related to that outlined by Benacchio and Klein (2019), we abbreviate its explanation and only highlight the differences.

The discretization of the time integration over a full time step \( t^n \to t^{n+1} \) reads as
Step 1 and 2:

\[ \Psi^g = \Psi^n + A^{\Delta t/2} [\Psi^n, (\overline{T}v)^n], \quad (42) \]

\[ \overline{T}^{g+1/2} = \overline{T}^n - \frac{\Delta t}{2} \left\{ \frac{[\overline{(P(w))}_{k+1/2}^{n+1} - \overline{(P(w))}_{k-1/2}^{n+1}]}{\Delta z} - (S)^n \right\}, \quad (43) \]

\[ \Psi^{g+1/2} = \Psi^g + \frac{\Delta t}{2} Q(\Psi^{g+1/2}, \overline{T}^{g+1/2}, \pi^{n+1/2}). \quad (44) \]

Note that the density is kept constant in (44) because \( Q \) does not have an entry in the density component as is seen in (36). The operator \( A \) denotes our nonlinear upwind scheme for linear advection of \( \Psi, \overline{T}v \) with \( \overline{T}v \) prescribed, that uses a third-order Runge-Kutta time step. The subscripts \( k \pm 1/2 \) denote the vertical position at the upper and lower edge of all scalar cells (see section 2g below for details). As is outlined further below, the implicit integration of the right-hand sides by (44) involves three substeps: In a predictor step winds and density (or rather buoyancy) fluctuations are advanced, using the Exner pressure from the previous time step. Via solution of an elliptic equation a new Exner pressure is then diagnosed so that its application in a corrector step leads to wind fields satisfying the divergence constraint (39). Therein, following O’Neill and Klein (2014), the heating term (\( S \)) and the horizontal-mean vertical wind \( \langle w \rangle \), together with the update (43) of the background reflect the presence of heat sources not taken into account by Benacchio and Klein (2019).

Steps 3–5:

\[ \Psi^* = \Psi^n + A^{\Delta t/2} [\Psi^n, \overline{T}v, \pi^n], \quad (45) \]

\[ \Psi^{**} = \Psi^* + A^{\Delta t} [\Psi^*, (\overline{T}v)^{n+1/2}], \quad (46) \]

\[ \overline{T}^{n+1} = \overline{T}^n - \Delta t \left\{ \frac{[\overline{(P(w))}_{k+1/2}^{n+1} - \overline{(P(w))}_{k-1/2}^{n+1}]}{\Delta z} - (S)_{n+1/2} \right\}, \quad (47) \]

\[ \Psi^{n+1} = \Psi^{**} + \frac{\Delta t}{2} Q(\Psi^{n+1}, \overline{T}^{n+1}, \pi^{n+1}). \quad (48) \]

Herein (45) is an explicit Euler step for the right-hand sides without adjustment of the Exner pressure and corrector step, while (48) is an implicit time step in line with (44). Finally, we synchronize the density fluctuations by setting

\[ \rho^{n+1} = \rho^n - \rho_i \frac{\overline{T}^{n+1}}{\overline{T}_r}. \quad (49) \]

Note that the present combination of an explicit Euler step at the beginning of the time step and an implicit Euler step at its end corresponds to the trapezoidal rule for time integration, which is second-order accurate and sympletic. The latter property ensures that the scheme maintains oscillatory behavior induced by the linear terms without damping. The interleaving of these two steps with the advection operator is equivalent to applying the trapezoidal rule along a Lagrangian trajectory (Smolarkiewicz and Margolin 1997; Benacchio and Klein 2019).

There is one caveat in using the trapezoidal rule time integrator for soundproof models. Because the Exner pressure satisfies a diagnostic elliptic equation, it should depend at any given time only on the flow state at that same time, but not on any previous Exner pressure distributions—as would be the case in a compressible flow. The consequence of using the trapezoidal rule time integrator for the momentum equation is, however, that the explicit forward Euler step in (45) adds a contribution to the momentum field that depends on \( \pi^n \). If this field includes any deviation, say \( \delta \pi \), from the exact pressure solution at time \( \rho' \), then the divergence error implied by this contribution has to be corrected in the final step (48), which will therefore deviate from the exact solution at time \( \rho' + 1 \) by an additional increment \( -\delta \pi \). The result is a perpetual oscillation around the correct mean by \( \pm \delta \pi \) between subsequent time steps. There are various approaches to avoiding this issue if one is interested in faithful pressure results: One may (i) average the Exner pressure fields between time steps to obtain a pressure at \( \rho' + 1/2 \) that is void of the spurious oscillation; one may (ii) use the result \( \pi^{n+1/2} \) of the implicit half time step in (44) in place of \( \pi^n \) in (45) as shown through a careful time level analysis by Chew et al. (2021, manuscript submitted to Mon. Wea. Rev.); or (iii) one may, as we do here, treat pressure in the final step (48) by the implicit Euler discretization over the full instead of a half time step. This is detailed further below Eq. (69). The latter approach formally reduces the scheme to first order in time with respect to Exner pressure, but it effectively damps the spurious oscillations while otherwise leaving the results unchanged. Nevertheless, note that the practical accuracy of the prognostic fields remains second order in time (see appendix D).

4) IMPLICIT INTEGRATION OF THE LINEAR RIGHT-HAND SIDES UNDER CONSIDERATION OF THE DIVERGENCE CONSTRAINT

The integration of the right-hand sides in (41) is realized by an explicit Euler step without corrector substep [i.e., (45)], and two implicit Euler steps [i.e., (44) and (48)], respectively. Each of the implicit steps consists of a predictor substep, then the adjustment of the Exner pressure and finally a corrector substep so that the divergence constraint (39) remains satisfied. In this section we outline the essential aspects of all three substeps of (44) and (48). Since the continuity Eq. (11) does not have a right-hand side and the equation to update \( \overline{T} \) is not involved in those steps we treat \( \rho \) and \( \overline{T} \) as well as \( S \) as given in the integration of (34), (35), and (37) without advection. Consequently, we may summarize these equations as

\[ \frac{\partial \psi}{\partial t} = \psi_0 \frac{1}{\psi} \nabla \psi - f e_z \times \mathbf{u} + b' e_z - \mathbf{a}_r (\psi - \psi_{eq}), \quad (50) \]

\[ \frac{\partial (\rho')}{\partial t} = \frac{\chi_g}{\rho'} S^* - w \frac{\chi_W}{\chi'} N^2, \quad (51) \]

with the buoyancy fluctuations \( b' = -g \rho' / \rho' \). Here the superscript \((\cdot)^*\) denotes the variables that are available when the
semi-implicit Euler steps are solved. As demonstrated for the example of hydrostatic equilibrium in appendix B, the second-order spatial discretization (see section 2g) on a C-grid to be applied to the right-hand sides is not able to directly respect hydrostatically and geostrophically balanced states in general. To circumvent this problem, we use a strategy which has previously been suggested by Smolarkiewicz et al. (2001) and Prusa et al. (2008). Within this method, we start out with an analytically balanced state with purely horizontal winds \((w_{eq} = 0)\), satisfying

\[\begin{align*}
0 &= -c_p \frac{1}{\chi_{eq}} \nabla \pi'_{eq} - f e_z \times u_{eq} + b'_x e_z, \\
0 &= \nabla \cdot (P'_{eq} v_{eq}).
\end{align*}\]

(52) (53)

Subtracting (52) from (50) leads to the modified momentum equation:

\[\begin{align*}
\frac{\partial \mathbf{v}}{\partial t} = \nabla \cdot \mathbf{F} &= -c_p \frac{1}{\chi^5} \nabla \pi' - c_p \frac{1}{\chi^5} \nabla \pi'_{eq} - f e_z \times u + b'_x e_z - \alpha_\pi \mathbf{v},
\end{align*}\]

(54)

where for any field variable \(\psi\) its deviation from the equilibrium field is denoted by \(\psi = \psi - \psi_{eq}\). The implicit time step for the integration of (54) and (51) is in summary:

\[\begin{align*}
\mathbf{u}^{n+1} &= \mathbf{u}^n - \Delta t \left[ c_p \frac{1}{\chi^5} \frac{\partial \pi_{eq}^{n+1}}{\partial x} + c_p \frac{1}{\chi^5} \frac{\partial \pi_{eq}^{n}}{\partial x} \right] - f \mathbf{v}^{n+1} + \alpha_\pi \mathbf{u}^{n+1}, \\
\mathbf{v}^{n+1} &= \mathbf{v}^n - \Delta t \left[ c_p \frac{1}{\chi^5} \frac{\partial \pi_{eq}^{n+1}}{\partial y} + c_p \frac{1}{\chi^5} \frac{\partial \pi_{eq}^{n}}{\partial y} \right] + f \mathbf{v}^{n+1} + \alpha_\pi \mathbf{v}^{n+1}, \\
\mathbf{w}^{n+1} &= \mathbf{w}^n - \Delta t \left[ c_p \frac{1}{\chi^5} \frac{\partial \pi_{eq}^{n+1}}{\partial z} + c_p \frac{1}{\chi^5} \frac{\partial \pi_{eq}^{n}}{\partial z} \right] - b'_x \mathbf{w}^{n+1}, \\
\mathbf{b}'_{eq}^{n+1} &= \mathbf{b}'_{eq} + \Delta t \left[ \frac{X_p}{\chi^5} S - w_{eq} \right] \chi_{eq} N^2.
\end{align*}\]

(55) (56) (57) (58)

The Exner pressure is to adjust itself so that the divergence constraint \((39)\) remains satisfied. Hence we split it by \(\pi'_{eq} = \pi' + \delta \pi'_{eq}^{n+1}\) into the Exner pressure from the previous time step and an incremental update so that (55)–(58) become

\[\begin{align*}
\mathbf{u}^{n+1} &= \mathbf{u}^{n}_{eq} - \frac{c_p \frac{1}{\chi^5} \left[ (1 + \alpha_\pi \Delta t) \frac{\partial \delta \pi'_{eq}^{n+1}}{\partial x} + f \Delta t \frac{\partial \delta \pi'_{eq}^{n+1}}{\partial y} \right]}{(1 + \alpha_\pi \Delta t)(1 + \alpha_\pi \Delta t) + (f \Delta t)^2},
\end{align*}\]

(59)

\[\begin{align*}
w_{eq}^{n+1} &= w_{eq}^{n} - \frac{1}{\chi^5 \chi^{1/3}} \frac{\partial \pi_{eq}^{n+1}}{\partial z} + \frac{X_p}{\chi^5} N^2 \Delta t \left[ \frac{1}{\chi^5} \frac{\partial \delta \pi'_{eq}^{n+1}}{\partial z} + \frac{X_p}{\chi^5} \right] N^2 (N \Delta t)^2.
\end{align*}\]

(60) (61) (62)

where \(\delta \pi' = \Delta t \delta \pi\), and

\[\begin{align*}
\frac{\partial \mathbf{v}}{\partial t} = \nabla \cdot \mathbf{F} &= -c_p \frac{1}{\chi^5} \nabla \pi' - c_p \frac{1}{\chi^5} \nabla \pi'_{eq} - f e_z \times u + b'_x e_z - \alpha_\pi \mathbf{v},
\end{align*}\]

(54)

\[\begin{align*}
\mathbf{u}^{n+1} &= \mathbf{u}^{n}_{eq} + \frac{c_p \frac{1}{\chi^5} \left[ (1 + \alpha_\pi \Delta t) \frac{\partial \delta \pi'_{eq}^{n+1}}{\partial y} - f \Delta t \frac{\partial \delta \pi'_{eq}^{n+1}}{\partial x} \right]}{(1 + \alpha_\pi \Delta t)(1 + \alpha_\pi \Delta t) + (f \Delta t)^2},
\end{align*}\]

(59)

\[\begin{align*}
w_{eq}^{n+1} &= w_{eq}^{n} + \frac{1}{\chi^5 \chi^{1/3}} \frac{\partial \pi_{eq}^{n+1}}{\partial z} + \frac{X_p}{\chi^5} N^2 \Delta t \left[ \frac{1}{\chi^5} \frac{\partial \delta \pi'_{eq}^{n+1}}{\partial z} + \frac{X_p}{\chi^5} \right] N^2 (N \Delta t)^2.
\end{align*}\]

(61) (62) (63) (64) (65) (66) (66)

Equations (63)–(66) describe the update of wind and buoyancy from the predictor substep that uses the Exner pressure from the previous time step. Note that by subtracting geostrophic and hydrostatic equilibrium of a predefined state from the right-hand-side momentum equation in Eq. (50) and thereby obtaining the modified momentum Eq. (54) one can at least make sure that a predictor substep (63)–(66) conserves this single equilibrium state in the absence of heating (so that \(S = \langle S \rangle = 0\) and \(\langle w \rangle = 0\), and this is also the case after the spatial discretization. We apply this strategy to the balanced ambient state described in section 2c. In the corrector substep (59)–(62) the pressure update is taken into account. The final winds must satisfy the divergence constraint. Hence, inserting (59)–(61) into (39) yields the elliptic equation:
\[ \frac{\partial}{\partial x} \left( \frac{\mathcal{P}^{-1}}{\rho} \left( (1 + \alpha \Delta t) \frac{\partial \delta \pi^{n+1}}{\partial x} + f \Delta t \frac{\partial \delta \pi^{n+1}}{\partial y} \right) \right) \]
\[ + \frac{\partial}{\partial y} \left( \frac{\mathcal{P}^{-1}}{\rho} \left( (1 + \alpha \Delta t) \frac{\partial \delta \pi^{n+1}}{\partial y} - f \Delta t \frac{\partial \delta \pi^{n+1}}{\partial x} \right) \right) \]
\[ + \frac{\partial}{\partial z} \left( \frac{\mathcal{P}^{-1}}{\rho} \frac{\partial \delta \pi^{n+1}}{\partial z} \right) \]
\[ = \nabla \cdot \left( \mathcal{P} \left( \mathbf{w}^{n+1} - \langle \mathbf{w} \rangle \right) \right) - \left( \mathbf{S}^{*} - \langle \mathbf{S} \rangle \right), \quad \text{(68)} \]

which is solved for the Exner pressure update, using a preconditioned biconjugate gradient stabilized (BiCGSTAB) algorithm (Van der Vorst 1992) that stops its iterations once the root-mean-square error between both sides of (68) falls below

\[ \epsilon_p = \epsilon_p \left( \frac{\partial}{\partial x} (\mathcal{P} \mathbf{u}^{n+1})^2 + \frac{\partial}{\partial y} (\mathcal{P} \mathbf{u}^{n+1})^2 \right) \]
\[ + \left( \frac{\partial}{\partial z} (\mathcal{P} (w^{n+1} - \langle w \rangle))^2 + (S^{*} - \langle S \rangle)^2 \right)^{1/2}, \quad \text{(69)} \]

with \( \epsilon_p \) a relative tolerance, and where angular brackets indicate a volume average. This update is then used in the corrector substep. Some of the more technical aspects of the used procedure can be found in appendix A. Following Benacchio and Klein (2019), we use a convergence threshold of \( \epsilon_p = 10^{-8} \) in the BiCGSTAB solver.

Finally, note that within (44) the pressure correction (68) is in agreement with the predictor step calculated over half a time step [i.e., \( \delta \mathbf{p}' = (\Delta t/2) \delta \mathbf{p} \)] so that in the update of the pressure field we use \( \pi^{n+1} = \pi^n + 2\delta \mathbf{p}'/\Delta t \). This differs, however, in (48) where the pressure correction is done over a full time step, since the previous explicit step is determined without a corrector substep. Hence \( \delta \mathbf{p}' = \Delta t \delta \mathbf{p} \) and therefore \( \pi^{n+1} = \pi^n + \Delta t \delta \mathbf{p}'/\Delta t \).

**g. Spatial discretization—General setup**

PincFlow uses a standard spatially symmetric second-order accurate finite-volume discretization for the variables on a three-dimensional staggered C-grid (Arakawa and Lamb 1977) with constant side lengths of a grid cell, and \( i = 1, \ldots, N_x, j = 1, \ldots, N_y, k = 1, \ldots, N_z \), indicating the indices of grid cells in zonal, meridional and vertical direction. Thus, the equations are averaged over a grid cell volume \( V = \Delta x \Delta y \Delta z \), for instance as

\[ \rho_c^{n+1} \approx \frac{1}{V} \int \rho(x, y, z, t^n) \, dV \quad \text{(70)} \]

and the scalar variables are indicated by full indices (e.g., \( \rho_{i,j,k}^{n} \)) whereas the velocities and momenta are defined at the cell interfaces (e.g., \( \mathbf{u}_{i-1/2,j,k}^{n}, \mathbf{v}_{i,j+1/2,k}^{n}, \mathbf{w}_{i,j+1/2,k}^{n} \)).

Following Benacchio et al. (2014) and Benacchio and Klein (2019), we discretize the flux divergences on the left-hand side of Eqs. (34)–(37) by considering \( \nabla \mathbf{v} \) as the carrier flux (e.g., Klein 2009; Smolarkiewicz et al. 2014, and references therein), meaning that we rewrite

\[ (\mathbf{u} \cdot \nabla) \mathbf{v} = (\nabla \cdot \mathbf{v} \mathbf{v} \chi), \quad \text{(71)} \]
\[ (\mathbf{v} \cdot \nabla) \mathbf{v} = (\nabla \cdot \mathbf{v} \mathbf{v} \chi). \quad \text{(72)} \]

In the original implementation of Rieper et al. (2013), the adaptive local deconvolution method (ALDM; Hickel et al. 2006) has been used for discretizing the advective fluxes. Although it has been demonstrated that this method provides good results in simulations for several geophysical problems (e.g., Hickel et al. 2006; Remmler and Hickel 2012, 2013; Rieper et al. 2013), benchmark tests by Remmler et al. (2015) against direct numerical simulations have shown that ALDM is in some cases overdissipative. Thus, in the present implementation we use a monotone upwind scheme for conservation laws (MUSCL; see Leer 2006). In appendix C we give a compact description of its key components.

For the integration of the right-hand sides of (50)–(51) we use symmetric second-order accurate differencing in space. We note that by using a staggered Cartesian grid the perturbation Exner pressure is stored at the cell centers instead of at the grid nodes as in Benacchio and Klein (2019). For instance, for the zonal wind the spatial discretization of the corrector substep (63) reads

\[ \mathbf{u}_{i+1/2,j,k}^{n+1} = \mathbf{u}_{i+1/2,j,k}^{n} - \frac{\Delta t}{\chi} \left[ \frac{1}{(1 + \alpha \Delta t) \frac{\partial \delta \pi^{n+1}}{\partial x} + f \Delta t \frac{\partial \delta \pi^{n+1}}{\partial y}} \right]_{i+1/2,j,k} \]
\[ + \frac{\Delta t}{(1 + \alpha \Delta t) \Delta x} \left[ \frac{\delta \pi_{i+1,j,k}^{n+1} - \delta \pi_{i,j,k}^{n+1}}{\Delta x} \right], \quad \text{(73)} \]

where the zonal Exner pressure gradient at the chosen \( n \) point is simply

\[ \left( \frac{\partial \delta \pi}{\partial x} \right)_{i+1/2,j,k} = \frac{\Delta x}{\Delta x} \left( \frac{\delta \pi_{i+1,j,k}^{n+1} - \delta \pi_{i,j,k}^{n+1}}{\Delta x} \right), \quad \text{(74)} \]

while the meridional gradient is obtained from those at the \( n \) points by linear interpolation, such that

\[ \left( \frac{\partial \delta \pi}{\partial y} \right)_{i+1/2,j,k} = \frac{1}{4} \left[ \left( \frac{\partial \delta \pi}{\partial y} \right)_{i-1/2,j,k} + \left( \frac{\partial \delta \pi}{\partial y} \right)_{i+1/2,j,k} \right] + \frac{3}{4} \left( \frac{\partial \delta \pi}{\partial y} \right)_{i+1,j-1/2,k} + \frac{1}{4} \left( \frac{\partial \delta \pi}{\partial y} \right)_{i+1,j+1/2,k}, \quad \text{(75)} \]
The same linear interpolation is also applied to all other instances where winds, buoyancy, and Exner pressure gradients are not directly available at locations of interest. This also holds for the vertical direction. Finally, in its spatial discretization the Exner pressure equation [Eq. (68)] is evaluated at the scalar points, so that one determines

\[ \nabla \cdot (\mathbf{p} \cdot \mathbf{v}^{\mu+1})_{i,j,k} = \mathbf{p}_k \left[ \frac{u_{i+1/2,j,k}^{\mu+1} - u_{i-1/2,j,k}^{\mu+1}}{\Delta x} + \frac{v_{i,j+1/2,k}^{\mu+1} - v_{i,j-1/2,k}^{\mu+1}}{\Delta y} + \frac{w_{i,j,k+1/2}^{\mu+1} - w_{i,j,k-1/2}^{\mu+1}}{\Delta z} \right] \]

The same locations in the differencing of the winds are also used on the right-hand side of the Exner pressure equation in (68) for differencing the terms in the square brackets.

### 3. Model evaluation

#### a. Standard test cases

To validate the accuracy and efficiency of our semi-implicit method, we use three two-dimensional Cartesian test cases of dry atmospheric dynamics, drawing on the suite considered in Benacchio and Klein (2019). The first test case considers a falling cold air bubble (Straka et al. 1993) to validate the stability and accuracy of the model. Because the test case involves potential temperature diffusion, supplementing the right-hand side of the entropy equation, it is diabatic and hence offers a first possibility to validate the implementation of the heat source together with the corresponding dynamics of the background state. In particular, the results of the semi-implicit model are compared to simulations with a third-order Runge–Kutta scheme as well as with other numerical models from the literature (i.e., Straka et al. 1993; Benacchio and Klein 2019; Melvin et al. 2019). To further demonstrate the agreement between our gravity-implicit pseudoincompressible model pincFlow and a buoyancy-explicit diabatic pseudoincompressible model, we constructed another test case, which includes a stronger horizontal center of the domain. To obtain a grid-converged solution for this test case, artificial diffusion is incorporated by supplementing the left-hand side of the momentum equations (34) and (35) with an additional term \(-\mu \nabla^2 \mathbf{v}\) and by using as heat source \(S = \rho_b \nabla^2 \theta\), where the viscosity is \(\mu = 75 \text{ m}^2 \text{s}^{-1}\) (Straka et al. 1993). The initial velocity is set to zero. The simulations are run over a total time span of 900 s, with the Courant number \(\nu\) [Eq. (26)] set to 0.5. The maximum time step is dependent on the spatial resolution and given by \(\Delta t_{\text{max}} = 4s \times \Delta x/50m\). Unless otherwise stated, we use a spatial resolution of 50 m. Because of the symmetrical nature of the test case, we show only plots for the subdomain [0, 16] \times [0, 5] km².

Figure 2 shows the evolution of the potential temperature perturbation of the reference setup for this case. Since the bubble is cold, it falls, hits the ground and travels along the ground, forming vortices. Moreover, for comparison we show in Fig. 2 the result at time \(t = 900\) s for a model run with buoyancy effects included in the explicit third-order Runge–Kutta time stepping scheme for advection. The average of the difference is of the order of \(1.7 \times 10^{-3}\) and the relative \(L^2\) and \(L^\infty\) errors are of the order \(2.5 \times 10^{-3}\) and \(1.3 \times 10^{-3}\), respectively, indicating a close conformity of the two schemes. Furthermore, considering the horizontal cross section of the potential temperature perturbation at \(z = 1200\) m and final time for five different resolutions (i.e., 400, 200, 100, 50, and 25 m, in Fig. 3) confirms that our model converges with increasing spatial resolution. Note that the small difference between the lines for 50 and 25 m resolution, especially around \(x = 13\) km, might be a result of the used limiter function in the advection scheme, reducing locally the order of accuracy of the scheme. To quantify the importance of the time evolution of the background state required by the heat source, we compare the final maximum thermal perturbation and the front location (i.e., the 1 K value of the potential temperature perturbation) with the literature values of compressible models (Fig. 4). Even though the comparison of our pseudoincompressible model with results from compressible models is not entirely fair, it is evident that our model with time-dependent background profiles shows an acceptable agreement.
2) HEATING PROFILE WITH A LOCAL HOT SPOT

Next, we assume an atmosphere at rest, where we adopt the background from Rieper et al. (2013): a neutrally stratified troposphere with $u_{tr} = 300$ K, the tropopause set at $z_{tr} = 12$ km, and an isothermal stratosphere above with

$$T_{tr} = \theta_{tr} \left( \frac{p_{tr}}{p_{00}} \right)^{\frac{R}{C_p}}, \quad \text{and} \quad p_{tr} = p_{00} \left( \frac{g z_{tr}}{C_p \theta_{tr}} \right)^{\frac{R}{C_p}},$$

such that the background potential temperature profile above the tropopause reads

$$\theta = \theta_{tr} \exp \left[ \frac{g}{c_p T_{tr}} (z - z_{tr}) \right].$$

(81)

Similar to Almgren et al. (2006), a layer of the atmosphere is heated for 250 s including a local hot spot, such that the heating profile has the structure

$$S = \begin{cases} S_0 \left[ \cos^2(0.5\pi r) + \exp\left(\frac{z - z_c}{r_0}\right)^2 \right] & \text{if } r \leq 1, \\ S_0 \left[ \exp\left(\frac{(z - z_c)^2}{r_0^2} \right) \right] & \text{if } r > 1, \end{cases}$$

(82)

with

$$r^2 = \left( \frac{x}{r_0} \right)^2 + \left( \frac{z - z_c}{r_0} \right)^2,$$

(83)

and $r_0 = 1$ km, $S_0 = 0.235 \text{ kg K m}^{-3} \text{ s}^{-1}$, and $z_c = 3$ km. After the first 250 s the heating is switched off. The domain spans $(x, z) \in [-5, 5] \times [0, 25]$ km$^2$ with a horizontal grid spacing of $80 \times 200$ grid points, and the simulations are run over a total time span of 1800 s. Since the advective Courant number [Eq. (26)], which is set to $\nu = 1/6$, would in the first steps allow for an infinitely large time step, in this test case the time step is calculated via

$$\Delta t = \min(\Delta t_{GW}, \Delta t_{CFL}),$$

(84)

with a time-step limitation due to gravity wave oscillations (see e.g., Rieper et al. 2013):

$$\Delta t_{GW} = \frac{1}{N}.$$

(85)
In the third test case, we consider a set of IGW test cases, as proposed by Skamarock and Klemp (1994) and extended by Benacchio and Klein (2019). They show the evolution of a potential temperature perturbation given by
\[ \theta' = 0.01 K \frac{\sin(\pi z/H)}{1 + [(x - x_0)/a]^2}, \] (86)
in a uniformly stratified channel with \( N = 0.01 \text{s}^{-1} \), where \( a = 5 \text{km}, H = 10 \text{km}, x_0 = 100 \text{km} \), and a constant horizontal flow \( u = 20 \text{m s}^{-1} \). The two-dimensional domain spans \((x, z) \in [-x_N/2, x_N/2] \times [0, 10] \text{km}^2\) with \( t \in [0, T_N] \text{s} \), where we consider \( x_N = 150 \text{km} \) and final time \( T_N = 3000 \text{s} \), respectively. In agreement with Benacchio and Klein (2019), we neglect the Coriolis term, use a spatial resolution of \( \Delta x = \Delta z = 1 \text{km} \) and set the advective Courant number to 0.9.

During the simulation the initial potential temperature propagates symmetrically in both \( x \) directions, and due to the horizontal flow, it travels toward the center of the domain (Fig. 6). Our results at final time look quite similar to Melvin et al. (2019) (see Fig. 2 in Melvin et al. 2019). Next, we extend the test case in accordance with Benacchio and Klein (2019) to create two additional IGW tests to study the efficiency of our semi-implicit model. For those test cases we consider \( x_N = 3000 \text{km} \) (24 000 km), \( \Delta x = 20 \text{km} \) (160 km), \( T_N = 60000 \text{s} \) (480 000 s), \( x_0 = 2000 \text{km} \) (16 000 km), and turn on (off) the rotation (i.e., \( f \neq 0 \) (\( f = 0 \))), where the Coriolis term in (34) reads in agreement with Benacchio and Klein (2019) as \( \rho \dot{e}_z \times \rho (u - U_e) \) with \( U = 20 \text{m s}^{-1} \). The corresponding results of our buoyancy-semi-implicit model at final times for those extended cases are shown in Fig. 7. A qualitative comparison to the results shown by Benacchio and Klein (2019) shows an overall good agreement. However, for the hydrostatic inertia–gravity wave test slightly larger values of the potential temperature perturbation in the center of the domain are observed, whereas our results for the planetary-scale gravity wave test case reveal a more symmetrically structure.

Quantitative comparison of the simulations at final times with runs operated using the buoyancy-explicit third-order Runge–Kutta scheme confirm the high efficiency of our semi-implicit model for simulations over long time periods and large domains (Table 2). In particular, in the case of a coarser resolution our semi-implicit model is up to 10 times faster compared to the model with buoyancy-explicit Runge–Kutta scheme. Moreover, the average time step used by our buoyancy-semi-implicit model compare well with those of Benacchio and Klein (2019).

**b. Idealized baroclinic wave and IGW life cycle case**

1) **MODEL AND SIMULATION SETUP**

We finally give an account of relatively coarse-resolution simulations of the baroclinic wave and IGW life cycle setup of the code. This is to be understood as a mere test of concept while further tuning of the code, simulations at higher resolution, and analysis of the dynamics is left to future studies. The chosen setup is close to the Held and Suarez (1994) benchmark, with relaxation toward the ambient state described in section 2c with a relaxation rate given by Eq. (24). To ensure that the impact of the small-scale waves in the middle-atmosphere has sufficient time to develop, we simulate a period of 120 days to allow for repeated baroclinic wave life cycles. The zonal extension of the simulation domain is \( L_x = 4200 \text{km} \), such that we expect it to contain one wavelength of the baroclinic wave. The meridional width of the domain is \( L_y = 16800 \text{km} \) and the model top is placed at \( H = 150 \text{km} \). For the experiment we use a horizontal resolution of 50 km and 300 vertical grid levels. The advective Courant number is \( \nu = 1/6 \), resulting in an average time step of \( \Delta t = 111 \text{s} \).

Our zonally symmetric, initial ambient state is illustrated in Fig. 8. It consists of two zonally uniform jets in thermal wind balance with an initial flow \( u_{eq} = (u_{eq}(0,0))^2 \) constructed from the equilibrium Exner pressure \( \pi_{eq} \) by geostrophic-wind balance. Due to the horizontally periodic boundary conditions the jets are oppositely directed, and we exclude topography, ensuring that the GWs in the simulation are generated...
internally. The maximum zonal wind speed is of about 46 m s\(^{-1}\) at \(z = 11\)-km altitude. Note that the ambient state is baroclinic only in the troposphere but barotropic higher up. To trigger the evolution of a baroclinic wave instability in the troposphere, the simulation is initialized by a small-scale perturbation of the initial potential temperature field at the center of the jets and at a height of the tropopause (i.e., \(z_{tr}\)) comparable to Kühnlein et al. (2012) and Schemm et al. (2013). The thermal tropopause anomaly with two centers at \((x, y, z) = (L_x/2, \pm L_y/2, z_{tr})\) has an amplitude of \(\delta \theta = 0.3\) K, a horizontal and vertical extension of \(\delta x = \delta y = 10\) km and \(\delta z = 4\) km, and reads
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**FIG. 5.** (top) Potential temperature and (bottom) vertical momentum \(\rho w\) for the heated profile with a local hot spot test case at spatial resolution \(\Delta x = \Delta z = 125\) m for the model with semi-implicit time stepping scheme (black contours) and a third-order Runge–Kutta time stepping scheme (red contours) at \(t = 600, 1200,\) and \(1800\) s, shown from left to right, respectively. For the potential temperature, the contours are in the range \([-15, 7]\) K with a contour interval of 0.5 K, and for the vertical momentum \([-0.2, 0.32]\) kg m\(^{-2}\) s\(^{-1}\) with an interval of 0.02 kg m\(^{-2}\) s\(^{-1}\). Negative contours are dashed.
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**FIG. 6.** Potential temperature perturbation for the nonhydrostatic IGW test case of Skamarock and Klemp (1994) at spatial resolution \(\Delta x = \Delta z = 1\) km for the model with semi-implicit time stepping scheme at (top left) initial time and (top right) \(t = 3000\) s, a third-order Runge–Kutta time stepping scheme at (bottom left) \(t = 3000\) s and (bottom right) their difference. For the initial data, the contours are in the range \([0.001, 0.01]\) K with a contour interval of 0.001 K, at \(t = 3000\) s \([-0.003, 0.003]\) K with an interval of \(5 \times 10^{-4}\) K and for their difference \([-0.001, 0.001]\) K with an interval of \(1 \times 10^{-4}\) K. Negative contours are dashed.
\[ \theta' = \pm \delta \theta \cos^2(0.5\pi r), \]  
(87)  

where \( r = \left[ (x-L_x/2)/\delta x \right]^2 + \left[ (y-L_y/2)/\delta y \right]^2 + \left[ (z-z_0)/\delta z \right]^2 \right]^{1/2} \)

To maintain stability for long-time integrations, it becomes important to control the grid-scale noise in the absence of a dissipative mechanism (e.g., viscosity). We apply an eighth-order Shapiro filter (Shapiro 1970) with a damping time scale of 10\( D \) to the deviations from the initially balanced ambient state in the zonal and meridional directions. The filtering procedure is tied into the semi-implicit scheme by applying it after each of the three predictor steps (one explicit and two implicit).

2) OVERVIEW OF BAROCLINIC AND SMALL-SCALE WAVES

Figure 9 summarizes in an exemplary manner the simulated baroclinic wave activity in terms of the potential temperature at \( z = 250\text{ m} \) altitude along with the horizontal wind fields at \( z_{tr} \) between day 60 and day 90. Furthermore, we show the filtered horizontal divergence field (i.e., a horizontal Fourier filter is applied to \( \nabla_b \cdot \mathbf{u} \) to remove the part with horizontal wavelengths longer than 1000 km) at \( z_{tr} \) as a coarse indicator of emitted small-scale wave packets. On day 60 (Fig. 9a) a developing baroclinic wave can be observed, reaching an overturning phase (day 66, Fig. 9b), before it decays (day 72, Fig. 9c) and afterward begins to grow again. Figures 9d-f show again intensification, decay and reintensification of the baroclinic wave. This is accompanied by wavy signals in the filtered horizontal divergence field that might be attributable to IGWs. In addition, Fig. 10 illustrates the temporal evolution of the volume averaged total kinetic energy (TKE) as well as the available potential energy (APE):

\[
\text{TKE} = \frac{1}{L_x L_y z_{tr}} \int_0^{L_x/2} dx \int_{-L_y/2}^{L_y/2} dy \int_{z_{tr}}^{0} dz \frac{\rho}{2} \nu^2, \tag{88}
\]

\[
\text{APE} = \frac{1}{L_x L_y z_{tr}} \int_0^{L_x/2} dx \int_{-L_y/2}^{L_y/2} dy \int_{z_{tr}}^{0} dz \frac{\rho}{2N^2} b^2, \tag{89}
\]

from their initial value at \( t = 0 \text{ s} \) in the troposphere. An increase of the APE is associated with an amplitude growth of the baroclinic wave, which starts approximately around day 7, and is then transformed into kinetic energy, confirming the phases of growth and decay during the baroclinic instability process. For the total kinetic energy an overall decay over time can be observed up to day 60. Thereafter, the TKE stays around an equilibrium value, while for the APE we observe a series of repeated growth and then decay of baroclinic wave activity in the troposphere.

Next, to investigate the impact of the semi-implicit time stepping scheme (with variable, long time step sizes) on the small-scale wave solutions, we compare the waves from the initial geostrophic adjustment to the potential temperature perturbation to those in semi-implicit simulations using a constant, smaller time step and to results from a simulation using the buoyancy-explicit third-order Runge–Kutta scheme. Table 3 summarizes the average time step sizes and number of Poisson iterations of the simulations, while Fig. 11 shows the zonally averaged vertical velocity field at \( t = 2.5\text{ h} \) from the three different simulations. The overall structure of the fields is similar between the three simulations, with excellent agreement in the troposphere and even higher up but well below the tropopause.
sponge at 100-km altitude. However, there are also remaining discrepancies close to the sponge. This is most likely because the strength of the sponge scales inversely with the time step so that the simulations using shorter time steps might have too strong a sponge.

A few indications shall be given on the dynamical situation developing in the simulations in the long run. To this end we show in Fig. 12 a vertical cross section of the deviations of the vertical wind from its zonal mean, at $x = 2100$ km on day 120. Moreover, shown in Fig. 13 are the zonal mean of the zonal wind and the potential temperature fields, both averaged over the last 60 days of the simulation, as well as their difference from the initially balanced fields. The vertical wind in Fig. 12 exhibits small-scale fluctuations at higher altitudes that are most likely to some part due to IGWs that might have been emitted from the troposphere. A decomposition of the upper-atmosphere fluctuations by horizontal spatial filtering, with a separation scale of 1000 km, and subsequent analysis of the respective contribution of small-scale fluctuations, interpreted as IGWs, and large-scale fluctuations to the Eliassen–Palm flux divergence (not shown) demonstrates that IGWs contribute about as much as the larger-scale fluctuations. Higher-resolution simulations might exhibit a more dominant role of the IGW part.

The zonal-mean fields in Fig. 13 are in geostrophic and hydrostatic balance with the zonal-mean and time-mean Exner pressure (not shown). Results in the “northern” and “southern” half of the y domain are statistically symmetric. Remaining asymmetries are taken to be due to truncation errors in the initial conditions and due to the limited sample size. One sees that tropospheric heat transport has reduced the meridional...
potential-temperature gradient as compared to the prescribed potential temperature \( \theta_{eq} \) of the balanced ambient state enforced by the potential temperature relaxation.

Most conspicuous, however, is an increase of the potential temperature in low latitudes at high altitudes just below the sponge (above 90 km) and reversed jets in midlatitudes between 50- and 90-km altitude. This wind reversal is reminiscent of IGW effects in the real atmosphere. An analysis whether we see the same effect here is beyond the scope of this work. Further analysis of the zonal-mean and time-mean zonal momentum equation, however, shows relatively strong steady structures in the meridional wind and in the Shapiro filter contribution just below the sponge that seem to indicate medium-scale IGWs reflected from the lower edge of the sponge. This indicates that in future studies the strength of the sponge should be chosen weaker so that IGWs are absorbed in the sponge instead of being reflected by it, and that higher vertical resolution and/or a turbulence parameterization (replacing the Shapiro filter) might be necessary to allow the IGWs to break and dissipate already below the sponge.

4. Summary and conclusions

The result of our study is a novel modeling framework for diabatic pseudoincompressible dynamics. This modeling approach allows for efficient mesoscale simulations of idealized tropospheric baroclinic wave activity including small-scale wave effects at high altitudes. Closely related to the work of O’Neill and Klein (2014), we have complemented the pseudoincompressible flow solver, originally designed by Rieper et al. (2013) for the simulation of adiabatic nonrotating dynamics on a staggered grid, by a heating function. To that end, the pseudoincompressible system has been modified to allow for a temporal variation of the background state. Moreover, the efficiency of the flow solver has been enhanced by the implementation of a semi-implicit second-order accurate numerical time stepping scheme as proposed by Benacchio and Klein (2019) and—to the best of our knowledge—for the first time.

### Table 3. Comparison of the average time step and average number of iterations of the Poisson solver for the model with semi-implicit time stepping scheme (SI) using a variable time step size, SI using a constant (smaller) time step size and a third-order Runge–Kutta time stepping scheme (RK3) for the idealized baroclinic wave life cycle case during the first 12 h.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>( \Delta t ) (s)</th>
<th>Solver iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>SI</td>
<td>140.26</td>
<td>74</td>
</tr>
<tr>
<td>SI</td>
<td>2.28 (= const.)</td>
<td>120</td>
</tr>
<tr>
<td>RK3</td>
<td>2.28</td>
<td>6.3</td>
</tr>
</tbody>
</table>

**Fig. 10.** Time evolution of deviations of the total kinetic energy (TKE, black) and the available potential energy (APE, red) from the corresponding initial values estimated at time \( t = 0 \) s.

**Fig. 11.** Zonal average of the vertical velocity (m s\(^{-1}\)) for the model with semi-implicit time stepping scheme (top) using a variable time step size, (middle) using a constant time step size of \( \Delta t = 2.28 \) s, and (bottom) a third-order Runge–Kutta time stepping scheme at \( t = 2.5 \) h.
time adapted to a staggered grid. Finally, to ensure geostrophic and hydrostatic equilibrium, on the numerical level, of an analytically balanced ambient state we have adopted the method suggested by Smolarkiewicz et al. (2001) and Prusa et al. (2008) by subtracting this equilibrium from the momentum equation.

For the verification that the new modeling framework is indeed accurate and more efficient we have conducted a series of idealized test cases at different scales. First, with the density current test case proposed by Straka et al. (1993) we have validated stability and accuracy of the code. It has been shown that the simulations of our pseudoincompressible framework with heat source and time-dependent background state compare well with published results of compressible models. Second, to validate our extension of the model to include a heat source we have considered an atmosphere at rest with a heated layer and a local bubble-like hot spot. A qualitative comparison of the results with simulations using a buoyancy-explicit third-order Runge–Kutta time integration scheme shows, besides very small discrepancies that arise from the unstable nature of the test case, an excellent agreement. Third, we have performed a suite of IGW test cases, originally proposed by Skamarock and Klemp (1994) and extended by Benacchio et al. (2014). Those tests focus on the efficiency of our semi-implicit time stepping scheme for buoyancy and Coriolis effects, by comparison to simulations using a buoyancy-explicit third-order Runge–Kutta time integration scheme. In simulations over long time periods with a coarse resolution the semi-implicit model uses an about 70 times longer average time step than the model with buoyancy-explicit scheme, and requires an up to 10 times shorter computation time. In addition, the average time steps used by our semi-implicit model compare well with those published by Benacchio and Klein (2019).

For a test of concept, we have also done simulations with the baroclinic wave and IGW life cycle setup of the code. There a geostrophically and hydrostatically balanced ambient zonally symmetric state, designed along the lines devised by Held and Suarez (1994) so that it is baroclinically unstable in the troposphere but barotropic higher up, is perturbed so that tropospheric baroclinic instability sets in. Thermal relaxation toward the potential-temperature field of the balanced ambient state causes repeated baroclinic wave life cycles in the troposphere. To keep the setting as simple as possible, $f$-plane dynamics is considered with periodic boundaries in both horizontal directions. The latter also helps avoiding instabilities that tend to arise at lateral boundaries unless lateral sponges are applied. The test simulations with 50-km horizontal resolution have been done in a deep domain, with a sponge above 100-km altitude, so that IGWs can propagate into the initially barotropic middle atmosphere and potentially influence it by their dissipation. The geostrophic adjustment, resulting from the initial perturbation, shows good agreement between simulations with explicit and semi-implicit time stepping. The latter, however, uses a time step that is 11 times longer, with a corresponding gain in efficiency. An integration of this test case over 120 days shows repeated baroclinic wave activity in the troposphere, accompanied by a wavy small-scale signal in the horizontal divergence that might be attributed to IGWs emitted by the synoptic-scale flow. At higher altitudes we observe a strong small-scale signal in horizontal divergence and vertical wind that could at least in part be due to IGW propagation from the troposphere into higher altitudes. Averaged over the last 60 days of the
simulation, upper-atmosphere zonal-mean potential temperature and zonal wind show a strong response. The latter exhibits a wind reversal that is reminiscent of the IGW effect in the real atmosphere. An analysis whether we see the same here is beyond the scope of the present study. We find that the Eliassen–Palm flux divergence at higher altitudes is to about equal parts due to synoptic-scale and mesoscale waves. The latter might end up having a bigger share in simulations with higher resolution.

Further analysis indicates that in future studies the sponge should be chosen weaker so as to avoid wave reflection at its lower edge. It might also be advisable to replace the Shapiro filter, chosen to remove the smallest-scale activity from the simulation, by a more physically formulated turbulence parameterization (e.g., a dynamic Smagorinsky model, see Germano et al. 1991; Lilly 1992). It seems that the efficiency gain of the semi-implicit time stepping makes such efforts attractive. One should also note that the statistical symmetry in the setup, between the “northern” and “southern” half of the y domain allows to mirror one part onto the other.
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APPENDIX A

The Pressure Solver

The near-exponential altitude dependence of \( P \) and \( \rho \) as well as the near-proportionality with \( \bar{\pi}^{-1/2} \) of the velocity-fluctuation amplitudes in deep atmospheres entails a vertical dependence of the right-hand side of the pressure problem (68) and of the coefficients on the left-hand-side that might lead the BiCGStab that we are using as linear-equation solver to put too much weight into the lower layers. To avoid this and also take into account the expected vertical dependence of the Exner-pressure fluctuations we have reformulated the problem as

\[
\sqrt{\rho} \frac{\partial}{\partial x} \left( \frac{1}{P^{2}} \left( 1 + \alpha_u \Delta t \frac{\partial}{\partial x} \left( \sqrt{\rho} \frac{\bar{\pi}^{n+1}}{P} \right) \right) \right) + \frac{\partial}{\partial y} \left( \frac{1}{P^{2}} \left( 1 + \alpha_w \Delta t \frac{\partial}{\partial y} \left( \sqrt{\rho} \frac{\bar{\pi}^{n+1}}{P} \right) \right) \right) \right]
\]
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\[
\sqrt{\rho} \frac{\partial}{\partial x} \left( \frac{1}{P^{2}} \left( 1 + \alpha_u \Delta t \frac{\partial}{\partial x} \left( \sqrt{\rho} \frac{\bar{\pi}^{n+1}}{P} \right) \right) \right) + \frac{\partial}{\partial y} \left( \frac{1}{P^{2}} \left( 1 + \alpha_w \Delta t \frac{\partial}{\partial y} \left( \sqrt{\rho} \frac{\bar{\pi}^{n+1}}{P} \right) \right) \right) \right]
\]
iterations). Initializing the preconditioner from zero we found that 0.5 ≤ γ ≤ 0.8 and 2 ≤ M ≤ 10 are reasonable choices. In the case of slow convergence of the preconditioned BiCGStab one can help oneself by increasing M. In the case of very large M (i.e., M ≫ 10) the preconditioned BiCGStab is found to converge within one iteration.

APPENDIX B

Inability of the Discretization to Allow for Basic Equilibria

The second-order spatial accuracy of the discretization comes at a prize. It does not directly allow for fundamental equilibria. We demonstrate this at the example of the hydrostatic equilibrium. Without subtraction of a predefined equilibrium (and in the absence of Rayleigh damping) one would obtain as vertical wind and buoyancy predictors, instead of (65) and (66):

\[
\begin{align*}
\omega^{n+1} & = \frac{w^n - \Delta t c_p \frac{1}{\rho} \frac{\partial \bar{\sigma}^{n,0}}{\partial z} + \Delta t \left( b^{n+1} + \Delta t \frac{\bar{\sigma}^{R}}{\rho} S^* \right)}{1 + \frac{\bar{\sigma}^{R}}{\rho} (N \Delta t)^2}, \\
\beta^{n+1} & = \frac{-\bar{\sigma}^{R} N^2 \Delta t \left[ w^n - \Delta t c_p \frac{1}{\rho} \frac{\partial \bar{\sigma}^{n,0}}{\partial z} + \left( b^{n+1} + \Delta t \frac{\bar{\sigma}^{R}}{\rho} S^* \right) \right]}{1 + \frac{\bar{\sigma}^{R}}{\rho} (N \Delta t)^2}.
\end{align*}
\]

In hydrostatic equilibrium one has w = 0, and the discretization of the vertical wind predictor (B1) reads, in the absence of heating:

\[
\frac{1}{2} (\beta^{n+1}_k + \beta^{n+1}_{k-1}) = \frac{c_p \alpha^{n,0}_{k+1/2} - \alpha^{n,0}_k}{\Delta z}.
\]

Likewise, the discretization of the buoyancy predictor (B2) yields

\[
\beta^{n+1}_k = \frac{1}{2} \left( \frac{c_p \alpha^{n,0}_{k+1/2} - \alpha^{n,0}_k}{\Delta z} + \frac{c_p \gamma^{n,0}_{k+1/2} - \gamma^{n,0}_k}{\Delta z} \right),
\]

leading to

\[
\beta^{n+1}_k = \frac{1}{2} (\beta^{n+1}_{k+1} + \beta^{n+1}_{k-1}).
\]

Consequently, only linear buoyancy profiles, such as \( b_{\delta} = B_0 + B_1 \varepsilon \) (\( B_0, B_1 = \text{const.} \)), are possible, which is unsuitable for most atmospheric applications. They arise from the interpolations in the buoyancy predictor und vertical wind predictor. It can be demonstrated that analogous problems emerge in the horizontal wind predictors [i.e., Eqs. (63) and (64)] where the interpolations of the winds in the Coriolis term and of the horizontal pressure derivatives prevent a numerical preservation of the geostrophic equilibrium.

APPENDIX C

Details of the Advection Scheme

A Runge–Kutta substep for the advection of density reads

\[
\frac{\rho^{n+1}_{i+1/2,j} - \rho^n_{i+1/2,j}}{\Delta t} = -\frac{1}{\Delta t} \left( A^{n,x}_{i+1/2,j} - A^{n,X}_{i-1/2,j} \right) + \frac{1}{\Delta t} \left( A^{n,y}_{i+1/2,j} - A^{n,Y}_{i-1/2,j} \right) + \frac{1}{\Delta t} \left( A^{n,z}_{i+1/2,j} - A^{n,Z}_{i-1/2,j} \right),
\]

where the density fluxes (e.g., in the x direction) are obtained by an upwind approach as

\[
A^{n,x}_{i+1/2,j} = (\mathcal{P}_1 u^n_{i+1/2,j}) (\sigma_{n_{i+1/2,j}}^n + (1 - \sigma_{n_{i+1/2,j}}^n) \hat{x}_{i+1/2,j}^R),
\]

with \( \sigma_{n_{i+1/2,j}} = \text{sgn}(\mathcal{P}_1 u^n_{i+1/2,j}) \), and where the reconstructed values of inverse potential temperature at the cell faces are

\[
\hat{x}_{i_{j,k}}^R = \hat{x}_{i_{j,k}}^L + \hat{\phi}_{i_{j,k}}^R = \hat{\phi}_{i_{j,k}}^L,
\]

if either \( \chi_{i,j,k} = \chi_{i-1,j,k} \) or \( \chi_{i,j,k} = \chi_{i+1,j,k} \), and otherwise

\[
\hat{x}_{i_{j,k}}^L = \chi_{i,j,k}^n + \frac{1}{2} \eta \left( \frac{\chi_{i+1,j,k}^n - \chi_{i,j,k}^n}{\chi_{i,j,k}^n - \chi_{i-1,j,k}^n} \right) \left( \alpha^n_{i,j,k} - \chi_{i,j,k-1}^n \right),
\]

Here \( \eta \) describes a slope limiting function that is in the simulations of the standard test cases reported here the monotonized-centered variant limiter (e.g., Kemm 2010):

\[
\eta(\xi) = \max\{0, \min[2\xi, (2 + \xi)/3, 2]\}.
\]

Momentum advection is treated likewise. Momentum and the corresponding product between velocity and inverse potential temperature are obtained by linearly interpolating the scalar fields to the velocity points, for instance as

\[
(\rho u^n_{i+1/2,j,k}) = (\rho_{i+1/2,j,k}) u^n_{i+1/2,j,k}, \quad \rho^n_{i+1/2,j,k} = \frac{1}{2} \left( \rho^n_{i,j+1/2,k} + \rho^n_{i+1,j,k} \right),
\]

\[
(\chi u^n_{i+1/2,j,k}) = \chi^n_{i+1/2,j,k} u^n_{i+1/2,j,k}, \quad \chi^n_{i+1/2,j,k} = \frac{1}{2} \left( \chi^n_{i,j+1/2,k} + \chi^n_{i+1,j,k} \right),
\]

and the advection velocities at the momentum-cell interfaces are also obtained by linear interpolation, such that

\[
u^n_{i,j,k} = \frac{1}{2} \left( \nu^n_{i+1,j,k} + \nu^n_{i-1,j,k} \right).
\]

With these definitions the Runge–Kutta substeps for momentum advection are analogous to (C1):
\[
\frac{(pu)_{i+1/2,j,k}^{n+1} - (pu)_{i+1/2,j,k}^{n}}{\Delta t} = -\frac{1}{\Delta x} (A_{i+1/2,j,k}^{mu,x} - A_{i,j,k}^{mu,x}) \\
-\frac{1}{\Delta y} (A_{i+1/2,j+1/2,k}^{mu,y} - A_{i+1/2,j-1/2,k}^{mu,y}) \\
-\frac{1}{\Delta z} (A_{i+1/2,j,k+1/2}^{mu,z} - A_{i+1/2,j,k-1/2}^{mu,z}),
\]

\[(C10)\]

where, for instance, the zonal flux of zonal momentum is

\[
A_{i,j,k}^{mu,x} = (\mathcal{T}_{1} u_{i,j,k})^{R} \{\sigma_{u}(\chi u)^{R}_{i+1/2,j,k} + (1 - \sigma_{u})(\chi u_{i+1/2,j,k})^{2}\},
\]

\[(C11)\]

and the reconstructed \(\chi u\) is obtained from \(\chi u\) using (C3)–(C5), applied to \(\chi u\) instead of \(\chi\) and with the zonal index shifted by 1/2.

### Appendix D

#### Convergence Study

To evaluate the accuracy in space of pincFlow, we first ran the case of a traveling rotating smooth vortex (Kadioglu et al. 2008) in the two-dimensional domain \((x, y) \in [0, 1]^2 \text{ m}^2\) (see also Benacchio et al. 2014, for a description of the test case). PincFlow transports the vortex at the right speed, such that the results at \(t = 1, 2\) s are in good agreement with the initial configuration (not shown). The error of the prognostic fields (i.e., \(\rho, u, v\)) at \(t = 1\) s with respect to the initial data (see Fig. D1) confirm the quadratic rate of error decay with grid refinement in the \(L_{2}\) and \(L_{\infty}\) norm, confirming the second-order accuracy of the scheme. In addition, we have performed analogous experiments with the nonhydrostatic IGW test case of Skamarock and Klemp (1994) to evaluate the accuracy of the

![Fig. D1. Convergence study for the (left) density, (center) zonal, and (right) meridional velocity in the traveling rotating smooth vortex test case of Kadioglu et al. (2008). Errors of the computed solutions with a horizontal grid spacing of \(N \times N\) grid points at time \(t = 1\) s with respect to initial data in the \(L_{2}\) and \(L_{\infty}\) norm. The gray line denotes the quadratic slope.]

![Fig. D2. Convergence study for the (left) density, (center) zonal, and (right) vertical velocity in the nonhydrostatic IGW test case of Skamarock and Klemp (1994). Errors of the computed solutions with decreasing \(\Delta t = \text{ const.}\) at time \(t = 3000\) s with respect to a solution computed with \(\Delta t = 11\) s in the \(L_{2}\) and \(L_{\infty}\) norm. The gray line denotes the quadratic slope.]

semi-implicit integration of buoyancy effects in time, and similarly observe a second-order convergence rate with decreasing $\Delta t$ for the prognostic variables ($p, u, v$). This is shown in Fig. D2.
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