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ABSTRACT

An extended period numerical integration of a baroclinic primitive equation model has been made for the simulation and the study of the dynamics of the atmosphere's general circulation. The solution corresponding to external gravitational propagation is filtered by requiring the vertically integrated divergence to vanish identically. The vertical structure permits as dependent variables the horizontal wind at two internal levels and a single temperature, with the static stability entering as a parameter.

The incoming radiation is a function of latitude only corresponding to the annual mean, and the outgoing radiation is taken to be a function of the local temperature. With the requirement for thermal equilibrium, the domain mean temperature is specified as a parameter. The role of condensation is taken into account only as it effectively reduces the static stability. All other external sources and sinks of heat are assumed to balance each other locally, and are thus omitted. The kinematics are that of a fluid on a sphere bounded by smooth zonal walls at the equator and at approximately 64° latitude. The dissipative sinks are provided by: (a) surface stresses proportional through a drag coefficient to the square of the surface wind which is suitably extrapolated from above, (b) internal convective stresses proportional to the vertical wind shear, and (c) lateral diffusion of momentum and heat through an exchange coefficient which depends on the local horizontal rate of strain—a horizontal length scale entering as the governing parameter.

For a given specification of the parameters, an integration for 60 days has been made from initial conditions where random temperature disturbances have been superimposed on a zonally symmetric regime which is baroclinically unstable according to linear theory. This experiment not only displays the scale selective character of baroclinic instability, yielding zonal wave number 5 to 6, but also predicts an index or energy cycle. The period of this cycle is 11 to 12 days for the first 40 days of the experiment, then lengthening to 17 days while diminishing in amplitude during the latter part.

The resulting mean zonal velocity profile is in good qualitative agreement with observation, but too intense, presumably because the effective static stability parameter is taken too large. Furthermore, this profile is found to be no more than 3 percent super-geostrophic poleward of the angular momentum maximum and no more than 2 percent sub-geostrophic equatorward. The total zonal angular momentum remains constant to within 2 percent irrespective of the phase of the index cycle. This balance is controlled by the surface wind distribution which agrees quite well with observation. The poleward transport is mainly accomplished by a Hadley circulation at low latitudes but by the large-scale horizontal eddies in mid-latitudes, where a Ferrel circulation tends to compense through an equatorward flux. This compensation at mid-latitudes by an indirect meridional circulation is also quite evident in the potential-kinetic energy transformations. Comparison of the momentum and heat transfer with observed data when available shows reasonably good quantitative agreement.

The lateral transfer of momentum and heat by the non-linear diffusion, which parametrically is supposed to simulate the action of motions of sub-grid scale, accounts for a significant portion of the total eddy transfer. Although no direct comparison with the corresponding transfer in the real atmosphere is available, intuitively our small-scale diffusion appears to play too large a role.

A diagnosis is made of the transformations among the barotropic and baroclinic parts of the kinetic energy as well as the zonal mean and zonal perturbation parts of the available potential and kinetic energy. This reveals the dominant paths that the energy passes through from source to ultimate sinks and the processes responsible for these transformations. It is found that the partitioning of dissipation by the energy components may differ considerably from estimates made from observation.

*Preliminary results of this work were first presented before the American Association for the Advancement of Science, Washington, D.C., December 1958.
The latter course has a natural appeal following the success of such techniques by Prandtl and von Kármán to small-scale motions through analogy to kinetic theory. The application to large-scale cyclones and anticyclones has been suggested by Defant [11] and from time to time attempts have been made, e.g., by Berson [4] and others. In fact, it is employed implicitly by Namias [34] in operational 5- and 30-day forecasts by techniques which thus far have evaded quantitative formulation. More recently some success has been attained in theoretical studies, e.g., Thompson [57]. The still incomplete understanding of the statistical-dynamics of large-scale baroclinic transient motions in terms of the mean flow and particularly the maintenance of the westerlies by the non-linear transfer of perturbation energy leaves course (i) as the painful alternative. One would hope however that this explicit approach would ultimately contribute to the formulation of a "turbulence" theory. The advent of high speed computing machines and the parallel development of techniques of short range numerical prediction permit reducing the turbulence threshold from cyclone-scale to a characteristic length of a few hundred kilometers—a horizontal scale for which the eddy transport in the direction of the mean gradient is assumed to be valid, i.e., the grid scale lies within an inertial sub-range.

In a now classic experiment, Phillips [40] did precisely this within the framework of quasi-geostrophic hydrodynamics. Despite the restrictive kinematics of a rectangular $\beta$-plane and rather simple heating and viscous dissipation, he managed to demonstrate the scale-selective character of baroclinic instability and how this process balances the meridional radiation gradient, maintaining the westerlies.

The most obvious deficiency in Phillips' model was the geostrophic approximation. It was impossible for him to adequately account for essentially non-geostrophic dynamics of the equatorial Hadley circulation and also for interactions of the inertia-gravitational motions with the quasi-geostrophic motions in extratropical latitudes. Furthermore the quasi-geostrophic character of the general circulation is an important feature to explain, and it cannot be explained adequately by a purely geostrophic model. The present study is an attempt to employ the primitive equations for general circulation experiments. The embarkation on this study was predicated on devising stable techniques for numerically integrating the primitive equations—a problem which at the time had not yet been resolved for even short-period calculations. The methods since developed have been reported on elsewhere [53] and will form the basis for the discussion in the following sections.

The present work is an outgrowth of collaboration with J. G. Charney, N. A. Phillips, and J. von Neumann, who engaged in the initial planning stages of this investigation. Their suggestions at that time were responsible for the launching of this study.

The model employed departs from that of Phillips principally in that many of the hydrodynamic and kinematic constraints have been removed:

1. The primitive equations of motion are employed in which only gravitational motions of the external type and vertical sound propagation are filtered a priori; vertical momentum transport is taken into account.

2. The motion is confined to a zonal channel consisting of smooth walls at the equator and 64.4° latitude so that the longest waves are bounded by the local circumference of earth.
(3) The kinematics of motion on a sphere are taken into account by appropriate mapping of the equations. This is done conformally onto a Mercator projection. The grid interval is $5^\circ$ longitude which corresponds approximately to 555 km at the equator and 240 km at the northern boundary.

Furthermore, the finite difference form of the equations possesses integrals which correspond exactly to their respective angular momentum and potential temperature counterparts in the continuum.

For the present purposes, certain sacrifices for simplicity have been made in the details of the thermodynamic processes. The vertical structure has been designed for a minimal accounting of baroclinic processes, i.e., a two-level model is employed. The static stability enters as a fixed parameter of the model, and hence its large-scale dynamical adjustments, which are small but may be important, are ignored.

Available observational and theoretical evidence suggests that the essential features of the general circulation such as the methods of angular momentum and heat transfer, the existence of an index cycle, and the characteristic time and space scale of extratropical disturbances are primarily independent of zonal asymmetries of the earth’s surface. That is not to say that the distribution of oceans and continents and of large-scale orographic features does not affect the general circulation. There is ample evidence (e.g. [10], [5], [51], [48]) that they do excite quasi-stationary very long disturbances (wave numbers 2 and 3) which by non-linear interaction bias the phase of the shorter waves of maximum baroclinic instability (wave numbers 5 and 6). Since the primary mechanisms of the general circulation have yet to be fully understood, the present investigation will deal with an underlying boundary surface of uniform geopotential, roughness, and thermal conductivity.

The main body of this paper describes the construction of the model elements, the experimental conditions, the synoptic manifestations of the evolutions, and most important, a diagnosis of their dynamical characteristics. The Appendices A and B are subsidiary studies which lend an insight into what may be expected of some aspects of the numerical experiment. They are based on certain theoretical results as well as on observational material. Although these Appendices make reference to results of the main text, it is recommended that they be read first. Appendix C is a compilation of the notation and the model parameters.

2. THE DIFFERENTIAL EQUATIONS

It was shown in Smagorinsky [53] (with some changes in notation; cf. Appendix C) that the equations for a two-level model mapped conformally onto a Mercator projection are:

\[ \frac{\partial \Phi}{\partial t} = - \frac{\partial}{\partial x} \left( \frac{\Phi}{2} \right) - m^2 \frac{\partial}{\partial y} \left( \frac{\Phi}{2m} \right) - \gamma^2 D + \kappa Q + H \]  
\[ \frac{\partial \psi}{\partial t} = m \mathbf{G} - m \nabla \Phi \]
\[ \nabla \psi = \text{curl } \mathbf{G} \]

where

\[ \mathbf{G}_x = -l_x + F_x \]

\[ m \Phi = \left( \frac{\partial u_1}{\partial x} + \frac{\partial w_1}{\partial y} \right) \mathbf{D}_y + \frac{\partial w_1}{\partial x} \]
\[ m \psi = \left( \frac{\partial u_1}{\partial x} + \frac{\partial w_1}{\partial y} \right) \mathbf{D}_y + \frac{\partial w_1}{\partial x} \]

\[ \Phi = \phi' - (\mathcal{E}_1) \]

The equations for the vertical mean wind

\[ \frac{\partial \bar{u}}{\partial t} = - m^2 \frac{\partial \bar{\psi}^*}{\partial y} = m \bar{D}_x - m^2 \frac{\partial \Phi^*}{\partial x} \]
\[ \frac{\partial \bar{v}}{\partial t} = m^2 \frac{\partial \bar{\psi}^*}{\partial x} = m \bar{D}_y - m^2 \frac{\partial \Phi^*}{\partial y} \]

are never used explicitly since they and the external gravity wave filtering constraint

\[ \nabla \cdot \mathbf{V} = 0 \]

are inherent in the elliptic consistency condition (2.3).

It is of interest that the sum of the inertial and pressure gradient forces may be written in the form:

\[ m \frac{\partial}{\partial x} \left( \Phi + \frac{\partial \Phi}{\partial x} \right) = i \left( - \bar{u} + \frac{\partial \Phi}{\partial x} \right) \]
\[ + \frac{\partial \Phi}{\partial x} \]

\[ m \frac{\partial}{\partial y} \left( \Phi + \frac{\partial \Phi}{\partial y} \right) = i \left( - \bar{v} + \frac{\partial \Phi}{\partial y} \right) \]
\[ + \frac{\partial \Phi}{\partial y} \]

where the divergence \( \mathcal{D} \), absolute vorticity \( \eta \), and \( \Phi \), are:

*The left sides of this equation in [53] should have been multiplied by \( m \).*
Although these forms were not used in the present forecast calculations they have some obvious computational advantages over the Eulerian form. For example, there are no truncation errors due to mapping such as in terms \(\alpha/m^2\); in fact, these equations are identically the same for any conformal projection if \(m\) is the map factor and if \(x, y\) and \(u, v\) are the map distances and velocity components.

It was pointed out in [53] that care must be taken in differencing differential equations of the form

\[
\frac{\partial \xi}{\partial t} = \nu \xi\tag{2.11}
\]

For central time differencing

\[
\xi^{t+1} - \xi^{t-1} = 2\Delta t \nu \xi^t\tag{2.12}
\]

is computationally unstable for \(\nu < 0\) for all \(\Delta t\), but for forward differencing

\[
\xi^{t+1} - \xi^{t-1} = 2\Delta t \nu \xi^{t-1}\tag{2.13}
\]

the solution is stable. To reduce the truncation error one may use an implicit method

\[
\xi^{t+1} = \frac{1 + \nu \Delta t}{1 - \nu \Delta t} \xi^{t-1}\tag{2.14}
\]

or

\[
\xi^{t+1} = \frac{1}{1 - \nu \Delta t} \xi^{t-1}\tag{2.15}
\]

provided \(\nu\Delta t \neq 1\). We shall have occasion to refer to these computational stability considerations when we introduce the heating and viscous terms in the following sections.

3. ENERGY SOURCES

The discussion in Appendix A shows that the net heating of an atmospheric column may be significantly different from that deduced from radiative transfer alone. Evaporation, condensation, and ocean transports, although balancing out hemispherically, give rise to a diminished meridional heating scale, instead of the characteristically monotonic latitudinal decrease of the net radiation itself. For the present calculations, we will simplify the heating function derived in Appendix A to a form which essentially corresponds to that used by Charney [9]. In (A30) and (A10) we take \(\Gamma = \nu_L = \nu_T = 1\). Moreover we assume that \(E_L + M\) is balanced by that part of the condensation heating which contributes to the domain mean, i.e.

\[
E_L + M = \frac{\nu_L}{\kappa g} 0.2 \gamma_T^2 [\tilde{D}]	ag{3.1}
\]

Locally this assumed balance should not be taken too literally, since table A5.1 shows that \(E_L + M < 0\) at very high latitudes. We then have with (A7) that

\[
\kappa Q = \kappa Q_R + 0.2 \gamma_T^2 \tilde{D}\tag{3.2}
\]

Upon linearizing \(T_2\) as in (A15) and requiring a domain heat balance, i.e.:

\[
\left\{ \left[ \frac{\partial Q}{\partial t} \right] \right\} = 0 \tag{3.3}
\]

then since \(\left[ \tilde{D} \right] = 0\) we have that

\[
\left[ T_2 \right] = \left[ \frac{\{A\}}{\sigma} \right]\tag{3.4}
\]

and

\[
\frac{\partial Q_R}{\partial t} = c_L - b T_2''\tag{3.5}
\]

where

\[
c = A - \left[ \{A\} \right]\tag{3.6}
\]

\[
b = 4\sigma \left[ T_2 \right]^3\tag{3.7}
\]

We shall use Houghton's [19] calculations for \(A\) which from table A3.7 give \(\left[ \{A\} \right] = 463\) Ly. day\(^{-1}\), which with (3.4) yields \(\left[ \left[ T_2 \right] \right] = 250^\circ\) A. To insure a value of \(b\) which gives a dependence of the outgoing long-wave radiation upon temperature corresponding to Houghton's \(L_\tau\), we do not use (3.7) directly, but rather the linearized form of (A4) with \(\Gamma = \nu_L = 1\), (3.6), and then (3.4):

\[
b = \frac{L_\tau - \left[ \{A\} \right]}{T_2''}\tag{3.8}
\]

With \(T_2''(\theta)\) interpolated from London's [24] data and calculating \(T_2''\) (his \(\left[ T_2 \right] = 250^\circ\) A.) we get as the average over all latitudes \(b = 4.7\) Ly. day\(^{-1}\) deg\(^{-1}\). If calculated directly from (3.7), \(b = 7.4\) Ly. day\(^{-1}\) deg\(^{-1}\), giving a much larger meridional gradient of the long-wave cooling for the same \(T_2''\). Hence the adopted values of \(b = 4.7\) Ly. day\(^{-1}\) deg\(^{-1}\) and \(\left[ T_2 \right] = 250^\circ\) A., although accommodating Houghton's and London's empirical determinations, are inconsistent with (3.7).

The above meridional means are from equator to pole. If we wish to retain radiative balance for our domain from equator to 64.4° latitude then \(c\) must be normalized such that its mean over the reduced latitudinal span vanishes. Therefore in (3.6) we replace \(\left[ \{A\} \right] = 463\) Ly. day\(^{-1}\) by 493 Ly. day\(^{-1}\).

The temperature change due to \(Q\) is \(Q/c_p\) and the corresponding change in geopotential thickness is \(\kappa Q\). Hence in terms of the geopotential thickness departure \(\Phi = RT_2''\):

\[
\kappa Q_R = \frac{\kappa g}{\rho\epsilon} \left( c - \frac{b}{R} \Phi \right)\tag{3.9}
\]
where \( \kappa g / \rho_4 = 1.19 \times 10^{-3} \) joule gm.\(^{-1}\) ly.\(^{-1}\) and we have taken \( \kappa g / \rho_4 R = 0.0192 \) day\(^{-1}\). Summarizing, the radiative parameters adopted for our domain are \( \langle T_2 \rangle = 251^\circ \) A., \( b = 4.7 \) ly. day\(^{-1}\) deg.\(^{-1}\) and \( c_R \) is plotted on figure 3.1 as a function of latitude.

To assess the effect of the linearization of \( T_2 \) and the normalization to our smaller latitudinal span, we plot in figure 3.2 Houghton's \( A - L_1 \), its linearized form (3.5) using London's climatological \( T_2 \), and the normalized form of the latter (the 0–64.4° latitude means of both \( c_R \) and \( T'_2 \) are zero). The associated fluxes (fig. 3.3) are however a more sensitive indication of the consequences. Although the linearization gives a 10 percent reduction in the maximum flux, which occurs at 37° latitude, the normalization gives a much larger reduction (almost 40 percent). This must be kept in mind in the interpretation of the dynamical results in Section 9.

We now rewrite the thermodynamic equation (2.1) using (3.2) as

\[
\frac{\partial \delta h}{\partial t} = - \frac{\partial}{\partial z} \left( \frac{\delta h}{2} \right) - m^2 \frac{\partial}{\partial y} \left( \frac{\delta p}{2m^2} \right) - \gamma^2 D + \kappa Q_R + H \tag{3.10}
\]

where \( \gamma^2 = 0.87^2 = 3300 \) m.\(^2\) sec.\(^{-2}\) is a measure of the effective static stability. From this point on \( Q_R \) will be defined as the energy source, whereas that part due to condensation which effectively alters the static stability will ultimately be included in the definition of available potential energy (Section 8) and in the poleward heat transfer by the mean meridional circulation (Section 9). In the finite difference form of (3.10), (3.9) was evaluated implicitly according to (2.15).

4. SMALL-SCALE EDDY DIFFUSION

The frictional force in general is due to horizontal and vertical stresses:

\[
F = \nu F + v F \tag{4.1}
\]

With

\[
\nu F = -\frac{\partial \tau}{\partial p} \tag{4.2}
\]

where \( \tau \) is the vertical stress vector, then

\[
\nu F = \frac{\partial}{\partial p} (\tau_{k+1} - \tau_{k-1}) \tag{4.3}
\]

Assuming the stress at the top of the atmosphere, \( \tau_0 \), to vanish we have that...
\[ \tau = -K\rho \beta \frac{\partial \mathbf{V}}{\partial p} \]  

(4.5)

where \( K \) is the eddy viscosity.

Under conditions of neutral static stability, the stress is independent of height in the surface layer so that the wind increases logarithmically, having the same direction as the stress, giving

\[ \tau = \left( \frac{K\rho}{\epsilon} \mathbf{V} \right) \]  

(4.6)

where we have taken \( p_4 \) to lie somewhere in the surface layer. \( \epsilon \) is related to the roughness by

\[ \epsilon = (z_4 + z_*) \ln \frac{z_4 + z_*}{z_*} \]  

(4.7)

where \( z_4 \) is the height of the \( p_4 \) level and \( z_* \) is the roughness length.

Furthermore \( K_4 \) is proportional to the magnitude of the wind

\[ K_4 = k_0 \frac{z_4 + z_*}{\ln \frac{z_4 + z_*}{z_*}} \]  

(4.8)

where \( k_0 \) is von Kármán's constant. Hence (4.6) may be written as

\[ \tau = \left( \frac{c_d}{2} \frac{\mathbf{V}}{m^2} \right) \]  

(4.9)

where

\[ \left( \frac{c_d}{2} \right) = \left( \frac{k_0}{\ln \frac{z_4 + z_*}{z_*}} \right) = \frac{K}{\epsilon} \frac{\mathbf{V}}{m} \]  

(4.10)

depends on the roughness and the height \( z_4 \). If \( \delta \) is the acute angle between \( \mathbf{V} \) and the geopotential lines, then we may write the identity

\[ \mathbf{V}_4 = \left| \mathbf{V} \right| \left( i \left( \frac{\partial \Phi}{\partial y} \cos \delta - \frac{\partial \Phi}{\partial x} \sin \delta \right) + j \left( \frac{\partial \Phi}{\partial x} \sin \delta - \frac{\partial \Phi}{\partial y} \cos \delta \right) \right) \]  

(4.11)

At the lateral boundaries \( \mathbf{V}_4 = 0 \) so that (4.9) becomes

\[ \tau = i \left( \frac{c_d}{2} \frac{|\mathbf{V}|}{m^2} \right) \]  

(4.12)

and \( \delta \) is not specified.

Hence \( \tau / p_4 \) may be calculated from (4.9) and (4.11) provided we know \( \nabla \Phi_4 \), \( |\mathbf{V}_4| \), \( \delta \), and \( (c_d/2)_4 \). Since the pressure gradient as well as \( \tau / p_4 \) may be regarded as quasi-constant in the surface layer, then \( \delta \) is quasi-independent of height. On the other hand \( (c_d/2)_4 \) and \( |\mathbf{V}_4| \) depend on where in the surface layer we take \( z_4 \).

Let us denote by \( z_* \) the height of the boundary between the surface layer (Prandtl layer) and the layer where the inertial and pressure gradient forces become of consequence (Ekman layer). Since \( p_4 \) is taken to be within the surface layer, then \( z_4 < z_* \). The Ekman theory may be developed for a lower boundary condition (in this case at \( z_* \)) such that the stress is in the direction of the wind (see [18]), requiring \( \delta \) to be governed by

\[ \tan \delta = 1 + \epsilon \sqrt{\frac{2a}{K_4}} \]  

(4.13)

where \( K_4 \) is the mean eddy viscosity in the Ekman layer. Of course \( K \) itself must be continuous at \( z_* \), and some theories are developed about this condition (e.g. [46]). However none of these theories of the planetary boundary layer has displayed sufficient fidelity to observation to warrant being employed too literally. We, in fact, shall use (4.13) only to give the variation of \( \delta \) with latitude. We take \( \delta = 22.5^\circ \) at \( t = 10^4 \) sec. This defines \( \epsilon \sqrt{2a/K_4} \) to be at 10 sec. and thus permits \( \delta \) to be calculated at all other latitudes. Note that provided \( \epsilon \sqrt{2a/K_4} \) is bounded, irrespective of its value, \( \delta \to 45^\circ \) as \( \alpha \to 0^\circ \). This is fairly well substantiated by observation, despite the fact that the Ekman theory becomes singular at the equator.

Because the pressure field varies relatively uniformly with height, an extrapolation of \( \Phi \) or \( \phi \) is fairly stable. With \( p_4 = 1000 \) mb and assuming a lapse rate of 6.50°C km.−1 then integration of the hydrostatic equation gives that

\[ \phi = \frac{1}{2} (\phi - 1.384 \phi) \]  

(4.14)

Note that linear extrapolation according to pressure gives \( \phi = (\phi - 2 \phi)/2 \) which is equivalent to assuming an isothermal lapse rate. Equation (4.14) together with (2.6) yield

\[ \frac{\partial \Phi_1}{\partial x} = \frac{1}{2} \left( \frac{\partial \tan \delta}{\partial x} - 1.384 \frac{\partial \phi}{\partial x} \right) \]  

(4.15)

\[ \frac{\partial \Phi_1}{\partial y} = \frac{1}{2} \left( \frac{\partial \tan \delta}{\partial y} - 1.384 \frac{\partial \phi}{\partial y} \right) \]

For the purpose of calculating \( |\mathbf{V}_4| \) we assume that \( \mathbf{V} \) can be extrapolated geostrophically according to (4.14) but that \( |\mathbf{V}_4| \) is some fraction, \( l \), of the magnitude of the vectorially extrapolated wind:
\[ |\mathbf{V}_4|^2 = \frac{1}{4} (\overline{u} - 1.384 \overline{v})^2 + (\overline{v} - 1.384 \overline{u})^2 \]  

(4.16)

We take \( \lambda = 0.6 \).

Finally we assume \( (c_d/2) = 0.012 \) to be a constant. This value is 4 times the "usual" value, but since we have seen that \( (c_d/2) \) depends on where in the surface layer we evaluate \( |\mathbf{V}_4| \), the appropriateness of the value can best be examined from the resulting momentum interchange between atmosphere and earth [21 (fig. 7.5.5, p. 354)]. Hence in evaluating the surface wind we have assumed the velocity to be a non-linear function of pressure in the boundary layer. Elsewhere, however, we assume linearity in the velocity profile. This inconsistency, for example in the energy, should not give rise to serious error.

It is apparent that the pseudo-boundary layer employed here is subject to a considerable degree of arbitrariness. There certainly would be valid question in applying it to a condition of variable surface roughness. A more sophisticated general circulation model could doubt benefit by introducing an explicit boundary layer which consistently accounts for the interactive flux of heat and moisture as well as momentum.

The internal vertical transport of zonal angular momentum can be accomplished by the interaction of the earth’s rotation and the meridional circulation, by the correlation of the vertical and zonal wind components (which is neglected in a geostrophic formulation) and by the internal small-scale stress \( \tau_z \). The latter is manifest in the form of dry and moist convection and from (4.5) may be written in the form

\[ \tau_z = -(\rho K_2) \left( \frac{\overline{u} \overline{v}}{\rho} \right) \frac{\nabla}{m} \]  

(4.17)

\( \frac{\overline{u}}{\rho} = 7.9 \) km. is the depth of the 500-250-mb. layer and \( (\rho K_2) \) is an exchange coefficient which probably depends on the local Richardson number. However in the absence of a rational means for deducing the functional form we must content ourselves with a reasonable mean value.

The two extreme estimates of \( (\rho K_2) \) are that of Rossby and Montgomery [46] for stable conditions, 50 gm. cm.\(^{-1}\) sec.\(^{-1}\), and that of Riehl [45], 500 gm. cm.\(^{-1}\) sec.\(^{-1}\). An intermediate value has been given by Palmén [36]: 225 gm. cm.\(^{-1}\) sec.\(^{-1}\). The calculation of Charney [9] involved both Palmén’s and Riehl’s estimates. In the present calculations we have assumed Rossby and Montgomery’s value.

To summarize, the frictional forces due to stresses in vertical planes at the lower boundary \( \tau_4 \) and in mid-atmosphere \( \tau_2 \) may be expressed in terms of

\[ \mathbf{F}_2 = -\left( \frac{g \rho c_4}{\rho} \right) \nabla \mathbf{V}_4 \]  

and

\[ \mathbf{F}_4 = -\left( \frac{g \rho c_4}{\rho} \right) \frac{\mathbf{K}_2}{m} \]  

(4.18)

(4.19)

since by (4.4)

\[ \mathbf{r}_4 = \frac{1}{3} \frac{\mathbf{F}_4}{m} \]  

(4.20)

Hence from (4.1)

\[ \mathbf{F} = \mathbf{u} \mathbf{F} + r \mathbf{F} \]  

\[ \mathbf{F} = \mathbf{u} \mathbf{F} + r \mathbf{F}_4 \]  

(4.21)

It will be shown separately [55] that the non-linear lateral diffusion may be formulated on the basis of the Heisenberg similarity theory. Assuming the forms desired are applicable to lateral diffusion within constant pressure surfaces and that we may ignore density variations, we take the viscous forces due to lateral stresses in our model to be

\[ u \mathbf{F}_4 = (k_n \Delta)^2 m^3 \left( \frac{\partial}{\partial x} \frac{|D|}{m^2} D_T + \frac{\partial}{\partial y} \left( \frac{|D|}{m^2} D_s \right) \right) \]  

(4.22)

\[ u \mathbf{F}_s = (k_n \Delta)^2 m^3 \left( \frac{\partial}{\partial x} \frac{|D|}{m^2} D_T - \frac{\partial}{\partial y} \left( \frac{|D|}{m^2} D_T \right) \right) \]

where the tension and shearing strains are

\[ D_T = \frac{\partial u}{\partial x} - \frac{\partial v}{\partial y} \]  

\[ D_S = \frac{\partial v}{\partial x} + \frac{\partial u}{\partial y} \]  

(4.23)

and

\[ |D| = \sqrt{D_T^2 + D_S^2} \]  

(4.24)

With cyclic boundary conditions on \( z \) and with \( v = 0 \) on the lateral boundaries \( y = 0, Y \), the change of the domain mean relative zonal angular momentum due to \( u \mathbf{F} \) is proportional to \( |D| D_s/m^2 \Delta z \). Likewise dissipation of kinetic energy due to \( u \mathbf{F} \) is proportional to \( |D|/m^2 \Delta z \). The first term is due to internal lateral stresses and the second due to lateral stresses on the boundary. If we require that the lateral boundaries be smooth in the sense that due to \( u \mathbf{F} \) there is no flux of zonal angular momentum through them and that they do not affect the kinetic energy, then the weakest possible condition is that

\[ D_s = 0 \text{ on } y = 0, Y \]  

(4.25)

This together with the streamline condition \( v = 0 \) gives through (4.23) that \( \partial u/\partial y = 0 \).

If we assume the lateral heat diffusion to be forced then also according to [55] \( H \) in (3.10) becomes

\[ H = (k_h \Delta)^2 m^2 \left( \frac{\partial}{\partial x} \left( \frac{|D|}{2} \frac{\partial \mathbf{F}_4}{\partial x} \right) + \frac{\partial}{\partial y} \left( \frac{|D|}{2} \frac{\partial \mathbf{F}_4}{\partial y} \right) \right) \]  

(4.26)

The domain mean temperature change due to \( H \) is proportional to \( |D| \mathbf{D} \mathbf{F}_4/2 \Delta z \). This is a measure of the net heat flux through the lateral boundaries due to \( H \). Since we have required thermal equilibrium for the domain, the weakest condition we can apply is
In the finite difference form of the non-linear diffusion terms, (4.18), (4.22), and (4.26) were evaluated non-centrally according to (2.13), while the linear internal vertical diffusion (4.19) was evaluated implicitly according to (2.15).

5. THE COMPUTATIONAL BOUNDARY CONDITIONS

To recapitulate, the primary physical boundary conditions are that all dependent variables and their derivatives are cyclically continuous in \( x \)

\[
\frac{\partial^2 \phi}{\partial x^2}(x) = \frac{\partial^2 \phi}{\partial x^2}(x + L)
\]

and that

\[
v \frac{\partial s_z}{\partial y} \frac{\partial \phi}{\partial y} = 0 \quad \text{on} \quad y = 0, Y
\]

Furthermore, it was shown in [53] that since the vertically integrated flow is non-divergent we have the streamline condition

\[\psi(0) = 0 \quad \text{and} \quad \psi(Y) \quad \text{is a function of time only} \]

and that by [53(47) and (48)]

\[\psi(0) = 0 \quad \text{and} \quad \psi(Y) = -\frac{1}{L} \int_0^Y \int \frac{G_x}{m} \, dx \, dy
\]

As a further consequence we have the following corollary boundary conditions on \( y = 0, Y \): From (4.3) and (4.12)

\[\nu F_w = 0
\]

From (4.25)

\[D s_v = 0
\]

Since \( \partial \tilde{v} / \partial t = 0 \) then from (2.6)

\[\frac{\partial \tilde{v}}{\partial m} \frac{\partial \phi}{\partial y}
\]

and since \( \partial \tilde{\phi} / \partial t = 0 \) then from (2.2), (2.4), (5.2), and (5.5)

\[\partial \tilde{v} / \partial t = 0, \quad \tilde{v} = \tilde{F}_v = \mu \tilde{F}_v
\]

As was pointed out in [53] the central difference analogs of (3.10), (2.2), and (2.3) yield redundant solutions at alternate grid points. These can be made consistent with each other by imposing computational boundary conditions which have the property that each of the solutions preserves integral properties in the transformation from differential to discrete difference form. Hence to insure that \( \frac{\partial}{\partial t} \left[ \frac{[\tilde{D}]}{\partial \phi} \right] = 0, \tilde{D} \) on \( y = 0, Y \) must be calculated according to [53(76)].

For the solution of the Dirichlet problem constituted by (2.3) and (5.4), we need \( \tilde{G}_x \) on \( y = 0, Y \) and not \( \tilde{G}_y \) as was erroneously stated in [53] by [53 (79) and (81)]. In order that

\[\frac{\partial}{\partial t} \left[ \tilde{G}_x \right] = \left[ \frac{m \tilde{G}_x}{\tilde{D}} \right] = -\psi(Y)
\]

be preserved, \( \tilde{m} \tilde{D}(\nu w / m_t) / \partial y \) must be calculated according to [53(78)]. Similarly we need only \( F_x \) on \( y = 0, Y \), for which \( \phi \partial / \partial y \) in \( D_x \) must be calculated according to [53 (82) and (83)], and \( \frac{\partial}{\partial y} \left[ m \tilde{D} / \tilde{m} \right] / \partial y \) according to

\[
\left\{ \begin{array}{l}
\left( \frac{\partial}{\partial y} \frac{\partial D_s}{\partial y} \right)_{t, 0} = \frac{1}{\Delta} \left( \frac{\partial D_s}{\partial y} \right)_{t, 1} \\
\left( \frac{\partial}{\partial y} \frac{\partial D_s}{\partial y} \right)_{t, j - 1} = -\frac{1}{\Delta} \left( \frac{\partial D_s}{\partial y} \right)_{t, j - 2}
\end{array} \right.
\]

The above supply us with the quantities necessary to calculate \( \tilde{F}_v / \partial t \) on the boundaries and \( \tilde{F}_v / \partial t \) adjacent to the boundaries.

To preserve the condition

\[\int_0^Y \frac{\tilde{u}}{m} \, dy = -\psi(Y)
\]

\( \tilde{u} \) on \( y = 0, Y \) must be determined from

\[
\left\{ \begin{array}{l}
\left( \frac{\tilde{u}}{m^2} \right)_{t, 0} = -\left( \frac{\partial \phi}{\partial y} \right)_{t, 0} = -\frac{1}{\Delta} (\psi_{t, 1} - \psi_{t, 0}) \\
\left( \frac{\tilde{u}}{m^2} \right)_{t, j - 1} = -\left( \frac{\partial \phi}{\partial y} \right)_{t, j - 1} = -\frac{1}{\Delta} (\psi_{t, j - 1} - \psi_{t, j - 2})
\end{array} \right.
\]

In the thermodynamic equation, the integral condition to be satisfied is that

\[\frac{\partial}{\partial t} \left[ \tilde{\phi} \right] = 0
\]

which requires \( \tilde{D} \) and \( m^2 \partial \tilde{D} / \partial y \) on the boundaries to be given by [53(76) and (77)], respectively. In addition the small-scale lateral heat flux divergence with (4.27) must satisfy

\[
\left\{ \begin{array}{l}
\left( \frac{\partial}{\partial y} \frac{\partial \tilde{D}}{\partial y} \right)_{t, 0} = \frac{1}{\Delta} \left( \frac{\partial \tilde{D}}{\partial y} \right)_{t, 1} \\
\left( \frac{\partial}{\partial y} \frac{\partial \tilde{D}}{\partial y} \right)_{t, j - 1} = -\frac{1}{\Delta} \left( \frac{\partial \tilde{D}}{\partial y} \right)_{t, j - 2}
\end{array} \right.
\]

Finally, although \( \tilde{\phi} \) is never used explicitly in the calculations, its reconstruction as given in [53] is erroneous on \( y = 0, Y \) since \( \tilde{G}_x \) is not known on the boundary. Hence we cannot determine \( \tilde{D} / \partial y \) on \( y = 0, Y \) and \( \tilde{\phi} \) can only be reconstructed for the interior half-points. Therefore Section 4c of [53] should be corrected to start the numerical quadrature by arbitrarily setting the datum \( \tilde{\phi}_{t, 1} = 0 \) (rather than \( \tilde{\phi}_{t, -1} \)) and summing to \( J - 1 \) (rather than to \( J - \frac{1}{2} \)). Hence \( \tilde{\phi} \) cannot be determined on the material boundaries.
6. THE INITIAL CONDITIONS OF THE EXPERIMENT

The object was to begin the experiment in roughly the same way that Phillips did, i.e. to superimpose random disturbances on a zonally symmetric current which is baroclinically unstable according to linear theory. The virtue of this approach is that the creation of such a current computationally from rest by a radiative gradient can be accomplished relatively rapidly for the zonally symmetric equations, i.e. with $\delta/\delta x=0$. For such a system $v=m^2 \delta \psi/\delta x=0$, thus insuring that $\overline{D}=0$. Hence the elliptic consistency condition on $\delta$ to insure that $\delta \overline{D}/\delta t=0$ is not needed.

The creation of this zonally symmetric current was calculated by Phillips (personal communication) using half-hour time steps. Figure 6.1 gives the resulting zonal wind distribution $u/m$ after five atmosphere weeks. This distribution has been interpolated from $u_1$ and $u_2$. For the same time figure 6.2 gives the meridional wind component at 250 mb., $v_1/m(=-v_2/m)$, and the mean temperature, $T_2$.

Without large-scale eddies a single direct meridional cell is mainly responsible for the northward heat flux. Since this is a relatively inefficient means for balancing the radiative gradient, the meridional temperature gradient continues to increase. As a result a west wind maximum is established at 250 mb. at about 42° latitude and weak easterlies appear at almost all latitudes at 750 and 1000 mb.

The quasi-geostrophic linear baroclinic stability criterion for a 2-level model in a rectangular domain has been worked out by Phillips [39] (also see our Appendix B). Figure 6.3 gives the conventional display of the critical stability curves for mid-latitudes as a function of the mean vertical shear of the zonal wind, the horizontal scale, and the static stability. For an effective static stability of 0.8 of the standard, instability occurs for $\partial U/\partial z>1.2$ m. sec.$^{-1}$ km.$^{-1}$ with a zonal wave number of maximum instability of 5 to 6. However, we see from figure 6.1 that the maximum shear at 40° latitude between 250 and 750 mb. is about 4 m. sec.$^{-1}$ km.$^{-1}$ with a mean
for all latitudes of about 3 m. sec.$^{-1}$ km.$^{-1}$. Hence the zonally symmetric current is supercritical according to linear theory.

In introducing a 2-dimensional disturbance it is expedient to disturb the temperature rather than the momentum since the latter would require balancing to satisfy $\mathcal{D}=0$. We therefore add a random distribution of temperature disturbances to the zonal mean such that its area mean value is zero with variance approximately 2.5°C. Since these disturbances were random only with respect to the entire domain, the latitudinal mean may have been changed by a fraction of a degree C. The available potential energy depends on the square of the perturbation temperature (see Section 8); consequently the two-dimensional disturbance adds a finite amount of available potential energy, most of which goes into that of the perturbation from the zonal mean. Of course the kinetic energy is unaltered.

At this point we set our time datum: $t=0$.

7. SYNOPTIC MANIFESTATIONS

As the baroclinic instability theory suggests, from the initial “white noise” disturbance, east-west wave numbers 5 and 6 are selected for growth at the expense of the available potential energy of the basic current (wave number zero). By approximately 10 days the initial transient motions are to a large extent damped and the flow undergoes a fairly orderly cyclic evolution of synoptic states with a period of 11 to 12 days. The details may be seen by mapping the synoptic properties at four stages spanning one such cycle at 14, 17, 20, and 23 days. This is shown in figures 7.1, 7.2, 7.3, and 7.4.

The evolution from 14 to 17 days is characterized by a transition from moderate amplitude disturbances with SW-NE tilt to practically zonal flow with disturbances of zero or slightly NW-SE tilt. We shall refer to the state of minimum perturbation amplitude as a “high index” state. At this point we expect a minimum in the northward transport of heat and momentum. By 20 days the meridional temperature gradient has increased radiatively and the disturbances are developing again. The 1000-mb. anticyclones are moving southward and the cyclones northward. The mid-latitude vertical motion field is becoming better organized in the large scale and is intensifying. Its relative phase to the temperature perturbations indicates transformations of potential to kinetic energy. The baroclinically unstable waves are now transporting momentum northward because of their SW-NE tilt. Heat is also transported northward because the isotherms lag to the west of the streamlines. In mid-latitudes the extremes of vertical velocity are about 3 cm. sec.$^{-1}$. At 23 days the disturbances have attained their maximum amplitude—that is “low index”. The kinks in the 1000-mb. contours suggest frontal structure—each of the waves is apparently in a slightly different stage of the occlusion process. One can also detect nascent secondary waves. The maps at 25 days (not included) are quite similar to those at 14 days.

The heating rate, which determines the rate of creation of zonal mean available potential energy, is considerably less than that occurring in winter. The calculated disturbances at 1000 mb. have a maximum difference between high and low geopotential equivalent to about 20 mb., which is close to what one observes in the annual mean. However none of these disturbances at low index is as intense as the most intense extratropical cyclones which one observes in the atmosphere. To understand this we first note that the calculated wave number 5 or 6 does correspond to the atmosphere. On the other hand, in the atmosphere, only 2 or 3 of the waves are very intense, the others being weak, which is unlike the present calculations where we have 5 or 6 waves of more-or-less uniform but moderate intensity. The distribution of continents and oceans through their kinematic and thermal influences excites waves of number 2 or 3. By linear argument, these forced quasi-stationary geographical waves may be superimposed on the shorter self-excited baroclinic waves, reinforcing the latter at some longitudes and counteracting at others. The net disturbance has a longitudinal bias with major trough activity at east coasts [51]. One would expect however that the geographically fixed long waves should contribute much less than the transient waves to the net meridional heat transfer. Hence in these calculations the purely self-excited disturbances of moderate amplitude, acting in concert, bring about the required total heat transfer which in the real atmosphere is mainly accomplished by the 2 or 3 most intense waves.

A word should be said of the small-scale vertical motion fields which appear at low latitudes. The extremes are rarely in excess of 10 cm. sec.$^{-1}$ and vary smoothly in time with a period of more than 12 hours. They vary in wavelength between 10° and 55° of longitude. Taking as an average 30° longitude at the equator, we find that internal gravitational waves with a phase velocity of $\gamma=57.5$ m. sec.$^{-1}$ have a period of 16 hours. The maps show that the effect of these vertical motions on the horizontal flow and the temperature is small. It is speculated that these gravitational waves are excited at higher latitudes due to small departures from geostrophic balance, and are propagated in all directions, but amplify near the equator because of the proximity of the wall and the lack of the stabilizing influence of the earth’s rotation. It may be that such divergent disturbances have a counterpart in the atmosphere even in the absence of a wall at the equator.

The discussion thus far has been qualitative, in order to relate the model evolutions to synoptic experience. We shall now attempt to determine the energy and transport properties of these evolutions and compare them with observations wherever possible.

*This definition of the index cycle departs from the traditional one which is based on variations of the intensity of the zonal wind. The present definition is chosen as a more sensitive and yet more clearly defined measure of essentially the same phenomenon.
Figure 7.1.—Synoptic maps of forecast variables at 14 days. Upper map: $\phi$, 1000-mb geopotential in intervals of 50 m.$\times$9.81 m. sec.$^{-1}$, origin arbitrary (heavy lines); $T_2$, 500-mb temperature, subtract 22 to obtain degrees Celsius (light lines). Lower map: $\psi$, the stream function corresponding to vertically integrated flow in intervals of 100 m.$\times$9.81$\times$10$^4$ m. sec.$^{-1}$, origin arbitrary (heavy lines); $w_0$, the vertical velocity at 500 mb, for every cm. sec.$^{-1}$ (heavy transverse lines are the nodes, light solid and dashed lines are $w_0>0$ and $<0$, respectively).
Figure 7.4—Same as figure 7.1 but at 25 days.
8. THE ENERGY BALANCE AND THE TRANSFORMATIONS BY WHICH IT IS MAINTAINED

a. THE ENERGY COMPONENTS

From (C1), (C3), and (C7) we have that the area mean kinetic energy per unit mass may be written as

\[ \frac{1}{2} \left\{ \left( \frac{\mathbf{v}}{m} \right)^2 \right\} = \frac{1}{2} \left\{ \left( \frac{u}{m} \right)^2 + \left( \frac{v}{m} \right)^2 \right\} + \frac{1}{2} \left\{ \left( \frac{w}{m} \right)^2 + \left( \frac{v}{m} \right)^2 \right\} \]  

(8.1)

One may express the kinetic energy in a vertical column in terms of that of the vertical mean and vertical shear wind:

\[ \frac{\mathbf{v}^2 + \mathbf{v}^2}{2m^2} = \frac{(\mathbf{v})^2 + (\mathbf{v})^2}{4m^2} \]

Hence the total kinetic energy is

\[ K = \tilde{K} + \mathbf{k} \]

where

\[ \tilde{K} = \left\{ \left( \frac{(\mathbf{v})^2}{2m} \right) \right\} = [\tilde{K}] + \mathbf{k} \]

\[ \mathbf{k} = \left\{ \left( \frac{(\mathbf{v})^2}{2m} \right) \right\} = [\mathbf{k}] + \mathbf{k} \]

and

\[ [\tilde{K}] = [\tilde{K}] = \left\{ \left[ \left( \frac{\tilde{v}}{2m} \right)^2 \right] \right\}, \quad [\mathbf{k}] = 0 \]

\[ [\tilde{K}] = [\tilde{K}] + [\mathbf{k}], \quad [\tilde{K}] = \left\{ \left[ \frac{\tilde{v}}{2m} \right]^2 \right\}, \quad [\mathbf{k}] = \left\{ \left[ \frac{\mathbf{k}}{2m} \right]^2 \right\} \]

\[ \mathbf{k} = \left\{ \left[ \left( \frac{\tilde{v}}{2m} \right)^2 + \left( \frac{\tilde{v}}{2m} \right)^2 \right] \right\} \]

(8.3)

Finally the total energy is

\[ \varepsilon = K + \mathcal{P} = [\tilde{K}] + [\mathbf{K}] + [\mathcal{P}] + [\tilde{K}] + \mathbf{K} + \mathcal{P} \]

(8.12)

It is the seven energy components on the right side of (8.12) that we shall be concerned with.

b. DERIVATION OF THE ENERGY TRANSFORMATIONS

In order to calculate the energy transformation functions between components we define the transformation from a component \( A \) to a component \( B \) as \( \langle A \star B \rangle \). The transformation from \( B \) to \( A \) must be the negative \( \langle A \star B \rangle \) and since there may be no transformation between a component and itself then

\[ \langle A \star A \rangle = 0 \]

(8.14)

Finally this convention is taken to follow the distributive law

\[ \langle A \star (B + C) \rangle = \langle A \star B \rangle + \langle A \star C \rangle \]

(8.15)

If we denote the energy sources by \( S \) (not to be confused with the solar radiation notation of Appendix A) and energy sinks by \( F \), then the rate of change of an energy component \( \varepsilon_{ij} \) as used here are not to be confused with the space-difference indices) may be expressed as an interaction between it and all other components, the sources and the sinks

\[ \frac{\partial \varepsilon_{ij}}{\partial t} = \langle (\varepsilon + S + F) \star \varepsilon_{ij} \rangle \]

(8.16)

where summations are implied; i.e. \( \varepsilon = \sum_{i} \varepsilon_{ij} \), \( S = \sum_{k} S_{k} \), \( F = \sum_{j} F_{j} \).

In our formulation \( F_{j} \) will represent energy dissipations due to surface friction \( r_{F_{j}} \), internal vertical momentum diffusion \( r_{F_{j}} \), lateral momentum diffusion \( r_{F_{j}} \), and lateral

\[ P_{e} = \left\{ \left[ \frac{\hat{\phi}}{2 \gamma} \right] \right\} \]

(8.8)

It will be more convenient for us to include the available latent energy, whence

\[ P = \left\{ \left[ \frac{\hat{\phi}}{2 \gamma} \right] \right\} \]

(8.9)

where \( P_{e} = \gamma_{2}^{2} = 0.8 \). Hence with

\[ P = \left[ P \right] + \mathcal{P} \]

then

\[ [\mathcal{P}] = \left\{ \left[ \frac{\hat{\phi}}{2 \gamma} \right] \right\} \]

(8.10)

\[ \mathcal{P}' = \left\{ \left[ \frac{\hat{\phi}'}{2 \gamma} \right] \right\} \]

(8.11)
heat diffusion $H$ as defined by (4.18), (4.19), (4.22), and (4.26), respectively. $S_\alpha$ will represent energy sources due to $Q_\alpha$ as defined by (3.9), since the latent energy is included in our definition of $\Phi$.

The transformations between any two-way partition of total energy (say $\mathcal{E} = \mathcal{E}_1 + \mathcal{E}_2$) are uniquely determined from the energy equations. For more than a two-way partition, the transformations are no longer uniquely determined by the energy equations alone. For example, in a three-way partition it is always possible to add arbitrarily a "cirulating" energy transformation, $\Xi$, which does not alter the energy equations.

$$\frac{\partial \mathcal{E}_1}{\partial t} = (\mathcal{E}_2 \ast \mathcal{E}_1) + (\mathcal{E}_3 \ast \mathcal{E}_1) - \Xi$$

$$\frac{\partial \mathcal{E}_2}{\partial t} = -(\mathcal{E}_3 \ast \mathcal{E}_2) + (\mathcal{E}_3 \ast \mathcal{E}_1) + \Xi$$

$$\frac{\partial \mathcal{E}_3}{\partial t} = -(\mathcal{E}_3 \ast \mathcal{E}_3) - (\mathcal{E}_3 \ast \mathcal{E}_2) + \Xi$$

Therefore for lack of a closing condition, we shall have to appeal to intuitive heuristic arguments to arrive at the energy transformations corresponding to our partitioning.

To determine the energy transformations among the seven energy components in (8.12) and their external sources and sinks, we shall first form the energy equations for $[\overline{\mathcal{E}}_\alpha], [\overline{\mathcal{K}}_\alpha], [\overline{\mathcal{P}}], \overline{\mathcal{K}}, \overline{\mathcal{P}}$. We shall make free use of the identities (8.2), (8.3), (8.4), (8.10), and (8.12) without necessarily referring to them explicitly.

To form the equation for $[\overline{\mathcal{E}}_\alpha]$ we take the zonal mean of the $x$ component of (2.6), multiply by $\overline{[\mathcal{U}]} / 2m^2$, integrate with respect to $y$ and apply the boundary conditions (5.1), (5.2), and (5.6). In the above notation, we then have

$$\frac{\partial \overline{[\mathcal{E}]}_\alpha}{\partial t} = \langle \mathcal{E} \ast [\overline{\mathcal{E}}] \rangle - \langle \mathcal{E} \ast [\overline{\mathcal{P}}] \rangle$$

(8.17)

where

$$\langle [\overline{\mathcal{E}}] \ast [\mathcal{S}] \rangle = 0$$

(8.18)

since there are no external sources for $[\overline{\mathcal{E}}]$, and

$$\langle [\overline{\mathcal{E}}] \ast [\mathcal{F}] \rangle = \langle [\overline{\mathcal{E}}] \ast [\mathcal{F}] \rangle + \langle [\overline{\mathcal{E}}] \ast [\mathcal{F}] \rangle = \langle [\overline{\mathcal{E}}] \ast [\mathcal{F}] \rangle$$

(8.19)

and

$$\langle [\overline{\mathcal{E}}] \ast [\mathcal{F}] \rangle = 0$$

(8.20)

Decomposing both sides of (8.26) and (8.27) into a zonal mean and perturbation correlations according to (C3) and remembering that $[\mathcal{T}] = 0$, we obtain

$$\langle [\overline{\mathcal{E}}] \ast [\mathcal{F}] \rangle = \langle [\overline{\mathcal{E}}] \ast [\mathcal{F}] \rangle - \langle [\overline{\mathcal{E}}] \ast [\mathcal{F}] \rangle$$

(8.28)

Similarly we may form the equation for $[\overline{\mathcal{K}}_\alpha]$ by multiplying the zonal mean $x$ component of (2.2) by $[\mathcal{U}] / 2m^2$ and integrating as before:

$$\frac{\partial \overline{[\mathcal{K}]}_\alpha}{\partial t} = \langle \mathcal{E} \ast [\overline{\mathcal{K}}] \rangle - \langle \mathcal{E} \ast [\overline{\mathcal{P}}] \rangle$$

(8.31)

where

$$\langle [\overline{\mathcal{K}}] \ast [\mathcal{S}] \rangle = 0$$

(8.32)

and

$$\langle [\overline{\mathcal{K}}] \ast [\mathcal{F}] \rangle = \langle [\mathcal{K}] \ast [\mathcal{F}] \rangle + \langle [\mathcal{P}] \ast [\mathcal{F}] \rangle + \langle [\mathcal{P}] \ast [\mathcal{F}] \rangle$$

(8.33)

(8.34)

(8.35)
The remainder of (8.49) only involving mean quantities is:

\[
\langle [K^*] [\hat{\kappa}] \rangle = -\frac{1}{2} \left\{ \left[ \hat{\kappa} \right] \left[ \frac{\partial \hat{\phi}}{\partial y} \right] \right\} = \frac{1}{2} \left\{ \left[ \hat{\phi} \right] [\hat{\phi}] \right\}
\]  

(8.50)

\[
[P^* [\hat{\kappa}]] = 0
\]  

(8.51)

The mean part of (8.57) is consistent with (8.24), (8.38), and (8.50). Since the perturbation part involves \( \hat{\phi} \) then

\[
\langle K^*[P] \rangle = 0
\]  

(8.58)

\[
\langle E^*[P] \rangle = \langle P^*[\hat{\kappa}] \rangle = -\frac{1}{2} \left\{ \left[ \hat{\phi} \right] \left[ \frac{\partial \hat{\phi}}{\partial y} \right] \right\}
\]  

(8.59)

To form the equation for \( \hat{\kappa} \), we take the scalar product of \( \nabla F/2m^2 \) and (2.6), integrate over the domain, while applying the boundary conditions (5.1), (5.2), and (5.6).

\[
\frac{\partial \hat{\kappa}}{\partial t} = \langle E \hat{\kappa} \rangle - \langle K \hat{F} \rangle + \langle S \hat{\kappa} \rangle
\]  

(8.60)

where

\[
\langle S \hat{\kappa} \rangle = 0
\]  

(8.61)

The available potential energy conversions must be due to the \( \hat{\phi} \) part of \( \hat{\phi} \):

\[
\langle P^*[\hat{\kappa}] \rangle = \langle [P] \hat{\kappa} \rangle = -\frac{1}{2} \left\{ \left[ \hat{\phi} \right] \left[ \frac{\partial \hat{\phi}}{\partial y} \right] \right\} = \frac{1}{2} \left\{ \left[ \hat{\phi} \right] [\hat{\phi}] \right\}
\]  

(8.55)
\begin{align*}
\langle K \ast F \rangle &= \langle K \ast u F \rangle + \langle K \ast v F \rangle + \langle K \ast r F \rangle \\
\langle K \ast v F \rangle &= -\frac{1}{2} \left\{ \left[ \frac{\nabla \cdot \mathbf{v}}{m} \right] F \right\} \\
&= \frac{(k_B \Delta)^2}{2} \left\{ \frac{[D_D D_s + D_D D_T]}{2} \right\} \tag{8.62}
\end{align*}

\begin{align*}
\langle K \ast r F \rangle &= -\frac{1}{2} \left\{ \left[ \frac{\nabla \cdot r}{m} \right] F \right\} \\
&= \left( g_{D, p} \right) \left\{ \left[ \frac{\nabla \cdot v}{m} \right] F \right\} + \left( k_B \Delta \right)^2 \left\{ \left[ \frac{D_D D_s + D_D D_T}{2} \right] F \right\} \\
\langle E \ast F \rangle &= \frac{1}{2} \left\{ \left[ \frac{u^2 - \nabla^2}{2m} \right] F \right\} \\
&= \frac{1}{2} \left\{ \left[ \frac{v^2 + \nabla^2}{2m} \right] F \right\} \tag{8.63}
\end{align*}

\begin{align*}
\langle E \ast K \rangle &= \frac{1}{2} \left\{ \left[ \frac{u^2 - \nabla^2}{2m} \right] K \right\} \\
&= \frac{1}{2} \left\{ \left[ \frac{v^2 + \nabla^2}{2m} \right] K \right\} \tag{8.64}
\end{align*}

Since \( \phi \) does not appear then

\begin{align*}
\langle \mathcal{P} \ast \bar{K} \rangle &= 0 \tag{8.65}
\end{align*}

and

\begin{align*}
\langle E \ast \bar{K} \rangle &= \langle \bar{K} \ast \bar{K} \rangle \tag{8.66}
\end{align*}

Upon comparing (8.63) with (8.65) we note some terms in common but with opposite signs. These must represent an indirect transformation between \( \bar{K} \) and \( \bar{K} \) through \( \bar{K} \), for if it were direct \( \bar{K} \) and \( \bar{K} \) would not appear. Hence \( \bar{K} \) acts catalytically, i.e. it is not changed despite its participation in the transformation.

If two transformations \( \langle A \ast C \rangle \) and \( \langle C \ast B \rangle \) are catalytic with respect to their common energy component \( C \) then each may be expressed as the sum of a catalytic part and a non-catalytic part:

\begin{align*}
\langle A \ast C \rangle &= \langle A \ast C \rangle_C + \langle A \ast C \rangle_{NC} \\
\langle C \ast B \rangle &= \langle C \ast B \rangle_C + \langle C \ast B \rangle_{NC} \tag{8.77}
\end{align*}

Since by definition the catalytic parts satisfy

\begin{align*}
\langle A \ast C \rangle_C &= \langle C \ast B \rangle_C \\
\langle A \ast C \rangle_{NC} &= \langle C \ast B \rangle_{NC} \tag{8.78}
\end{align*}

we may define

\begin{align*}
\langle A \ast C \rangle_C &= \frac{\langle A \ast C \rangle}{2} - \langle B \ast C \rangle \\
\langle A \ast C \rangle_{NC} &= \frac{\langle A \ast C \rangle}{2} + \langle B \ast C \rangle \tag{8.79}
\end{align*}

Also by subtracting (8.77) and (8.78) we have

\begin{align*}
\langle A \ast C \rangle - \langle C \ast B \rangle &= \langle A \ast C \rangle_{NC} - \langle C \ast B \rangle_{NC} \tag{8.80}
\end{align*}

Hence (8.73) and (8.75) give

\begin{align*}
\langle K \ast \bar{K} \rangle &= \langle K \ast \bar{K} \rangle_{NC} - \langle K \ast \bar{K} \rangle_{NC} \\
&= \frac{1}{2} \left\{ \left[ \frac{V^2 + \nabla^2}{2m} \right] K \right\} \\
&= \frac{1}{2} \left\{ \left[ \frac{V^2 + \nabla^2}{2m} \right] K \right\} \tag{8.81}
\end{align*}

\begin{align*}
\langle K \ast \bar{K} \rangle_{NC} &= \frac{1}{4} \left\{ \left[ \frac{V^2 + \nabla^2}{2m} \right] K \right\} \\
\langle K \ast \bar{K} \rangle_{NC} &= \frac{1}{4} \left\{ \left[ \frac{V^2 + \nabla^2}{2m} \right] K \right\} \tag{8.82}
\end{align*}

\begin{align*}
\langle K \ast \bar{K} \rangle_{NC} &= \frac{1}{4} \left\{ \left[ \frac{V^2 + \nabla^2}{2m} \right] K \right\} \tag{8.83}
\end{align*}
Similarly a comparison of (8.74) and (8.76) yields the catalytic eddy kinetic energy exchange through $[\hat{K}_s]$:

$$\langle \hat{K}'[\hat{K}_s] \rangle = -\langle \hat{K}'[\hat{K}_s] \rangle = \frac{1}{2} \left\{ \left[ \hat{v}' \hat{D}' \right] \frac{[\hat{v}]}{m^3} \right\} \tag{8.84}$$

$$\langle \hat{K}'[\hat{K}_s] \rangle_{\text{NC}} = \frac{1}{4} \left\{ -\left[ \hat{v}' \hat{v}' \right] \frac{[\hat{v}]}{m^2} + \left[ \hat{u}' \hat{v}' \right] \frac{[\hat{v}]}{m^2} \right\} \tag{8.85}$$

$$\langle \hat{K}'[\hat{K}_s] \rangle_{\text{NC}} = \frac{1}{4} \left\{ -\left[ \hat{u}' \hat{v}' \right] \frac{[\hat{v}]}{m^2} \right\} \tag{8.86}$$

We now go to the direct transformation between $\hat{K}'$ and $\hat{K}'$ which follows from the pure perturbation terms of the expansion of (8.66) according to (8.68) and (8.69):

$$\langle \hat{K}'[\hat{K}] \rangle = \frac{1}{4} \left\{ \frac{1}{m^2} \left( \langle \hat{u}' \hat{v}' \rangle \langle \hat{v}' \rangle \hat{v} \right) \right\} \tag{8.87}$$

The equation for the total shear kinetic energy $\hat{K}$ is formed by the scalar multiplication of $\hat{v}/2m^2$ and (2.2), and integrating as before:

$$\frac{\partial \hat{K}}{\partial t} = \langle \hat{K} \rangle - \langle \hat{K} \rangle_{\text{F}} + \langle \hat{S} \rangle \tag{8.88}$$

in which

$$\langle \hat{S} \rangle = 0 \tag{8.89}$$

Also

$$\langle \hat{K} \rangle_{\text{F}} = (\hat{K}_{\text{F}} + \langle \hat{K} \rangle_{\text{F}} + \langle \hat{K} \rangle_{\text{F}}) \tag{8.90}$$

where

$$\langle \hat{K}_{\text{F}} \rangle = -\frac{1}{2} \left\{ \left[ \frac{\hat{v}}{m^2} \right] \right\} \tag{8.91}$$

$$\langle \hat{K}_{\text{F}} \rangle = \frac{k}{2\gamma^2} \left\{ \left[ \hat{D}' \hat{D}' \hat{D}' + \hat{D}' \hat{D}' \hat{D}' \hat{D}' \hat{D}' \hat{D}' \hat{D}' \hat{D}' \hat{D}' \hat{D}' \right] \right\} \tag{8.92}$$

$$\langle \hat{K}_{\text{F}} \rangle = -\frac{1}{2} \left\{ \left[ \hat{v} \hat{v} + \hat{v} \hat{v} \right] \right\} \tag{8.93}$$

$$\langle \hat{K}_{\text{F}} \rangle = \frac{1}{2} \left\{ \left[ \hat{v} \hat{D} \right] \right\} \tag{8.94}$$

Comparison of (8.94) with (8.66) and (8.68) requires that

$$\langle \hat{F} \rangle = \frac{1}{2} \left\{ \left[ \hat{v} \hat{D} \right] \right\} \tag{8.95}$$

Expanding both sides into zonal mean and perturbation components gives upon using (8.38), (8.39), (8.50), and (8.51) that

$$\langle \hat{F} \rangle = \frac{1}{2} \left\{ \left[ \hat{v} \hat{D} \right] \right\} \tag{8.96}$$

Since the right side involves only perturbation correlations

$$\langle \hat{F} \rangle = 0 \tag{8.97}$$

$$\langle \hat{F} \rangle = 0 \tag{8.98}$$

Equation (8.97) with (8.58) gives

$$\langle \hat{F} \rangle = 0 \tag{8.99}$$

Finally we multiply (3.10) by $\hat{F}/2\gamma^2$ and integrate over the domain as before giving:

$$\frac{\partial \hat{P}}{\partial t} = \langle \hat{F} \rangle \tag{8.100}$$

where

$$\langle \hat{F} \rangle = \langle Q_{\text{F}} \rangle \tag{8.101}$$

$$\langle \hat{F} \rangle = \langle Q_{\text{F}} \rangle \tag{8.102}$$

$$\langle \hat{F} \rangle = \langle Q_{\text{F}} \rangle \tag{8.103}$$

From (8.95) we therefore have that

$$\langle \hat{F} \rangle = 0 \tag{8.104}$$

so that

$$\langle \hat{K}_{\text{F}} \rangle = 0 \tag{8.105}$$

Therefore by (8.24), (8.25), and (8.99) we have

$$\langle \hat{K}_{\text{F}} \rangle = 0 \tag{8.106}$$

To obtain the losses and gains of energy by the perturbation components we use the identity

$$\langle \hat{F} \hat{E} \rangle = \langle \hat{F} \hat{E} \rangle - \langle \hat{F} \hat{E} \rangle \tag{8.107}$$

and similarly for $\langle S_{\text{F}} \hat{E} \rangle$.

The non-zero transformations derived in this sub-section are diagrammatically summarized in figure 8.1.

Our transformations $\langle [\hat{P}] [\hat{P}'] \rangle$, $\langle \hat{P}-\hat{K}' \rangle$, and
Figure 8.1.—The energy partitions (white interior boxes), sources (white boxes across top), and sinks (white boxes on left and right sides), and the transformations between them (black boxes). The left half of the diagram involves the zonal mean partitions and the right half the perturbations.
as given by (8.59), (8.98) and (8.50), respectively, are the same form as Phillips', with his requirement that the geostrophic wind and vertical velocity be used. On the other hand our \( \langle K^* [K] \rangle \), obtained by adding (8.41), (8.120), (8.121):

\[
\langle K^* [K] \rangle = \left\{ \frac{[u^2]}{m^2} \frac{[\partial^2 \hat{u}]}{\partial y^2} \right\} + \frac{1}{2} \left\{ \frac{[\hat{u}]}{m^2} [D' u'] \right\} - \frac{1}{2} \left\{ \frac{[u']}{m^2} \frac{[u^2 + v^2]}{2m^2} [D] \right\}
\]  

(8.107a)

differs from Phillips' in form. On the right side only the first term corresponds to that of Phillips, being the sum of \( \langle K^* [K] \rangle \) and part of \( \langle K^* [K] \rangle \). The second term is the remainder of \( \langle K^* [K] \rangle \) and the last is \( \langle K^* [K] \rangle \). The last two terms are essentially ageostrophic and their relative magnitudes will be discussed in Section 8f.

Before analyzing our experimental results in terms of the energy transformation functions, we shall examine the properties of the transformations in terms of the observed atmosphere.

c. PROPERTIES OF THE TRANSFORMATIONS INVOLVING ONLY THE ZONALLY SYMMETRIC CIRCULATION

From (8.55) we see that for the zonal mean external energy sources to create zonal mean available potential energy requires \( \{[\hat{\Phi}][Q_a] \} > 0 \). Since \( \{[\hat{\Phi}]\} = \{[Q_a] \} = 0 \), then by (C10) the requirement is that

\[
\{[\hat{\Phi}][Q_a] \} = \{[\hat{\Phi}][Q_a'] \} > 0
\]

i.e., the variations in heating must be positively correlated with those of temperature.

We note from the difference of (8.42) and (8.50)

\[
\langle \hat{K}_v \rangle [\hat{K}_v] - \langle [P] [\hat{K}_v] \rangle = - \frac{1}{2} \left\{ \hat{u} \right\} \left( \frac{[\hat{\Phi}]}{\partial y} + \frac{[\hat{u}]}{m^2} \left( f + \frac{\alpha}{a} \frac{[\hat{u}]}{a} \right) \right) \}
\]  

(8.108)

that in the absence of other transformations with \( \hat{K}_v \), a direct meridional circulation \( ([\hat{u}] > 0) \) will suffer a decrease in kinetic energy if \( \hat{u} \) is super-geostrophic, but will increase its kinetic energy if \( \hat{u} \) is sub-geostrophic. The opposite is true for an indirect circulation \( ([\hat{u}] < 0) \). Hence in order to maintain the mean meridional circulation against frictional dissipation, \( \hat{u} \) must be sub-geostrophic in a direct circulation and super-geostrophic in an indirect circulation.

Since \( f + \frac{\alpha}{a} \frac{\partial}{\partial z} = 2a(\Omega + \hat{K}) \), then it represents an absolute Coriolis parameter with respect to the vertically integrated motion of the atmospheric shell. On the other hand, if \( \hat{u} \) is geostrophic, then \( \hat{K}_v \) is catalytic with respect to transformations between \( [P] \) and \( \hat{K}_v \) so that by (8.79),

\[
\langle [P] [\hat{K}_v] [\hat{K}_v] \rangle = - \frac{1}{2} \left\{ \hat{u} \right\} \left( \frac{[\hat{\Phi}]}{\partial y} + \frac{[\hat{u}]}{m^2} \left( f + \frac{\alpha}{a} \frac{[\hat{u}]}{a} \right) \right) \}
\]

(8.109)

for the typical atmospheric case of \( \frac{[\hat{\Phi}]}{\partial y} < 0 \), then (8.109) is positive in a direct meridional circulation and negative in an indirect.

From the difference between (8.43) and (8.42)

\[
\langle \hat{K}_z \rangle [\hat{K}_z] - \langle [K] [\hat{K}_z] \rangle = - \frac{1}{4} \left\{ \frac{[\hat{u}]}{m^2} \right\} \}
\]

(8.110)

we see that with \( \hat{u} > 0 \) and the absolute vorticity of the zonal mean vertically integrated current (the barotropic component) \( \{[\eta] \} > 0 \) the combined contribution from \( \hat{K}_z \) and \( \hat{K}_v \) will be to increase \( \hat{K}_z \) in a direct circulation and to decrease it in an indirect circulation. Whether there is a net domain increase or decrease of \( \hat{K}_z \) will depend on whether the Hadley circulation has low or high intensity. If \( \{[\eta] \} \) were zero then \( \hat{K}_z \) is catalytic with respect to \( \hat{K}_z \) and \( \hat{K}_v \) so that

\[
\langle \hat{K}_z \rangle [\hat{K}_z] = \langle [P] [\hat{K}_z] [\hat{K}_z] \rangle \}
\]

(8.111)

Observationally we know the atmosphere does not behave this way.

Finally if \( \hat{u} \) were geostrophic \( \left( \frac{\partial}{\partial z} \hat{u} \right) = \frac{[\hat{u}]}{m^2} \), then \( \hat{u} = 0 \), \( \hat{K}_z = 0 \) and

\[
\langle [P] [\hat{K}_z] [\hat{K}_z] \rangle = \langle [P] [\hat{K}_z] [\hat{K}_z] \rangle = \langle [K] [\hat{K}_z] [\hat{K}_z] \rangle = 0
\]

(8.112)

Hence in the absence of zonal perturbations, a zonally symmetric circulation can be maintained against dissipation only by a non-geostrophic meridional circulation.

d. PROPERTIES OF THE TRANSFORMATIONS INVOLVING ONLY ZONAL PERTURBATIONS

From (8.55) and (8.101) we see that zonal asymmetries of heating, \( Q_a \), can transform only with \( P' \). For the moment regarding the generalized heating function \( Q \), then

\[
\langle \hat{Q} [P'] \rangle = \frac{\kappa}{2\gamma_a} \{[Q] [P'] \}
\]

(8.113)

Infrared radiation from the atmosphere requires larger cooling rates to occur in connection with higher temperatures and hence makes (8.113) negative. On the other hand the large-scale release of latent heat of condensation in middle latitudes occurs at relatively high temperatures, and contributes toward making (8.113) positive. The effect of eddy conduction between the earth's surface and the atmosphere depends on the conductivity of the surface. Bare land surfaces, which have small conductivity, come
into relatively rapid adjustment with the atmosphere and give rise to little systematic correlation between \( Q' \) and \( \hat{\Phi}' \). The sea surface, especially the western ocean in winter, heats the atmosphere where it is coldest and thus contributes to making (8.113) negative. Thus the net effect of eddy conduction between the atmosphere and the oceans and continents is the same as that of infrared radiation. In the present model only infrared cooling as a function of temperature is assumed, and hence \( \langle Q' \cdot P' \rangle \propto -\langle [\hat{\Phi']^2] \rangle < 0 \).

For the same reason that condensation occurs at relatively high temperatures, \( \langle [\hat{\Phi']^2] \rangle > 0 \) in middle latitudes, so that \( \langle P' \cdot \hat{K}' \rangle > 0 \) in (8.98). This sinking of cold air and rising of warm air is a result of quasi-geostrophic thermally direct circulations in zonal planes associated with baroclinic waves. The growth of such waves, and the amplification of the vertical component of motion, is analogous to the action of the pressure forces in simple turbulence tending to establish 3-dimensional isotropy \([3]\); i.e., the increase of the transverse turbulent components \( \omega' \) and \( v' \) at the expense of the zonal component \( u' \). In classical turbulence however this tendency toward isotropy increases with wave number, being predominant in the molecular dissipative range. On the other hand, the earth’s rotation and the atmosphere’s small but positive static stability demand a rather small wave number of maximum baroclinic instability, and so the atmospheric energy spectrum possesses at least one other point of maximum tendency toward isotropy. As the wave amplifies, the adiabatic heating to the west of the trough and the cooling to the east increase the eastward phase speed of the isotherms relative to that of the streamlines, creating in the occlusion stage a more barotropic, and hence a less 3-dimensionally isotropic, wave disturbance. This represents a transformation \( \langle \hat{K}' \cdot \hat{K}' \rangle > 0 \), which may be viewed as a spectral exchange of zonal eddy kinetic energy from vertical wave number one to zero. This, we found, could be accomplished along any of three distinct paths:

(i) Equation (8.87) gives a direct transformation which depends on triple correlations. It is not immediately apparent what its sign is since compensations along a latitude circle would make the correlations small in magnitude.

(ii) Equation (8.84) gives the indirect transformation which is catalytic with respect to \( \hat{K}' \). In middle latitudes a typical baroclinic wave requires \( \langle v' D' \rangle > 0 \) and since here \( \hat{\sigma} < 0 \) then \( \langle \hat{K}' \cdot \hat{K}' \rangle > 0 \). This transformation is non-geostrophic and small because of \( \hat{\sigma} \).

(iii) Equation (8.81) gives the indirect transformation which is catalytic with respect to \( \hat{K}' \). For the purpose of discussion we evaluate \( \nabla' \) in the first term geostrophically, hence we have approximately

\[
\frac{1}{4} \left( \nabla' \cdot \nabla' \right) \frac{\partial \hat{\psi}'}{\partial y} = \frac{1}{4} \left( \nabla' \cdot \nabla' \right) \frac{\partial \hat{\psi}'}{\partial y} \quad (8.114)
\]

For a poleward eddy heat transport \( \langle \nabla' \hat{\psi}' \rangle > 0 \) and in the vicinity of the jet stream \( \frac{\partial \hat{\psi}'}{\partial y} > 0 \), hence its quasi-geostrophic contribution is to make \( \langle \hat{K}' \cdot \hat{K}' \rangle < 0 \). For a baroclinic wave the second term also gives a negative contribution since \( \langle w' D' \rangle > 0 \) and \( \langle \hat{u}' \rangle > 0 \).

Thus it appears unlikely that any of the above three transformations could adequately account for the increase of \( \hat{K}' \) during the occlusion process. One would conclude that non-catalytic interactions with the zonal mean flow perform the necessary function.

e. PROPERTIES OF THE TRANSFORMATIONS BETWEEN THE ZONAL PERTURBATIONS AND THE ZONALLY SYMMETRIC CIRCULATION

It will be remembered that the non-catalytic part of \( \langle \hat{K}' \cdot [\hat{K}' \cdot \hat{K}'] \rangle, \) (8.82), is

\[
\frac{1}{4} \left( \nabla' \cdot \nabla' \right) \left[ \frac{\partial \hat{\psi}'}{\partial y} \right] \left[ \frac{\partial \hat{\psi}'}{\partial y} \right] \left[ \frac{\partial \hat{\psi}'}{\partial y} \right] \left[ \frac{\partial \hat{\psi}'}{\partial y} \right] \quad (8.115)
\]

Upon comparing with (8.59) we see that the ratio

\[
\frac{\langle \hat{K}' \cdot \hat{K}' \rangle_{NC}}{\langle \hat{P}' \cdot \hat{P}' \rangle} = \frac{\gamma^2}{\alpha^2} \quad (8.116)
\]

i.e., the square of the ratio of the speed of long internal gravity waves to that of long inertial waves. From the definition of \( R \) in Appendix B, we have with (B5) that

\[
\frac{\langle \hat{K}' \cdot \hat{K}' \rangle_{NC}}{\langle \hat{P}' \cdot \hat{P}' \rangle} = \frac{\gamma^2}{\alpha^2} = \frac{R}{R_0^2} = \frac{\gamma^2}{\alpha^2} = \frac{R}{R_0^2} \quad (8.116)
\]

which for maximum stability \((R=1)\) has a value of \( \gamma^2/\alpha^2 \). For a poleward temperature decrease and a poleward eddy heat transport, \( \langle \hat{\Phi}' \cdot [\hat{\Phi}' \cdot \hat{D}'] \rangle < 0 \), so that \( \langle \hat{P}' \cdot \hat{P}' \rangle > 0 \), and quasi-geostrophically \( \langle \hat{K} \cdot \hat{K} \rangle_{NC} \) is also positive and 0.57 as large, the two transformations taking place in phase.

Hence \( \langle \hat{K} \cdot \hat{K} \rangle_{NC} \) is really an integral part of the quasi-geostrophic baroclinic instability process. We therefore have found a substantial means for systematically creating barotropic perturbation energy. According to (8.41) the net transfer between \( K' = \hat{K}' + \hat{K}' \) and \( \hat{K}' \) is proportional to \( [\hat{\psi}^2] \).

For a typical mid-latitude tilted
towards \([\psi' \zeta'] > 0\) and for perturbations which increase in intensity upward we then have that \(\langle K^* [\hat{K}_e] \rangle > 0\), so that the net effect of \(K^*\) is to maintain \([\hat{K}_e]\) against dissipation. From (8.82) and (8.83) we then have that

\[
\langle K^* [\hat{K}_e] \rangle_{NC} > 0 \quad (8.117)
\]

The catalytic transfer \((\hat{K}^* [\hat{K}_e] \hat{K}^*)\) is analytically related to \(\langle K^* [\hat{K}_e] \rangle_{NC}\) and \(\langle [\hat{K}_e] \hat{K}^* \rangle_{NC}\) by (8.81), (8.82), (8.83), and (8.41):

\[
\langle K^* [\hat{K}_e] \rangle - \langle \hat{K}^* [\hat{K}_e] \hat{K}^* \rangle = -\frac{1}{2} \left\{ \frac{[u' v']}{m^2} [\hat{\zeta}'] + \frac{2\alpha [u']}{a m^2} \right\}
\]

If we ignore the last term which depends on spherical kinematics, then the difference on the left side depends on the meridional correlation of \([u' v']\) with the thermal vorticity of the zonal current \([\hat{\psi}]\). Since the effect of vorticity of the zonal current is normally small compared with \(f\) we should expect that the right side of (8.118) is small. This condition together with (8.117) yields

\[
\langle K^* [\hat{K}_e] \rangle_{NC} > 0 \quad (8.119)
\]

The analogous non-catalytic transformations involving \([\hat{K}_e]\) are given by (8.53), (8.85), and (3.86)

\[
\langle K^* [\hat{K}_e] \rangle = \langle \hat{K}^* [\hat{K}_e] \rangle_{NC} + \langle [\hat{K}_e] \hat{K}^* \rangle_{NC}
\]

\[
= -\frac{1}{2} \left\{ \frac{[u' v']}{m^2} [\hat{\zeta}'] + \frac{2\alpha [u']}{a m^2} \hat{D} \right\}
\]

In mid-latitudes in the indirect circulation, \([u' v'] > 0\) for tilted waves, so that the first term increases \([\hat{K}_e]\) at the expense of \(K^*\). The second term, which represents the vertical advection of eddy kinetic energy by the meridional circulation, also increases \([\hat{K}_e]\) in the upward limb of the meridional circulation, giving \(\langle K^* [\hat{K}_e] \rangle < 0\) in the downward limb. The net effect will depend on the relative magnitudes of the contributing transformations.

The remaining energy exchanges involve interactions of \(\hat{K}'\) and \(\hat{K}'\) with \([\hat{K}_e]\). The latter, a purely barotropic spectral exchange, has been discussed by a number of writers \(35\), \(14\). It depends on the quasi-horizontal character and finite amplitude of the eddies, which are therefore non-isotropic 3-dimensionally and hence do not give a net transfer of energy to higher wave numbers through an inertial cascade. In fact, since the finite amplitude disturbances tend to conserve the vertical component of absolute vorticity there is a net transfer to larger waves and ultimately to zonal wave number zero, i.e. \([\hat{K}_e]\). This can be seen by noting that south of the jet stream where \(\partial [u' v']/\partial y > 0\), there is a NE-SW tilt of the disturbances, \([u' v'] > 0\), so that \(\langle K^* [\hat{K}_e] \rangle > 0\) in (8.28). North of the jet \(\partial [u' v']/\partial y < 0\) and the momentum transfer is much weaker northward, that is \([u' v']\) is slightly positive and may even be negative for a NW-SE orientation of the eddies. Hence there may be a small negative or even a positive contribution to \((\hat{K}^* [\hat{K}_e])\). One must conclude that the net effect of large-scale barotropic disturbances is to increase the energy of the mean westerlies.

The same may be argued for the transfer from the baroclinic component of the eddy energy, i.e., \((\hat{K}^* [\hat{K}_e]) > 0\) in (8.30). In fact the sum

\[
\langle K^* [\hat{K}_e] \rangle = \frac{1}{2} \left\{ \frac{[u' v']}{m^2} \partial [u']/\partial y \right\} > 0
\]

4. THE EXPERIMENTAL RESULTS

Table 8.1 and figure 8.2 give the seven energy components as a function of time. \([\hat{K}_e]\) is of the order of \(5 \times 10^{-3}\) joule gm.\(^{-1}\), that is, approximately two orders of magnitude less than \(\hat{K}'\), \(\hat{K}^*\), or \(\hat{P}'\), and is not perceptible in figure 8.2. The ratio \(\hat{K}/\hat{K} \approx 2\) is close to the observed partitioning of kinetic energy.

An 11- to 12-day cycle is quite evident in all the components, but to a lesser extent in \([\hat{K}_e]\) which is weaker with a somewhat more erratic period. The three eddy energy components and \([\hat{K}_e]\) are approximately in phase, whereas \([\hat{P}']\) is approximately a day short of being exactly out of phase. The variations of \([\hat{K}_e]\) can be identified with the phase of \([\hat{P}']\), which might have been expected from the quasi-geostrophic coupling of the transformations with their respective perturbation energy components (8.115). \([\hat{K}_e]\) also has a secondary phase which we shall see is associated with the high frequency oscillations of the meridional circulation.

It will be noted that within the first 36 days, \([\hat{P}']\) has a decreasing trend, during which the index cycle is well defined. Beyond this point a quasi-equilibrium in \([\hat{P}']\) is attained, and the cycles are longer and smaller in amplitude. It can be shown (Appendix B) that the geostrophic baroclinic stability criterion predicts an equilibrium value of \([\hat{K}]/\hat{K} \approx 2\) which is proportional to the static stability (see equation B18). Since we started the experiment with \([\hat{P}']\) definitely larger than necessary for instability of the most unstable wave number, the behavior of the trend in \([\hat{P}']\) over the 60-day period is not surprising.

In earlier subsections we have been able from observed properties of the atmosphere to deduce the sign and relative magnitudes of most of the possible energy trans-
formation functions including some that are essentially non-geostrophic. However the fact that time cycles exist is more difficult to deduce because the index cycle is essentially non-linear (\([S_1]\), \([S_2]\)).

To discuss further the maintenance of the general circulation we must calculate the transformation functions derived in Section 8b for our experiment. Since internal gravity-inertial wave propagation is admissible in our model, we must expect that some of the transformation functions, in particular those involving the meridional circulation \([\varphi]\), will undergo high frequency variations. This is easily demonstrated in figure 8.3 by a plot of \((\langle P \rangle [K_0])\) as a function of time with a resolution of 2 hours. In this particular instance there are periods of 8 to 24 hours. This transformation at 20-min intervals reveals no shorter periods. In order to get a measure of the net effect of the non-geostrophic motions on a synoptic time scale, all of the integrals were averaged using 2-hourly values for a 2-day period centered at the day of interest. The averaged energy components are to be found in table 8.2. The energy transformations, sources, and sinks for each day unaveraged and averaged are given in tables 8.3 and 8.4, respectively.

The time averaged \([K_0]\) has much more regular variation since the high frequency effects of the meridional circulation have been filtered. The period and phase of \([K_0]\) more or less coincides with that of \([P]\). Figure 8.4 gives a plot of the averaged transformation functions except those with maximum magnitude less than 1.5 \times 10^{-3} joule gm^{-1}day^{-1}, i.e., those which are more than 20 times smaller than \((Q_{\epsilon} [P])\), which is shown for reference. However, the dissipations, some of which are large, are not given in this figure.

The only significant transformations involving the meridional circulations are \((\langle P \rangle [K_0])\) and \((\langle K_0 \rangle [K_0])\) which are nearly identical because of strong geostrophic coupling, and by our definition \([K_0]\) is virtually catalytic with respect to \([P]\) and \([K_0]\). They are also the only significant transformations to change sign with time. In fact over a complete index cycle their average value is almost zero (see fig. 8.7) having no net effect on the transfer of energy. This has been suggested by the measurements of White and Saltzman [59] in comparing \((\langle P \rangle [K])\) and \((P_{\epsilon} [K])\) for a portion of the atmosphere.
Figure 8.2.—The experimental energy partitions as a function of time (unaveraged) corresponding to table 8.1. The thin solid vertical lines mark the minima and the dashed lines the maxima.

Figure 8.3.—A fine time resolution plot of the transformation of zonal available potential energy $[P]$ to that of the meridional circulation $[K_y]$ to show the high-frequency non-geostrophic transformations. The resolution is 2 hours (every 6 time steps) except between 19 days + 22 hours and 19 days + 26 hours where the resolution is 20 min. (every time step).
<table>
<thead>
<tr>
<th>Date</th>
<th>Precipitation (in.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>March 1963</td>
<td>...</td>
</tr>
<tr>
<td>DAY</td>
<td>(g)</td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>11</td>
<td>6.1836 0.0042</td>
</tr>
<tr>
<td>12</td>
<td>6.3376 0.0035</td>
</tr>
<tr>
<td>13</td>
<td>6.2669 0.0038</td>
</tr>
<tr>
<td>14</td>
<td>6.1352 0.0008</td>
</tr>
<tr>
<td>15</td>
<td>6.5026 0.0002</td>
</tr>
<tr>
<td>16</td>
<td>5.5157 0.0007</td>
</tr>
<tr>
<td>17</td>
<td>5.2583 0.0001</td>
</tr>
<tr>
<td>18</td>
<td>5.0977 0.0000</td>
</tr>
<tr>
<td>19</td>
<td>5.2648 0.0000</td>
</tr>
<tr>
<td>20</td>
<td>5.5157 0.0000</td>
</tr>
<tr>
<td>21</td>
<td>5.0977 0.0000</td>
</tr>
<tr>
<td>22</td>
<td>5.2583 0.0000</td>
</tr>
<tr>
<td>23</td>
<td>5.0977 0.0000</td>
</tr>
</tbody>
</table>

Mean: 5.2583

17-39: 2.0181 0.0134 0.3216 8.9253 0.0360 0.0790 0.7363 2.2167 1.2307 0.5783 0.4413 12.7799 10.5655 0.2969 14.8903 0.3500

Mean: 14.8903

17-39: 5.5285 0.0001 0.0023 0.6376 1.8960 1.0300 1.3745 2.5205 0.8684 1.7224 0.2827 0.9537 2.8897 0.4828
Within the cycle, $\langle [P][K_x] \rangle$ and $\langle P'[K'] \rangle$ are almost out of phase, $\langle [P][K_x] \rangle$ tending systematically to compensate the variability of $\langle P'[K'] \rangle$. $\langle [P][K_x] \rangle$ may be decomposed into the parts due to the Hadley and Ferrel circulations, the boundary being defined as the latitude where $[\psi]=0$ or where $[\Omega]$ is a minimum. Since $\langle P'[K'] \rangle$ is virtually all accomplished in the latitude band of the Ferrel circulation $\langle P'[K'] \rangle + \langle [P][K_x] \rangle_{\text{Ferrel}}$ represents the net transformation $\langle P[K] \rangle$ in middle latitudes. A comparison with $\langle P'[K'] \rangle$ provides a measure of the role played by the non-geostrophic Ferrel circulation in modifying the quasi-geostrophic baroclinic instability process in middle latitudes. From figure 8.5 we see that the net effect is to reduce the maximum quasi-geostrophic transformation by 50 percent and to shift the phase slightly so that extrema occur 1-2 days earlier.

It is also of interest that $\langle [P][K_x] \rangle_{\text{Hadley}}$ has the period and phase of $\langle P'[K'] \rangle$ which would lead one to conclude that the small-amplitude low-latitude energy transformation by the mean meridional circulation is induced by the mid-latitude transformation. This will also be evident in the next section where it will be seen that the indirect Ferrel circulation transfers heat equatorward opposite to the direction of the dominant mid-latitude poleward transfer by the quasi-horizontal eddies. One would conclude that a quasi-geostrophic baroclinic model, which mainly accounts for $\langle P'[K'] \rangle$ would tend to overpredict the potential to kinetic energy transformations for periods which are short compared to the index cycle, i.e., of the order of 1-5 days. Hence the non-geostrophic modes in mid-latitudes are significantly excited in connection with the baroclinic branches of the energy exchanges.

Returning to figure 8.4 we note that the quasi-constant energy source $\langle Q_e[P] \rangle$ gives rise to a cyclic response in
A comparison of the quasi-geostrophic energy transformation \( \langle P' \times K' \rangle \), the non-geostrophic transformations \( \langle [P'] \times [K] \rangle_{\text{non-geostrophic}} \) and \( \langle [P'] \times [K] \rangle + \langle [P] \times [K] \rangle_{\text{ferrel}} \) is the total transformation in middle latitudes.

Moreover \( \langle P' \times K' \rangle \) and \( \langle [K'] \times [K] \rangle_{\text{non-geostrophic}} \) each have later phase and decreased amplitude. This is a result of the viscous dissipations \( \langle P' \times P' \rangle \) and \( \langle K' \times K' \rangle \). On the other hand, because of the strong geostrophic coupling which we deduced between \( \langle [K'] \times [K] \rangle_{\text{non-geostrophic}} \) and \( \langle [P] \times [P] \rangle \) in (8.116), their relative phase and amplitude are less affected by dissipation. From figure 8.7 we see that the ratio \( \langle [K] \times P \rangle_{\text{non-geostrophic}}/\langle [P] \times P \rangle = 0.57 \) in (8.116) and the inequalities (8.119) are experimentally verified.

Whereas the phase and amplitude of \( \langle [P] \times P \rangle \), \( \langle [P'] \times [K] \rangle_{\text{non-geostrophic}} \) and \( \langle [K] \times [K] \rangle_{\text{non-geostrophic}} \) are essentially determined by the baroclinic instability process in the presence of dissipation, that of \( \langle [K'] \times [K] \rangle_{\text{non-geostrophic}} \) and \( \langle [K] \times [K] \rangle_{\text{non-geostrophic}} \) are determined by the stability of the finite amplitude quasi-horizontal disturbances which exist at the time of occlusion, and are more or less independent of the former.

From figure 8.2 we detect three distinct phases in the significant energy components: \( \langle [P] \times [K] \rangle \), \( \langle [P'] \times [K'] \rangle \), and \( \langle [K] \times [K] \rangle \). Their phases are not directly deducible from the energy transformations alone because of dissipation. Considering only those transformations which we found to be significant, we have that

\[
\frac{\partial \langle [P] \times [P] \rangle_{\text{non-geostrophic}}}{\partial t} = -\langle [P] \times [P] \rangle + \langle [K'] \times [K] \rangle
\]

\[
\frac{\partial \langle [P'] \times [K] \rangle_{\text{non-geostrophic}}}{\partial t} = -\langle [P'] \times [K] \rangle + \langle [K'] \times [K] \rangle
\]

\[
\frac{\partial \langle [K] \times [K] \rangle_{\text{non-geostrophic}}}{\partial t} = -\langle [K] \times [K] \rangle + \langle [K] \times [K] \rangle_{\text{non-geostrophic}}
\]

A plot of the experimental results combined according to the above partitioning is given in figure 8.6. Since the dissipation rate is essentially proportional to the energy itself, its phase leads that of the transformations by about 1/4 of a period. This is most evident for \( \langle [P] \times [P] \rangle \) and \( \langle [K] \times [K] \rangle_{\text{non-geostrophic}} \), but is obscured for \( [P] \times [K] \) since the dashed curve contains the primary quasi-constant energy source \( \langle [Q] \times [P] \rangle_{\text{non-geostrophic}} \) which dominates the contribution from \( -\langle [P] \times [K] \rangle_{\text{non-geostrophic}} \). For an energy system undergoing stable oscillations we would expect that over an index cycle

\[
\frac{\partial \langle [P] \times [P] \rangle}{\partial t} = -\langle [P] \times [P] \rangle + \langle [K'] \times [K] \rangle - \langle [K] \times [K] \rangle_{\text{non-geostrophic}} = 0
\]

i.e., there is no net change in any of the energy components. Experimentally this is essentially the case for \( \langle [P] \times [P] \rangle \) and \( \langle [K] \times [K] \rangle_{\text{non-geostrophic}} \); however, for \( [P] \times [K] \)

\[
\langle [P] \times [P] \rangle - \langle [K'] \times [K] \rangle_{\text{non-geostrophic}} = 0
\]
The resulting systematic decrease of \([P+K_c]\) and particularly \([P]\) is evident from figure 8.2.

Hence for a particular component, the mean generation-dissipation should balance the net transformation. Since in most instances the transformations are directly measurable from observations, this suggests a direct method for estimating the partitioning of the net generation-dissipation in any of the components, irrespective of the mechanism by which it is accomplished. Since only \([P]\) and \(P'\) have sources, then the transformations for the kinetic energy components give a measure of pure dissipation.

The arrows at the intersections in figure 8.6 give the time when \(\partial E/\partial t = 0\) or the extrema in \(E_c\). The maximum of \([P+K_c]\) is followed by a maximum in \(E'\) in somewhat over 4 days which in turn is followed by the maximum in the barotropic zonal westerly kinetic energy \(K_c\), the final link in the general circulation, in about 3.5 days. It then takes the radiative gradient about 3.5 days for \([P+K_c]\) to reach its next maximum before being depleted again by baroclinic instability.

Such well-defined cycles in the actual atmosphere are rarely to be found ([49], [64]) since unlike our model the earth's surface asymmetries prevent the wave disturbances occurring in widely separated geographical regions from acting in concert over extended periods of time.

We shall now briefly discuss the magnitudes of our transformations and dissipations as compared with estimates and measurements taken from the atmosphere.
For our comparison we shall use the 17- to 39-day mean of the time-averaged energy integrals in table 8.2. The results are shown in figure 8.7.

The values of generation of available zonal mean and perturbation potential energy are 29.8 and −0.70.* This ratio of two orders of magnitude is in sharp contrast to that measured by Wiin-Nielsen and Brown [63] using 850- and 500-mb. data for January 1959, 42 and −29. It is of interest to note that taking the lateral heat diffusive loss into account, the ratio \((H+F) + (Q \ast P') / (Q \ast [P]) \approx -0.44\) is close to Wiin-Nielsen and Brown's ratio \((Q [P]') / [Q] \approx -0.69\). That is, in our model the lateral heat diffusion plays the role of dissipating available potential energy that is done in the atmosphere by diabatic processes. The essential difference is that the former is accomplished on the zonal mean and grid-size scales whereas the latter is done on the intermediate cyclone- and continental-scales. One, of course, would expect the observed zonal mean generation for winter, 42, to be larger than the annual mean in the calculations, 30. Phillips [40] had a value of 21.

A similar study as a function of time by Winston and Krueger [64] for January using 700-mb. data gave 38 and −25, which are somewhat smaller in magnitude than Wiin-Nielsen and Brown's measurements. This is possibly due to the low level 700-mb. wind data used. Despite the fact that Winston and Krueger's zonal energy components are about 1/3 of ours in magnitude, their perturbation components are 3 to 8 times larger. Notwithstanding the seasonal difference, in part the former discrepancy is due to their use of 700-mb. data and the fact that our zonal wind shear and speed is excessively large (see Section 11). The latter discrepancy must in part be a seasonal difference. Their ratio of \([P'] / [K] \approx 0.3\) is quite close to ours. The period they chose to study is distinguished by the unusually well defined time cycle in the energy of about 15 days. Their data show that the dissipation for form of our model is naturally

\[ \frac{(Q \ast P')}{(Q \ast [P])} \approx -0.44 \]

is a definite cyclic behavior, while in our case the period they chose to study is 23.8, is understandably less than Saltzman's 31.1, the ratio of \([K'] / [K] \approx 0.6\). Our results give:

\[ (K' + R) = 10.8 \times 10^{-3} \text{ joule gm}^{-1} \text{ day}^{-1} \]

and as a residual \(8 \text{ percent} \) in \(K\). Our results, on the other hand, give that 32 percent is dissipated in \(P\), 21 percent in \(K\) and as a residual 8 percent in \(K\). It is difficult to see why Wiin-Nielsen's results give such a small relative dissipation in the \(K\) partition, but this may be due to the fact that 850- and 500-mb. data alone underestimate \((P' \ast K)\) and particularly \((K' \ast K)\). The former could also be underestimated because geostrophic vertical velocities were used.

As a measure of the energy decay rate we use (8.125) to define the logarithmic decrement:

\[ \frac{\langle E \ast F \rangle}{\langle (E + S) \rangle} \]

For this purpose, again we shall regard \((P' \ast Q)\) as a dissipation \((E \ast F)\) rather than as a negative energy source \((E \ast S)\). For the 17-39-day period the logarithmic decrement for \(P\) is \((100 \text{ days})^{-1}, K\) is \((15.8 \text{ days})^{-1}\), \(K\) is \((14.8 \text{ days})^{-1}, (K + P)\) is \((15.2 \text{ days})^{-1}, (K + P + K)\) is \((42 \text{ days})^{-1}\). Charney and Eliassen [10] estimate the logarithmic decrement of velocity under surface frictional dissipation to be \((12 \text{ days})^{-1}\) for a baroclinic atmosphere. In terms of kinetic energy this becomes \((6 \text{ days})^{-1}\) which is a much faster decay than our \((15.2 \text{ days})^{-1}\). However, the available potential energy reservoir decreases the total energy decay rate by almost a factor of one-third.

We may also compare with observation the relative dissipations of \([K]\) and \([K']\). Our results give:

\[ \langle [K] \rangle = 10.8 \times 10^{-3} \text{ joule gm}^{-1} \text{ day}^{-1} \]

and an \(8 \text{ percent} \) in \(K\). On the other hand, Saltzman [47] estimates from winter observations, 2.0 and 29.1, respectively, in the same units. Although our total annual mean kinetic energy dissipation, 23.8, is understandably less than Saltzman's 31.1, our ratio \((K' + R) / (K' + P)\) is an order of magnitude larger than Saltzman's. The reason for this discrepancy in the partitioning of dissipation is not clear at this time. The dissipation formulation of our model is naturally suspect.

Actually our mean total dissipation over the 17-39-day period, 36.3, is larger than the net generation, 29.1, so that our system is not in equilibrium during this period, as we have already observed. These values lie between independent estimates by Brun [6], 41, and Lettau [20], 12. Moreover, the ratio of dissipation by surface stresses, \((K' + F) = 6.8\), to the total dissipation, \((E \ast F) = 36.3\), is 1/3 of Brun's estimate of 0.6.

We may reduce our seven partitions of energy to Phillips' four partitions. A comparison of magnitudes is given in figure 8.8. It was pointed out at the end of Section 8b that our \((K' + K)\) (8.107a) differs from Phillips' by additional terms. We find that the common geostrophic term

\[ \ast \text{Note that the units in this discussion and in figure 8.7 are } 10^{-3} \text{ joule gm}^{-1} \text{ day}^{-1}, \]

whereas the data of table 8.4 are in \(2 \times 10^{-1} \text{ joule gm}^{-1} \text{ day}^{-1} \).
FIGURE 8.8.—A comparison of the mean energy transformations, generation rates, and dissipation rates of the present calculations with those of Phillips [40] (in parentheses). Units are in 10^{-1} joule gm^{-1} day^{-1}.

\[
\begin{align*}
\left\{ \frac{[u'v']}{m^2} \frac{\partial u}{\partial y} \right\} &= 9.4 \\
\frac{1}{2} \left\{ \frac{[u]}{m^2} \frac{\partial u}{\partial y} \right\} &= 1.2 \\
\frac{1}{2} \left\{ \frac{[u'v']}{m^2} \frac{\partial u}{\partial y} \right\} - \left\{ \frac{[u''^2 + v''^2]}{4m^2} [\xi] \right\} &= 0.2
\end{align*}
\]

Hence the error in ignoring the non-geostrophic terms is to underestimate \((K^*[K])\) by approximately 10 percent.

The comparison of our energy flow with that of Phillips can be characterized by noting that despite his smaller generation, his transformations are all larger. This obviously is mainly due to the fact that our dissipations are systematically larger except for that by surface friction. Also his total energy is increasing during this period whereas ours is decreasing.

\[\text{\textit{g. EFFECTS OF TRUNCATION ERROR}}\]

The differencing technique was devised to preserve the dependence of the domain integral of zonal angular momentum on surface stresses only, as well as to identically maintain thermal equilibrium. On the other hand, the kinetic and available potential energies are quadratic functions of the dependent variables. No attempt has been made to insure that the difference scheme is energy invariant for the effects not representing the energy source or sinks in the continuous equations, that is in

\[
\frac{\partial \xi}{\partial t} = (\overline{\xi + E}) = 0
\]

(8.128)

We may however assess the effects of the resulting truncation error.

To do this we compare the left and right sides of (8.16) over the 17- to 39-day period, i.e.,

\[
\frac{(\overline{\xi})_{39 \text{ days}} - (\overline{\xi})_{17 \text{ days}}}{22 \text{ days}} \text{ and } \frac{((\overline{\xi + S + F})\xi')}{22 \text{ days}}
\]

The difference represents the rate of energy gain by each of the partitions due to truncation error. The percentage rate of gain is then

\[
\frac{(\overline{\xi})_{39 \text{ days}} - (\overline{\xi})_{17 \text{ days}}}{22 \text{ days}} \frac{((\overline{\xi + S + F})\xi')}{22 \text{ days}}
\]

These quantities were evaluated for each of the partitions and are tabulated in Table 8.5.

We first of all note that there is a gain in all the kinetic energy partitions, while the available potential energy loses in both its partitions. For the total energy there is a net gain. Furthermore, the predominant percentual truncation error occurs in the perturbation partitions, \(\xi'\). This is not only because the perturbation energy is small compared with the zonal mean energy but also one might expect the truncation error to increase with reduced scale.
Table 8.5.—A measure of the truncation error in the energy partitions over the 17–22-day period. Column 4 gives the average percentage energy gain per day.

| $\varepsilon_i$ | $(\varepsilon_i^2 - \varepsilon_i)_{17/22 \text{ days}}$ | $(\varepsilon_i - \varepsilon_i')_{17/22 \text{ days}}$ | $\varepsilon_i$ | $(1-(2)/(3))$%
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_i$</td>
<td>10$^{-3}$ joule g$^{-1}$ day$^{-1}$</td>
<td>10$^{-3}$ joule g$^{-1}$ day$^{-1}$</td>
<td>10$^{-3}$ joule g$^{-1}$</td>
<td>% day$^{-1}$</td>
</tr>
<tr>
<td>$\mathcal{K}$</td>
<td>-0.15</td>
<td>-0.25</td>
<td>0.1842</td>
<td>.05</td>
</tr>
<tr>
<td>$\mathcal{K}'$</td>
<td>-0.47</td>
<td>-1.04</td>
<td>.9884</td>
<td>.64</td>
</tr>
<tr>
<td>$\mathcal{K}$</td>
<td>.00</td>
<td>-0.01</td>
<td>0.0000</td>
<td>$&gt;$ 2.</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>-5.25</td>
<td>-4.80</td>
<td>0.9404</td>
<td>$-$ .05</td>
</tr>
<tr>
<td>$\varphi'$</td>
<td>.37</td>
<td>-0.69</td>
<td>0.0218</td>
<td>4.9</td>
</tr>
<tr>
<td>$\mathcal{K}$</td>
<td>0.23</td>
<td>-1.61</td>
<td>0.0132</td>
<td>14.0</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>0.35</td>
<td>1.19</td>
<td>0.0176</td>
<td>- 4.8</td>
</tr>
<tr>
<td>$\mathcal{K}$</td>
<td>-0.62</td>
<td>-1.29</td>
<td>0.2726</td>
<td>.25</td>
</tr>
<tr>
<td>$\mathcal{K}'$</td>
<td>.60</td>
<td>-2.30</td>
<td>0.0350</td>
<td>8.3</td>
</tr>
<tr>
<td>$\mathcal{K}$</td>
<td>-0.02</td>
<td>-3.59</td>
<td>0.3076</td>
<td>1.16</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>-4.90</td>
<td>-3.61</td>
<td>0.9580</td>
<td>1.14</td>
</tr>
<tr>
<td>$\mathcal{K}$</td>
<td>-5.87</td>
<td>-6.09</td>
<td>1.2130</td>
<td>.02</td>
</tr>
<tr>
<td>$\varphi'$</td>
<td>0.95</td>
<td>-1.11</td>
<td>0.0526</td>
<td>3.92</td>
</tr>
<tr>
<td>$\mathcal{K}$</td>
<td>$-$ 4.92</td>
<td>$-$ 7.20</td>
<td>1.2656</td>
<td>.18</td>
</tr>
</tbody>
</table>

9. THE HEAT BALANCE

It was pointed out earlier that the highly simplified thermal structure of this model required an a priori constraint of thermal equilibrium in the large—i.e., the static stability and the domain mean temperature enter as constant parameters. However, the means by which this equilibrium is maintained are self-determined by the physical mechanisms inherent in the model. One may calculate the contributions to the heat flux divergence across each latitudinal surface extending through the depth of the atmosphere by integrating (3.10) with respect to $x$:

$$\frac{\partial \hat{\phi}}{\partial t} = -m^2\gamma^2 \frac{\partial}{\partial y} \left[ \frac{\hat{\phi}}{2m^2} \right] - m^2\gamma^2 \frac{\partial}{\partial y} \left[ \frac{\hat{\theta}}{m^2} \right] + [H] + \kappa [Q_x] \quad (9.1)$$

Since $\hat{\phi} = RT^2$, then if we divide (9.1) by $R$, the flux divergences of heat may be expressed in terms of the changes in $[T^2]$. The terms on the right side represent, in order, the temperature change due to the large-scale quasi-horizontal eddies (since $[\hat{\phi}] = [\hat{\theta}^2]$), the meridional circulation (including the effect of latent heat), the small-scale lateral diffusion, and the radiative heating gradient. These are shown in figures 9.1 to 9.4 as a function of latitude and time.

We note that the index cycle is particularly evident in the changes due to the large-scale eddies and the meridional circulation in subtropical and middle latitudes. The large-scale eddies give rise to temperature increases in high latitudes which vary between 0.5 and 1.5°C day$^{-1}$ whereas falls in the subtropics are less than half as large—the two together imply a northward heat flux. On the other hand, the meridional circulation gives changes in the opposite sense which are smaller in magnitude in middle latitudes. This southward heat transfer is obviously due to the Hadley indirect cell which tends to compensate the large-scale eddy transfer. It is seen that the contribution due to the small-scale eddies is much smaller, of the order of 0.1°C day$^{-1}$, except in the vicinity.
of the north boundary. The time variation due to radiative heating is due to that part which simulates the outgoing radiation, since it depends on the local temperature. The mean changes at the south and north boundaries are respectively approximately +0.1 and −0.5°C day−1.

Returning to figure 9.1 we see that the maximum intensity of the mid-latitude flux divergence by the large-scale eddies coincides with the time of maximum (P*+K') (fig. 8.4). However, the phase of the temperature change due to the meridional circulation (fig. 9.2) follows that due to the large-scale eddies by approximately 1 day and is of opposite sign so that the compensation is not complete. This is reflected in the net temperature change, i.e., the left side of (9.2) which is shown in figure 9.5. The result is a well pronounced lag of about 4 days between ∂(∫ρdy)/∂t at middle and at subtropical latitudes. It is to be noted that at equatorial latitudes, the flux divergence due to the meridional circulation (fig. 9.2) and reflected in the net change (fig. 9.5), has a period of 6 days, just half that at mid-latitudes. The amplitude of this period is only noticeable before 35 days. The zonal mean temperature [Tz] as a function of time is given in figure 9.6.

One may also calculate the heat flux through a latitude circle. Multiplying (9.1) by cpR=g gives the heating rate per unit mass and, since ρMg is the mass per unit area, then operating with (ρL/Mg)∫0∫g (ρdy/m2 gives the heating rate for the zone from the equator to y. Upon using (4.26) we then have

\[ pL \int_0^y \frac{\partial (\tilde{\omega} \rho \gamma \delta)}{\partial t} \, dy = \frac{\tilde{\omega} \rho L}{g} \left( \frac{\tilde{\omega} \rho}{2m^2} \right) \gamma \left( \frac{\hat{e}}{m^2} \right) 
+ (\kappa \Delta)^2 \left( \frac{D}{2} \frac{\partial \hat{e}}{\partial y} \right)^y_0 + \frac{\tilde{\omega} L}{g} \int_0^g (\tilde{Q}_n) \, dy \]  

(9.2)

By virtue of our boundary conditions there is no heat flux through y=0, Y. In order to compare our results with annual mean observations, it is necessary to deal with a quasi-steady state. This is done by taking a time mean of our results over an integral number of index cycles. In particular a mean was taken over the 2 cycles encompassed by 17–39 days. Then according to the notation of (C4), (9.2) becomes

\[ \frac{\tilde{\omega} L}{g} \left( \frac{\tilde{\omega} \rho}{2m^2} + \gamma \frac{\hat{e}}{m^2} - (\kappa \Delta)^2 \left( \frac{D}{2} \frac{\partial \hat{e}}{\partial y} \right) \right) 
+ \frac{\tilde{\omega} L}{g} \int_0^g \frac{\tilde{\omega} \rho \gamma \delta}{\partial t} \, dy - \frac{\tilde{\omega} L}{g} \int_0^g (\tilde{Q}_n) \, dy = 0 \]  

(9.3)

in which we take RpLΔg/kC=5.42×10^9 cal. deg.−1.

A comparison of the calculated large-scale eddy transfer with observations [56], [31] shows a good correspondence in the latitudinal variation, that is a maximum at about 48° N. and a rapid reduction south of 30° N. The magnitude is somewhat less than the observed transfer, particularly the sensible plus latent heat transfer measured by Starr and White which is probably a more valid comparison with our heating function. If the small-scale diffusion mechanism were adjusted to give a smaller

\[\begin{align*}
A: \frac{pL}{g} \left( \frac{\tilde{\omega} \rho}{2m^2} \right) & \quad \text{Flux by large-scale quasi-horizontal eddies} \\
B: \frac{pL}{g} \left( \frac{\tilde{\omega} \rho}{m^2} \right) & \quad \text{Flux by the mean meridional circulation (including the effects of condensation)} \\
C: -\frac{pL}{k} (\kappa \Delta)^2 \left( \frac{D}{2} \frac{\partial \hat{e}}{\partial y} \right) & \quad \text{Flux by small-scale quasi-horizontal eddies} \\
D: \frac{pL}{g} \int_0^g \frac{\tilde{\omega} \rho \gamma \delta}{\partial t} \, dy & \quad \text{Effective flux due to non-steadiness} \\
E: -\frac{pL}{g} \int_0^g \tilde{Q}_n \, dy & \quad \text{Effective flux due to radiative heating}
\end{align*}\]
Figure 9.1—The contribution to the meridional heat flux divergence by the large-scale eddies as a function of time and latitude.

2-day mean: $\frac{1}{2} \int \left[ \frac{\partial T}{\partial t} \right] \text{d}x$. 

Figure 9.2—The contribution to the meridional heat flux divergence by the meridional circulation (a running average over 2-day intervals to eliminate the high-frequency variations).
Figure 9.5.—The sum of the contributions given in figures 9.1 to 9.4 (averaged over 2-day intervals).

Figure 9.6.—The zonal mean temperature as a function of time and latitude.
flux, the large-scale eddies would have to increase in intensity to satisfy the radiative flux requirements. Since the Hadley circulation would also increase and compensate, just a small reduction in the small-scale eddy transfer could give rise to a much larger increase in the large-scale eddy transfer. Furthermore during this period the net heat flux was somewhat negative (as reflected by the non-steady contribution), so that a balance was not quite maintained. In addition, since we have simplified the radiant transfer and the heating by the hydrologic cycle and the oceans, detailed qualitative comparison of the present results with observation is unwarranted.

The flux required by the net non-adiabatic heating in the present model due to radiation and condensation is found from (3.2). In terms of the fluxes in (9.3) it is

\[ \frac{\rho L}{g} \int_0^{\gamma} \frac{\check{Q}}{m^2} dy = \frac{\rho L}{g} \int_0^{\gamma} \frac{\check{Q}}{m^2} dy + 0.25 \frac{\rho L}{g} \gamma \left( \frac{\check{b}}{m^2} \right) \]

since \( \gamma = 0.8 \gamma^* \). The flux required by non-adiabatic heating is therefore shown in figure 9.7 as (0.25 B–E). For all practical purposes this curve has a single maximum at 31° latitude in contrast to the flux corresponding to \( \rho L g \) in figure A6. That is, the non-adiabatic heating used here is monotonic; the reason lies in our assumption that the remaining non-adiabatic heat sources and sinks balance each other, particularly assumption (3.1). We must therefore conclude that the meridional scale of the motions is primarily determined by the adiabatic dynamics and that the reduced heating scale due to the condensation part is mainly in response to the dynamics.

Although direct atmospheric measurements of the heat transfer by the meridional circulation are not available, since it is essentially ageostrophic, its character may be deduced indirectly by noting the discrepancy between the integral of the non-adiabatic heating calculated in Appendix A (fig. A7) and observed large-scale eddy fluxes. The present results (compare curve B in fig. 9.7 with curve (A–B) in fig. A7) bear this out.

The energy partitions as a function of time (fig. 8.2) indicated a quasi-equilibrium in the energy levels beyond 40 days. This was marked by a lengthening of the cycle period and a reduction in the energy fluctuations about the equilibrium state. To see what changes occurred in the poleward heat transfer mechanisms we have calculated northward heat flux for the single cycle 40–56 days (fig. 9.8). Upon comparing with the 17–39 day mean (fig. 9.7), we note a reduction of the intensity of the transfer by the large-scale eddies and the meridional circulation of approximately 20 percent, whereas the small-scale eddy transfer is about the same. The latter is therefore playing a relatively larger role in the heat transfer than during the earlier period. However, the qualitative character of the transfer by the different mechanisms is intact.
10. THE ZONAL ANGULAR MOMENTUM BALANCE

Unlike the case of heat, there is no a priori constraint to insure a balance in the angular momentum, i.e., that the domain integral of the total zonal angular momentum be identically constant. The model must not only determine the partitioning amongst the allowable angular momentum transport mechanisms but also the degree of balance. This, as we shall see, will be determined by the surface wind distribution.

The angular momentum flux divergence per unit mass across a latitude circle at each level may be calculated by multiplying the equation of motion by \( \frac{m}{2} \) and integrating with respect to \( x \):

\[
\frac{\partial}{\partial t} \left[ \frac{u_1}{m^2} \right] = -a \left( \frac{m}{2} \frac{\partial}{\partial y} \left[ \frac{u_1}{m^4} \right] \right) \frac{u_1}{m} + a \left( \frac{\partial \tilde{u}}{4m^2} + f \left( \frac{\tilde{u}}{2m} \right) \right) \frac{u_1}{m} \tag{10.1}
\]

\[
\frac{\partial}{\partial t} \left[ \frac{u_2}{m^2} \right] = -a \left( \frac{m}{2} \frac{\partial}{\partial y} \left[ \frac{u_2}{m^4} \right] \right) \frac{u_2}{m} - a \left( \frac{\partial \tilde{u}}{4m^2} + f \left( \frac{\tilde{u}}{2m} \right) \right) \frac{u_2}{m} + a \left( \frac{\tilde{F}_z}{m} \right) \tag{10.2}
\]

The two terms in the first parenthesis on the right side represent the meridional flux divergence of relative angular momentum resulting from large-scale motions and from small-scale lateral diffusion. The terms in the second parenthesis are the internal vertical flux divergence resulting from the transfer of relative angular momentum by the large-scale vertical motions, from the transfer of the earth's angular momentum by the meridional circulation, and the transfer of relative angular momentum by small-scale vertical eddy diffusion. The last term of (10.2) is the vertical exchange of angular momentum between the lower boundary and the lower half of the atmosphere.

By adding (10.1) and (10.2) and dividing by 2 we have the equation for the change of vertically integrated zonal angular momentum per unit mass:

\[
\frac{\partial}{\partial t} \left( \frac{1}{2} \int \frac{u}{m^2} \right) = -a \left( \frac{m}{4} \frac{\partial}{\partial y} \left[ \frac{1}{m^4} \right] \right) \frac{u}{m} + a \left( \frac{\partial \tilde{u}}{4m^2} + f \left( \frac{\tilde{u}}{2m} \right) \right) \frac{u}{m} + a \left( \frac{\tilde{F}_z}{m} \right) \tag{10.3}
\]

The three contributions on the right side are shown (aside from a factor of \( a \)) in figures 10.1, 10.2, and 10.3 as a function of time and latitude. Aside from the transients during the first 8 or 9 days, the large-scale eddies (fig. 10.1) give an increase of angular momentum in middle latitudes and a decrease in subtropical latitudes. Its maximum intensity occurs approximately 2 days after the corresponding maximum flux divergence of heat (fig. 9.1). As might be expected the small-scale lateral diffusion (fig. 10.2) increases the angular momentum at high and low latitudes at the expense of that of the jet stream, but quantitatively the contributions are considerably less than that of the large-scale flux divergence. Of course, the surface stresses (fig. 10.3) increase the atmosphere's angular momentum in the surface easterlies and decrease it in the westerlies. The upward flux divergence of angular momentum from earth to atmosphere also shows a strong correlation with the index cycle, its maximum occurring at the transition from low to high index.

The zonal angular momentum itself, \( \frac{\partial}{\partial t} (\tilde{u}) m^2 \), resulting from these contributions, is shown in figure 10.4. This too is periodic but with small amplitude, attaining its maximum during the transition from low to high index. It is at this time that the maximum gradient of zonal angular momentum occurs south of the jet stream and one should therefore expect a minimum in the inertial stability.

In order to examine the degree of balance in the zonal angular momentum, we form the domain integral from (10.3)

\[
\frac{\partial}{\partial t} \left\{ \frac{a u}{2m^2} \right\} = \left\{ \frac{a \tilde{F}_z}{2m} \right\} \tag{10.4}
\]

by virtue of the lateral boundary conditions. Hence \( \frac{\partial}{\partial t} (\tilde{u}) m^2 \) can change only as a result of the non-vanishing of the right side, that is, if the zonal surface stresses exert a net torque on the atmosphere. Figure 10.5 shows \( \frac{\partial}{\partial t} (\tilde{u}) m^2 \) as a function of time. For this purpose we shall consider the budget for zonal angular momentum balances of zonal rings bounded by the latitudes \( y_{j-1} \) and \( y_{j+1} \) and by the boundary surfaces \( p_{j-1} \) and \( p_{j+1} \). Taking the normalized area-weighted integral of (10.1) and (10.2), i.e., operating with \( m^2/2 \Delta \int_{y_{j-1}}^{y_{j+1}} dy/m^2 \) and then multiplying by the mass of a zonal ring, \( -\frac{\hat{\rho}}{2} L y/m^2 \), we have that the change of angular momentum of a zonal ring is

\[
\frac{\partial}{\partial t} \left( \frac{L}{m^4} \right) = \frac{\hat{\rho}}{2} L \left( \frac{u_1}{m^4} \right) + \frac{\hat{\rho}}{2} L \left( \frac{u_2}{m^4} \right) + \frac{\hat{\rho}}{2} L \left( \frac{\tilde{u}}{2m^4} \right) + \frac{\hat{\rho}}{2} L \left( \frac{\tilde{F}_z}{m^4} \right) \tag{10.5}
\]
Figure 10.1.—The contribution to the meridional flux divergence of vertically integrated zonal angular momentum by the large-scale eddies and the meridional circulation.

Figure 10.2.—The contribution to the meridional flux divergence of vertically integrated zonal angular momentum by the small-scale lateral diffusion.
Taking a time mean and introducing deviations from the mean for the large-scale non-linear eddy transfers according to the notation (C4), (C5):

\[
\frac{\hat{p} L a 2 \Delta}{g} \left( \frac{\partial [u_1]}{\partial t} \right) = \frac{\hat{p} L a}{g} \left( \frac{[u_1 v_0]}{m^4} + (k_{h \Delta})^2 [D_1 D_{28}] \right)_{j+1} - \frac{\hat{p} L a 2 \Delta}{g} \left( \frac{[\bar{D}_{18}] + \frac{f}{2} \frac{\bar{F}_1}{v}}{m^2} \right)_{j} \quad \text{(10.7)}
\]

The fluxes may therefore be calculated upon applying the boundary conditions (5.2) and (5.6). The components are plotted in figure 10.6 for the period 17–39 days. The plotted values must be multiplied by \(-\frac{\hat{p} L a 2 \Delta}{g} = 1.44 \times 10^{12} \) gm cm\(^{-2}\) m\(^{-1}\) s\(^{-1}\) in order to get them into the units of equations (10.7) and (10.8). The double arrows denote the total fluxes. Although the angular momentum is somewhat non-steady locally (the numbers in parentheses), an attempt has been made to depict the flow by introducing a stream function, which is shown in figure 10.7. The predominant flow, upward from the subtropical surface westerlies, maximum northward just south of the angular momentum maximum and then downward in the surface westerlies, is in excellent qualitative agreement with similar charts of observed angular momentum streamlines by Widger [60] and Lorenz [25]. Even such features as the weak return circulations at equatorial and high latitudes are evident. However, the artificial boundaries in the present model preclude detailed comparison with observations in their vicinity.

For further comparison with observations wherever possible, the components of the northward flux in the upper and lower half of the atmosphere are graphed in figures 10.8 and 10.9 and the upward flux at 500 mb. and at the surface are graphed in figures 10.10 and 10.11. It is evident that the total northward transfer (curve D) is predominantly accomplished by the large-scale eddies (curve A). Comparison with Starr and White's [56] calculations from observations (using appropriately averaged data, i.e., what corresponds to \(u_1 v_0^*\)) and those of Mintz [31] shows excellent agreement in the magnitude and distribution of the large-scale eddy flux in the 500–0 mb. layer. Buch's [7] data do not differ materially from those of Starr and White. As in the case of northward heat flux our calculations are somewhat smaller in magnitude. But in the case of angular momentum a direct comparison with observations is somewhat more valid since observation gives a very small flux across 64.4° latitude. The percentage deviation of our results from observation in the 1000–500-mb. layer is much larger than in the upper layer, but the absolute deviation is about the same. The significance of our result is that we predict that the large-scale eddy flux in the lower atmosphere is almost an order of magnitude smaller than that in the upper half. The transfer by the meridional circulation (curve B) is virtually
**Figure 10.6.**—The contributions to the meridional and vertical flux of zonal angular momentum for the 17-39 day mean. The double arrows are the resultants.
negligible at all latitudes. The net upward transfer at 500 mb. in figure 10.10 (curve E) is for the most part a result of the transfer of the earth’s angular momentum by the meridional circulation (curve A). Since this is essentially ageostrophic, direct measurements are extremely difficult. The fact that the transports by the large-scale vertical advection terms are small (curves B and C) is a reflection of the quasi-geostrophic character of the motion, i.e., that the vertical advection of momentum in the equations of motion is negligible. More direct verification of this will be given in Section 12. The flux between the ground and the atmosphere is given in figure 10.11. Since the corresponding stress is more familiar we also show

\[ \tau_{x_1} = -\frac{\rho}{g} \bar{z} \bar{F}_x \]  

Here we have plotted the annual mean stress over the oceans from Priestley [44] and Mintz’s [31] deduced surface stress from the geostrophic poleward eddy flux of angular momentum.

As in the case of the heat transfer, we have calculated the angular momentum fluxes during the quasi-equilibrium period, 40–56 days, in figures 10.12, 10.13, 10.14, and 10.15. Here too we note that there has been a reduction of the transfer by the large-scale eddies, the meridional circulation, and the surface stresses, but that the general character of the latitudinal distribution is intact.

11. THE MEAN ZONAL WIND AND MERIDIONAL CIRCULATION

The mean zonal wind over the 17–39 day period, \( \bar{z}/m \), is shown in figure 11.1. The most striking failure is in predicting the maximum. Our value of 40 m. sec.\(^{-1} \) is larger than that of Mintz [31] who had 27 m. sec.\(^{-1} \) at a somewhat lower latitude and much larger than Buch’s measurements [7] of 19 m. sec.\(^{-1} \). Our discrepancy is however smaller than the theoretical calculations of Phillips [40] who had 50 m. sec.\(^{-1} \). The southward tilt with height of the axis of maximum zonal wind is in good agreement with observation. Our subtropical easterlies are in close agreement with observation except that they do not extend above the 500-mb. level. There is only a faint suggestion of a secondary maximum of zonal easterlies at 20° latitude in contradistinction to Phillips’ [40] and Charney’s [9] results. Although Mintz’s [30] observations show such a double structure during each season with the predominant maximum occurring at low latitudes, his annual mean [32] does not. On the other hand, Buch’s data [7] show only a single maximum at all seasons as well as for the annual mean. Cold core, flat base dishpan experiments [15], [17] also show the instantaneous existence of a weak double jet. The reality of a double jet as a feature of the annual mean is therefore in question since it may tend to be wiped out by averaging over latitudinal shifts with season. Its significance as a feature of the annual mean flow is even more questionable. It is quite possible that any stronger tendency for a double jet structure in our calculations may have been wiped out by too great a small-scale lateral diffusion coefficient.

The discrepancy in the magnitude of the maximum zonal wind reflects an error in both the vertical mean and the vertical shear. The vertical wind shear or alternatively the meridional temperature gradient is much too large. As is discussed in Appendix B, the equilibrium vertical shear as well as the zonal wave number of maximum instability are essentially determined by the effective static stability. Hence for a reduction of the effective static stability the wave number of maximum instability is increased and the equilibrium meridional temperature gradient is reduced. This would suggest that an effective static stability of 0.8 standard is too large. For example, figure 6.3 indicates that a reduction of the effective static stability to 0.6 standard would decrease the equilibrium vertical shear by 75 percent or the zonal wind maximum to about 30 m. sec.\(^{-1} \). It is not clear how much such a reduction would increase our large-scale eddy transfer of heat, which is also smaller than observed. If the net heating were not to be altered, any such increase would have to be accompanied by a corresponding increase in the southward heat transfer by the Ferrel cell.

The mean meridional circulation averaged over the 17- to 39-day period is shown in figure 11.2. As was evident in Section 9 only the subtropical Hadley and mid-latitude
Figure 10.8.—The contributions to the meridional flux of zonal angular momentum between 500 and 0 mb. for the 17-39 day mean corresponding to figure 10.6. The observed annual mean large-scale eddy flux: ● Mintz [31]; □ Starr and White [55]; ○ Buch [7].

Figure 10.9.—The contributions to the meridional flux of zonal angular momentum between 1000 and 500 mb. for the 17-39 day mean corresponding to figure 10.6.

Figure 10.10.—The contributions to the upward flux of zonal angular momentum through 500 mb. for the 17-39 day mean corresponding to figure 10.6.

Figure 10.11.—The upward flux of zonal angular momentum through the lower boundary for the 17-39 day mean due to surface friction corresponding to figure 10.6 (dashed curve) and the associated stress (solid curve). The “observed” surface stress for the annual mean: ● Priestley [44]; ○ Mintz [31].
Ferrel cells appear. The artificial boundary at 64.4° latitude precludes our detecting a third polar cell if it were a dynamical consequence. The vertical velocities associated with these meridional cells (1 mm. sec.−1) are an order of magnitude smaller than the large-scale synoptic vertical velocities. These certainly are not directly observable, but have been deduced by a number of investigators. Mintz and Lang’s [33] calculations of \( \bar{w} \) agree fairly well in magnitude and latitudinal distribution. On the other hand Buch’s [7], p. 33) data do not appear accurate enough for a comparison since they give a substantial net meridional mass transfer for the annual mean.

Tucker [58] made calculations for winter and summer. In both seasons his method gives maximum vertical velocities at the tropopause of 1–10 mm. sec.−1. One would expect the maximum at mid-troposphere with a minimum at the tropopause. Nevertheless the cellular structure
and intensity of the meridional circulation show reasonable agreement with our results.

The mean zonal wind and vertical velocity distribution during the quasi-equilibrium period 40-56 days are shown in figures 11.3 and 11.4. Comparison with figures 11.1 and 11.2 shows little difference in $\overline{u}/m$, but there is a 30 percent reduction in the intensity of $\overline{w}_z$.

12. THE MEAN MERIDIONAL MASS FLUX AND THE ZONAL GEOSTROPHIC BALANCE

By filtering external gravity waves, we have constrained the vertically integrated wind to be non-divergent and hence the mean flow is describable in terms of a stream function. On the other hand, the vertical shear component is not constrained, but we have seen evidence from the energy transformations involving the meridional circulation that there is a tendency for a domain mean geostrophic balance. To pursue this further, we consider the zonal mean of the meridional component of (2.2):
Multiplication by $m^{-2}$ has put it in terms of the poleward mass flux in the upper half of the model atmosphere which must just be balanced by the equatorward flux in the lower half.

A measure of the degree of geostrophic balance in the zonal component of the wind is obtained by considering just the non-viscous terms in (12.1) in which we set the transverse, i.e., the meridional component, $u=0$. The percentual geostrophic departure is then

$$\frac{\partial \hat{v}}{\partial t} = -m \frac{\partial}{\partial y} \left( \frac{\partial^2 \hat{F}}{\partial y^2} + \frac{1}{m^2} \left( f \frac{\partial \hat{\Phi}}{\partial y} - \frac{\alpha}{a} \frac{\partial \hat{\Phi}}{\partial y} \right) \right)$$

(12.1)

Figure 12.1 gives (12.2) as function of latitude and time. During the first 15 days the geostrophic departure is irregular at all latitudes. After this adjustment period we note that $\hat{v}/m$ is super-geostrophic north of 35° latitude and sub-geostrophic just to the south. Except near the equator, the geostrophic deviation is generally less than 10 percent. The super-geostrophic departures are at a maximum (7 to 8 percent) before and during low index, while at a minimum (1 to 2 percent) before and during high index. This supports our earlier observation (Section 8) that the ageostrophic components are excited in connection with the energy producing non-barotropic modes. It is of interest that the magnitude of the geostrophic departure at 5° latitude becomes progressively smaller with time, going from 500 percent at 12 days to less than 40 percent beyond 32 days to 10 percent or less after 45 days. This tendency toward geostrophic balance of $\hat{v}/m$ at equatorial latitudes is accompanied by a less dramatic but still perceptible increase in balance at higher latitudes. This coupling suggests again (cf. Section 7) that the ageostrophic components in low latitudes may respond to excitation from middle latitudes. The 17-39-day time mean, figure 12.2, shows the systematic effects with latitude more clearly, the departures being small even at 5° latitude.

The geostrophic departures are highly correlated with the gradient of the variance of the meridional wind component, as is suggested by the first term on the right side of (12.1). This may be seen more clearly and may be stated more precisely by noting that the non-viscous terms on the right side of (12.1) may be written as (see (2.8))

$$\frac{\hat{v} \left( f + \frac{\alpha}{a} \hat{u} \right) + m \frac{\partial \hat{\Phi}}{\partial y}}{m^2}$$

(12.2)

A calculation of
as a function of latitude and time reveals a less systematic pattern than (12.2) in figure 12.1. The ratio (12.4) may be close to the round-off and truncation error since $\eta$ and $B$ are not primary forecast variables in the numerical integration, which therefore could account for its erratic character. However, its magnitude is probably meaningful. A plot of the 17-39-day mean of (12.4) is given also in figure 12.2. In the Ferrel circulation, from 35° latitude poleward, the departure is less than 1 percent. Equatorward the departure becomes quite large.

The significance of this result is that it may provide a useful balancing approximation for the baroclinic (or shear) component of the flow in mid-latitudes.

13. COMPUTATIONAL ASPECTS

A few words should be said about the programing and the computation time required. The forecast code, consisting of approximately 5000 instructions, ran at the rate of 0.4 model atmosphere days per computer hour on the 704 and 3 days per hour on the 7090. This includes duplication checking except in the elliptic part. The diagnostic integral codes (energy transformations, heat and angular momentum fluxes, etc.) required approximately 12,000 instructions. As is often the case, 95 percent of the computer time was occupied by the shortest program, i.e., the forecasting code.

14. SUMMARY AND CONCLUSIONS

Our object has been to account for the gross morphology of the atmosphere’s general circulation, and to understand the processes by which it is maintained. To do this we have assumed that certain of the morphological characteristics are known a priori: that the vertical fine structure is virtually irrelevant so that it is adequate to use only two degrees of freedom, that the static stability varies relatively slightly in time and space and that we know its quasi-equilibrium value, that the atmosphere tends to be in radiative and thermal equilibrium in the large, that sound and external gravity waves contain relatively little energy and so may be ignored, that the details of the release of latent heat of condensation are not absolutely crucial so that some of the gross effects can be incorporated parametrically, and that kinematic and thermal effects of the land mass-ocean distribution are not essential to the question of the maintenance of the general circulation.

Despite these severe constraints, the problem which is left is far from trivial. We have succeeded in showing that the most efficient means for the poleward transfer of heat against the external heating gradient are the large-scale quasi-horizontal eddies in middle latitudes and the mean meridional circulation in low latitudes. The former agrees quite well with the observed eddy heat flux. As a consequence of the kinematics of these motions the upper half of the atmosphere carries zonal angular momentum poleward. If the lower boundary is rough, low-latitude easterlies and mid-latitude westerlies at the surface are created such that an angular momentum flux between the atmosphere and the earth just balances the high tropospheric poleward flux—as a result the total zonal angular momentum is virtually constant in time. Comparison with observation where possible yields surprisingly good agreement in the latitudinal distribution and in magnitude.

The efficiency of the quasi-horizontal eddies in the poleward heat flux lies with the small thermal Rossby number of middle latitude flows. The motions are thus quasi-geostrophic, and the equilibrium meridional temperature gradient is for the most part determined by the effective static stability. The meridional circulation, excited in connection with baroclinic processes, works against the quasi-geostrophic poleward heat transfer and potential to kinetic energy conversions. On the other hand the ageostrophic meridional circulation is unimportant in the poleward zonal angular momentum transfer but is predominantly responsible for the internal vertical momentum exchange, it carrying the earth’s angular momentum.

The general circulation of the model is maintained by a cyclic evolution with a period of 11 to 17 days during the 60-day experiment. This cycle is the result of the non-linear interaction of essentially four processes:
A quasi-time invariant meridional heating gradient.

Quasi-geostrophic baroclinic instability which is activated when the meridional temperature gradient attains a critical value due to the external heating. The resulting highly efficient meridional heat transfer reduces the temperature gradient at a faster rate than the heating gradient can create it, to the point that it becomes subcritical.

Non-linear transformation of eddy kinetic energy (resulting from the period of baroclinic instability) to kinetic energy of the barotropic components of the zonal wind.

Viscous dissipation in all components of the energy partition, which over an index or energy cycle tends to balance the net energy input of the heating gradient.

The role of these processes has been known for 10 to 15 years, but that they should interact cyclically has not been completely obvious from atmospheric observations, although laboratory analogs have shown "vacillations". The reason probably lies with the fact that the kinematic and thermal asymmetries of the earth's surface disrupt any tendency for the entire atmosphere to act simultaneously in concert, and so obscure a clear cyclic behavior. Our assertion that vacillations are a necessary consequence is weakened by the fact that the end of the experiment is marked by an energy balance in which the fluctuations are virtually missing. This could very well be a result of too strong a poleward heat transfer by small-scale diffusion.

It is significant to note that the quasi-constant energy source results in a cyclic response. The longitudinal scale of eddies is essentially as predicted by geostrophic baroclinic theory. The meridional scale of the motions is also primarily determined by the internal dynamics, and not by an impressed scale such as in the heating or by orography.

The interaction of the above processes is perhaps most clearly viewed and understood in terms of the energy transformations among a seven-way partition of the total energy: the zonal mean and zonal eddy available potential energy, $[P]$ and $P'$, the kinetic energy of the zonal mean meridional circulation $[K]$, the kinetic energy of the zonal mean and eddy components of the baroclinic modes $[K'_i]$ and $K'_i$, and of the barotropic modes $[K]$ and $K'$. The reason for choosing such a partition is that, in addition to making it possible to diagnose the conventional exchanges between the zonal mean and perturbation components of the potential and kinetic energy, one may also observe the role of the ageostrophic components and the exchanges between the baroclinic and barotropic components of the motion.

The nature of the energy cycle may be determined from the form of the transformation functions and may be verified by the experimental results. Because of strong geostrophic coupling and over an index cycle they each have a mean value close to zero. At any one time, however, they are almost exactly out of phase with $[P'\cdot K']$. If one isolates the effect of the Ferrel cell, then in mid-latitudes the non-geostrophic meridional circulation works against the quasi-geostrophic transformation by zonal circulations, considerably tempering purely geostrophic cyclogenesis. This leads us to conclude that the non-geostrophic modes are mainly excited in connection with the baroclinic branches of the energy cycle. However, we find that to maintain the mean meridional circulation $[K]$ against frictional dissipation, a direct circulation must be associated with a mean zonal baroclinic current $[\hat{u}]$ which is sub-geostrophic and an indirect circulation with $[\hat{u}]$ which is super-geostrophic. In the presence of zonal waves, the zonal mean of the zonal shear kinetic energy $[K]$ is maintained against dissipation by the perturbation kinetic energy $K'=K+\hat{K}$ according to the first two terms of the inequality

$$\langle P\cdot\hat{K}\rangle_{nc} \approx \langle [K]_{nc} + K'_{nc} \rangle > \langle [K]_{nc} \cdot [K']_{nc} \rangle \approx \langle [K]_{nc} \cdot [K']_{nc} \rangle$$

in which $([K]_{nc} + K'_{nc})$ is also geostrophically coupled to $\langle [P]_{nc} \cdot [P']_{nc} \rangle$, their ratio being approximately 0.7. The other hand, because the non-catalytic transfer, $\langle [K]_{nc} + K'_{nc} \rangle$, greatly exceeds the catalytic transfer in the opposite sense, $\langle [K]_{nc} \cdot [K']_{nc} \rangle$, $K'$ is thus maintained. The direct transfer $\langle [K]_{nc} \cdot [K']_{nc} \rangle$ due to triple correlations is negligibly small. The ultimate link in the general circulation, the barotropic zonal energy $[K]$, is maintained by $K'$ and $K'$, the transformation from the latter being larger.

Since the energy dissipations are of the same order as the energy source, our model requires that as much as almost half of the total energy dissipation must occur in the barotropic component, or that only 20 percent occurs in connection with surface stresses. This is in sharp contrast to estimates made from observation. It is not clear whether the model dissipation mechanism or the empirical estimates are at fault for the discrepancy.

It is significant to note that despite the good agreement with observation of the poleward large-scale lateral eddy transfer of heat and momentum, our model requires a significant transfer by sub-grid scale motions. No comparison with the corresponding transfer in the real atmosphere is available. In our model this transfer was introduced parametrically as a non-linear lateral diffusion and subject to some adjustment through the coefficient $k_n$. Should $k_n$ be made too small, then a systematic
acumulation of available potential and kinetic energy by the non-linear cascade would occur in the highest allowable spectral component, yielding what has been termed by Phillips [41] as a "non-linear computational instability."

The purpose for the introduction of the small-scale lateral diffusion was to simulate the physically real net cascade of energy from the larger than grid-size scale to the smaller scales which have been truncated by the discrete differencing. If we assert that there is no net accumulation of energy in the sub-grid scales, then the energy removed at grid scale must be taken as identical to the implied dissipation which must occur by molecular viscosity. The fact that such a formulation was used successfully for numerical integrations on the convective scale [22], where the grid scale was more than 1000 times smaller, suggests an element of validity in the approach. That is, if we can assume that the grid scale lies within an inertial sub-range, i.e., there is a net transfer of energy to higher wave numbers in the neighborhood of the grid scale, then we may express the exchange coefficient in the form $D = k_N \Delta$, where $k_N = 0.1-1.0$, $\Delta$ is the grid size and $D$ is the deformation measured on grid scale.

The central differencing scheme employed in the present calculations has since been superseded by other schemes which in various respects have more desirable properties such as in computational efficiency ([13], [22], [23]), or in preserving certain integral properties (Arakawa—unpublished), or in altering the treatment of the non-linear terms ([50]), or by resorting to spectral techniques [43].

It is doubtful, however, that the results reported upon here, within the context of the assumed physical constraints, would materially be altered. It has already been argued that there is a physical necessity for removing energy from the highest admissible spectral components, but it is not clear that any of the newer differencing schemes, except the spectral method, gives fresh insight in properly treating the implied sub-grid scale transfers. For example, consider an "energy conserving" differencing technique such as that of Arakawa. Even if the integral of the energy spectrum is an invariant, the distribution of energy can be altered by non-linear interactions so that much of the energy may still be trapped in the highest wave numbers admissible by the finite grid. Although this cascade may be more correctly described by means of an "energy conserving" scheme, one still can not ignore the communication of that part of the energy spectrum where the cascade is explicitly described with that corresponding to the sub-grid scale.

It is, of course, important to be aware of the sensitivity of this model to the empirically prescribed parameters as well as to study its "general circulation" for physically realizable conditions differing from those of this basic experiment. These parameters include the viscous coefficients, the heating function, the static stability, and the rotation rate. Experiments in which these parameters are varied will be described in subsequent reports.

The modest success of such a simple model encourages one to seek the explanation of some of the greater details of the atmosphere's general circulation which have been evaded here: the morphogenesis of the vertical-thermal structure and its mutual adjustments with the dynamics, the role of the hydrologic cycle, the role of kinematic and thermal asymmetries of the lower boundary, the interactive transfer of heat, momentum, and water vapor at the lower boundary, interhemispheric interactions, the coupling of the stratosphere and the troposphere. Probing into these details would require a degree of model sophistication two to three orders of magnitude greater in computational complexity than we employed in the present study. Our lack of theoretical understanding of the model elements to simulate condensation, convection, radiative transfer, boundary layer exchanges, etc., is perhaps a more serious deterrent than a lack of adequate computational apparatus. To remove a dynamical constraint or to replace a semi-empirical parametric formulation by an internally non-linearly interactive theory requires that the newly acquired degree of freedom account for the systematic properties of the process (which were here constrained parametrically) as well as its exceptional behavior. Otherwise the generalization could do more harm than good. For example, only recently has the relaxation of the geostrophic or balance constraint resulted in stable integrations, while the introduction of baroclinic degrees of freedom has yet to yield a consistent improvement at 500 mb. over a barotropic model.

In pursuing the objective to generalize theoretical models we must ask ourselves whether greater detail in formulating the contributing processes is warranted by truncation errors, by sensitivity of the results to detail, by the resulting increase in computational complexity and time, and by ignorance of the way these processes really work. Very often this cannot be determined in advance, but must wait for computational experiments to be performed.
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APPENDIX A

THE PARAMETERIZATION OF NON-ADIABATIC HEATING FOR THE VERTICALLY INTEGRATED ATMOSPHERE

It has been suggested by Charney [9] that Phillips' [40] simple heating function (which was only latitude dependent) could be somewhat generalized by assuming that: the atmosphere is transparent to solar radiation, the earth's surface absorbs as a blackbody, and the long-wave radiation from the ground is absorbed and reradiated by the atmosphere as a gray body. The radiative balance of a column may then be expressed in terms of a function of latitude and its mean temperature. It is possible to remove some of Charney's restrictive assumptions and to parameterize recent methods of calculation by Houghton [19], Budyko [8], and particularly London [24] in terms of the variables of our model. In particular these variables are the 500-mb. temperature, \(T\), and the divergence \(\mathbf{D}\).

We implicitly assume that the heat absorbed by the atmosphere is distributed in the vertical by the large-scale dynamics, internal convective processes, and internal radiative exchanges such as to preserve the static stability, which is taken as constant in time and space.* The co-

* A more general theory, which would leave the static stability to be self-determined must therefore not only have more degrees of freedom in the vertical temperature structure, but also permit radiative transfer to be dependent on the local distribution of its gaseous and particulate constituents, i.e., carbon dioxide, water vapor, ozone, and liquid water, and must at the same time explicitly provide for convective transfer. This requires far greater vertical resolution than is available in the present model and is approached by Manabe and Møller [29].

Efficients of the formulation of the net heating of the atmosphere will therefore parametrically embody the gross transmissive and absorptive properties of an atmospheric column. The discussion will be facilitated by referring to figure A1.

The solar radiation at the top of the atmosphere \(S_0\) is in part reflected back to space by an amount \(A_\alpha S_0\) and in part absorbed by the atmosphere by an amount

\[
\chi(1-A_\alpha)S_0 = S_d
\]  

(A1)

where \(A_\alpha\) is the atmosphere's albedo and \(\chi\) its opacity to solar radiation. The remainder, \((1-\chi)(1-A_\alpha)S_0\), reaches the earth's surface. Of this \(A_\alpha(1-\chi)(1-A_\alpha)S_0\) is reflected to space, while

\[
(1-A_\alpha)(1-\chi)(1-A_\alpha)S_0 = S_e
\]  

(A2)

is absorbed by the earth's surface. Here \(A_\alpha\) is the albedo of the ground.

We assume the surface to emit long-wave radiation as a blackbody, i.e., at the rate \(\sigma T_e^4\), where \(\sigma\) is the Stephan-Boltzmann constant and \(T_e\) the surface temperature. Only \(\Gamma T_e^4\) is absorbed by the atmosphere because of its window with respect to long-wave radiation, where \(\Gamma\) is

![Figure A1](image_url)

Figure A1.—Schematic diagram of the processes contributing to the heat balance. Symbols are defined in the text.
the long-wave absorptivity of the atmosphere. Hence
\((1 - \Gamma)\sigma T_z^4\) goes to space. We assume that the atmosphere radiates as a blackbody at effective temperature \(v_1^\top T_2\) and \(v_1^\bot T_2\) for downward and upward radiation, respectively. The parameters \(v_1^\bot\) and \(v_1^\top\) are to be determined. Therefore the back radiation is
\[
v_1^\bot e^{T_1^\bot} = L_\bot\tag{A3}
\]
and the long-wave radiation to space is \(v_1^\top e^{T_1^\top}\). The total outgoing long-wave radiation is therefore
\[
L_\top = (1 - \Gamma)\sigma T_z^4 + v_1^\top\sigma T_1^\top
\]
(A4)

We denote by \(E_s\) and \(E_L\) the flux divergence of heat due to the eddy transport of sensible and latent heat from the earth's surface to the atmosphere and by \(M\) the flux divergence of heat in the oceans due to lateral ocean transports. Assuming no heat accumulation at the earth's surface, then \(T_*\) is an equilibrium temperature resulting from the local balance
\[
M = S_* + L_\bot - \sigma T_2^4 - (E_s + E_L)
\]
(A5)

On the other hand, the atmosphere is not necessarily in local thermal equilibrium so that the net heating rate per unit area of a column must be
\[
\frac{p_0Q}{g} = S_* + \Gamma\sigma T_2^4 - v_1^\top\sigma T_1^\top - L_\bot + E_s + C
\]
(A6)

where \(Q\) is the heating rate per unit mass and \(C\) is the heat released by condensation.

Since the total absorption of solar radiation by the atmosphere and ground is
\[
A = S_* + S_g
\]
(A7)

then one may verify from (A4), (A5), and (A6) that
\[
A = \frac{p_0Q}{g} + L_\top + M + E_L - C
\]
(A8)

Finally, upon eliminating \(T_*\) and \(L_\bot\) among (A3), (A5), and (A6), the net atmospheric heating may be written in the form
\[
\frac{p_0Q}{g} = (S_* + \Gamma S_g) + (1 - \Gamma)E_s + C - \Gamma(E_L + M) - \mu\sigma T_2^4
\]
(A9)

where
\[
\mu = (1 - \Gamma)\nu_1^\bot + \nu_1^\top
\]
(A10)

It is to be noted that the planetary albedo, which is usually defined as the fraction of the solar radiation at the top of the atmosphere that is not absorbed by the earth and atmosphere, is
\[
A = 1 - \frac{A}{S_g}
\]
(A11)

Hence at the top of the atmosphere, the "radiation excess" is
\[
-AS_* + S_g - L_\top = A - L_\top = \frac{p_0Q}{g} + M + E_L - C
\]
(A12)

The transmissive parameters \(\chi, \Gamma, \nu_1^\bot/\nu_1^\top\) may be estimated from London's calculations. Since equilibrium is most valid for the annual mean, his seasonal calculations have been averaged arithmetically. They are tabulated in table A1 where London's terminology for each component is identified with the notation used here.

The derived quantities and parameters \(M + E_s + E_L, A_1\), \(A_s, A_1/1 - A_s, A, A, \nu_1^\bot/\nu_1^\top, A - L_\top, \Gamma, S_* + \Gamma S_g\) are given in table A2. To calculate \(\nu_1^\bot\) and \(\nu_1^\top\) individually we need the
observed annual mean 500-mb. temperature. This was determined as the arithmetic mean of London's seasonal temperatures by interpolation for standard elevations. $T_2$ is given in table A1. The quantities: $v_T, v_p, \mu E_S + E_L - C + M, (p_4 Q/g) - E_S, (p_4 Q/g) + E_L + M$ are given in table A2. The formulae and tabular data used in determining the above derived quantities also are given in table A2. The parameters $\Gamma, v_T, v_p$ are plotted in figure A2.

The intermediate results of Houghton's calculations are not given in as much detail, particularly in the longwave radiation where he used an Elsasser chart, and hence not all of the parameters can be determined individually. For the purposes of comparison wherever possible, Houghton's data and calculations are given in rows 1–7 of table A3. In similar fashion we may determine $\chi, A_s, A_{-L}T$ and $S_{a1}/A_s$ which are tabulated in rows 8–11. A comparison of $\chi$ for London's and Houghton's data is given in figure A3.

Budyko [8] calculated the heat balance at the earth's surface from $5^\circ$ N. to $55^\circ$ N. The first 5 rows in table A4 (taken from his table 14, p. 214) give $S_s, E_s + E_L + M, E_s, E_s$. The numbers in parenthesis give extrapolated values to the pole. Row 6 gives $C - E_L$ (taken from his fig. 73).

From table A2.16 we have for thermal equilibrium that the hemispheric mean $\{E_s\} = 137$ ly. day$^{-1}$. This is twice as large as that calculated by Budyko for the Northern Hemisphere (table A4.4), both however giving a net transfer from earth to atmosphere, $\{E_s + E_L + M\}$ from London's data is 212. Assuming no interhemispheric heat exchange by the oceans, $\{M\} = 0$ (Budyko finds this to be 9.4), then $\{E_s\} = 137$ from London's data which agrees with Budyko's 138. To find $E_s(\theta)$ consistent with London's $\{E_s\}$ we will use Budyko's $E_s(\theta)$ and normalize his $M(\theta)$ to give $\{M\} = 0$. This latter step is done by subtracting 9.4 from Budyko's $M(\theta)$. Table A5 gives $M + E_s$ from Budyko's adjusted data, and with London's data: $E_s, C - E_L, (p_4 Q/g) - \mu J T^4, p_4 Q/g$. For the purposes of comparison figure A4 shows $C - E_L$ as adjusted here, with Budyko's data only, and as calculated by Lufkin [28, table III].

![Figure A2.—The long wave radiation parameters deduced from London's [24] data.](image-url)
Table A3.—Annual mean data from Houghton [19], rows 1–7 (parentheses in row headings indicate Houghton's terminology); rows 8–11 are derived quantities (parentheses in row headings indicate equations and tables used from Appendix A).

<table>
<thead>
<tr>
<th>Latitude (°)</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>381</td>
<td>395</td>
</tr>
<tr>
<td>192</td>
<td>183</td>
</tr>
<tr>
<td>.071</td>
<td>.089</td>
</tr>
<tr>
<td>.220</td>
<td>.310</td>
</tr>
<tr>
<td>476.6</td>
<td>490.3</td>
</tr>
<tr>
<td>850.0</td>
<td>838.0</td>
</tr>
<tr>
<td>578</td>
<td>578</td>
</tr>
<tr>
<td>.319</td>
<td>.299</td>
</tr>
<tr>
<td>.392</td>
<td>.271</td>
</tr>
<tr>
<td>+96</td>
<td>+88</td>
</tr>
<tr>
<td>410</td>
<td>429</td>
</tr>
</tbody>
</table>

Table A4.—Annual mean data (ly. day⁻¹) for Northern Hemisphere from Budyko [8]. Parentheses in row headings show Budyko’s terminology.

<table>
<thead>
<tr>
<th>Latitude (°)</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>408</td>
<td>447</td>
</tr>
<tr>
<td>277</td>
<td>277</td>
</tr>
<tr>
<td>197</td>
<td>206</td>
</tr>
<tr>
<td>25</td>
<td>38</td>
</tr>
<tr>
<td>-55</td>
<td>-33</td>
</tr>
<tr>
<td>+101</td>
<td>-33</td>
</tr>
</tbody>
</table>
Figure A5.—A comparison of the radiative heating rate by Houghton [19] and London [24], with the net heating rate of the atmosphere deduced here.

Figure A5 shows $p_Q/g$ thus computed in contrast to a pure radiative balance $A-L_T$ from London’s and Houghton’s calculations. The effect near the equator gives an extremely large heating gradient with a minimum at 20° N, and a secondary maximum at 40° N. At middle and high latitudes the heating gradient is approximately the same as Houghton’s.

The required atmospheric heat flux to balance London’s (troposphere and stratosphere) and Houghton’s (troposphere only) radiative gradients and that to balance the net heating calculated here are given in figure A6. Our curve for the flux required to balance the net non-adiabatic heating $p_Q/g$ is less than half of Houghton’s and London’s, having a double maximum which is due to latent heat of condensation. The poleward maximum is at 50° latitude and the tropical maximum is at 12° latitude. The fact that the latter is larger than the former is not to be taken too literally in light of the uncertainties of the data, but the fact that there are two maxima seems to be quite real. This curve then represents the required sensible heat transport by atmospheric adiabatic dynamics.

We may subtract from the net sensible heat flux required by the atmosphere $p_Q/g$ (fig. A6) Mintz’s [31]
quasi-geostrophic large-scale eddy heat transfer (fig. 9.7). The residual, which is shown in figure A7, is what is required by other atmospheric transport processes—the ageostrophic large-scale eddy transfer, the meridional circulation, and small-scale heat diffusion. The small-scale poleward eddy heat transfer would probably be small and positive at all latitudes, so that the residual curve, if displaced slightly to more negative values, essentially represents the transport by the meridional circulation if we ignore the ageostrophic eddy transfer. It predicts a direct Hadley circulation at low latitudes and an indirect Ferrel circulation in middle latitudes. If the flux due to \( \frac{pQ}{g} \) were larger in magnitude, as the radiation balance alone requires (see fig. A6), then the heat transfer by the meridional circulation would be large and positive at all latitudes, implying a very strong single direct Hadley circulation. Since this would be at variance with other evidence of the nature of the mean meridional circulation, we take this to mean that the \( \frac{pQ}{g} \) curve in figures A5 and A6 is essentially correct.

Equation A9 permits the simple heating model to be expressed in terms of the parameters determined empirically and still be dependent on \( T_2 \) as a dependent variable.

We have already imposed local radiative equilibrium at the earth's surface. If we require the atmosphere to be in thermal equilibrium in the large then

\[
\int_0^{T_2} \int_{-\infty}^{\infty} \frac{pQ}{g} \cos \theta d\theta d\lambda = 0
\]

which by (A9) yields

\[
\{ \mu \mu T_2 \} = \{ [S_a + \Gamma S_a + C - \Gamma (M + E_a + E_x) + E_x] \} \quad (A13)
\]

Since \( T_2 \) enters as a model dependent variable, (A13) imposes a constraint on the planetary mean temperature. This may best be seen by linearizing \( \mu \) and \( T_2 \) such that

\[
\mu = \{ \mu \} + \mu'' \quad (A14)
\]

\[
T_2 = \{ T_2 \} + T_2'' \quad (A15)
\]

and the planetary mean values of \( \mu'' \) and \( T_2'' \) vanish. By the binomial theorem

\[
\mu T_2 \approx \{ \mu \} \{ T_2 \} + \frac{1}{2} \{ \mu \} \{ T_2 \}^2 + \frac{1}{4} \{ \mu \} \{ T_2 \}^3 \quad (A16)
\]

to first order approximation.

Since \( \mu \) and \( (S_a + \Gamma S_a + C - \Gamma (M + E_a + E_x) + E_x) \) have only been determined as functions of latitude from London's and Budyko's data, for radiative equilibrium of the Northern Hemisphere, we may write (A13) as

\[
\{ T_2 \}^4 - \{ [S_a + \Gamma S_a + C - \Gamma (M + E_a + E_x) + E_x] \} \quad (A17)
\]

From London's data \( [S_a + \Gamma S_a + C - \Gamma (M + E_a + E_x) + E_x] = 459.1 \) ly. day\(^{-1} \), \( \{ \mu \} = 0.8716 \) and with \( \sigma = 1.177 \times 10^{-7} \) ly. day\(^{-1} \) deg.\(^{-1} \), we have that \( \{ T_2 \} = 258.6^\circ \) A. This coincides with London's actual mean temperature 258.9\(^\circ\) A. despite the linearization. Hence we may write

\[
\frac{pQ}{g} = c - bT_2'' \quad (A18)
\]

where

\[
c = S_a + \Gamma S_a + C - \Gamma (M + E_a + E_x) + E_x \]

\[
- \sigma \{ \mu \} \{ T_2 \} \quad (A19)
\]

and

\[
b = 4 \sigma \{ \mu \} \{ T_2 \}^2 = 7.097 \text{ ly. day}^{-1} \text{ deg.}^{-1}
\]

The heating rate resulting from released latent heat, \( C \), is largely determined by the dynamics and an attempt will be made to formulate this process parametrically. The development will be based on a condensation model constructed by the writer [52], [54]. The individual change of potential temperature due to dynamical condensation or evaporation is given by:

\[
\frac{d \ln \Theta}{dt} = \delta \omega \left( \frac{d \ln \Theta}{dp} \right)_{p_0 \text{-const.}} \quad (A20)
\]

(\( \delta \) as used here is not to be confused with the notation in Section 4.) If the cloud stage is ignored and the air is assumed always saturated with respect to upward vertical motion then

\[
\delta = \begin{cases} 0, & \omega \geq 0 \\ 1, & \omega < 0 \end{cases} \quad (A21)
\]

\( (d \ln \Theta / dp)_{p_0 \text{-const.}} \) is a function of temperature and pressure only. We assume that the condensation takes place at a mean level of 700 mb., but that the heat released is redistributed through the entire vertical column so as to maintain the static stability. Hence the heating rate per unit area for the entire column is

\[
C = \frac{p_a}{g} (\delta \omega)_{700 \text{ mb.}} \left( \frac{d \ln \Theta}{dp} \right)_{p_0 \text{-const.}} \quad (A22)
\]

Consistent with our model, \( \omega \) varies linearly between 1000 and 500 mb. so that

\[
\omega_{700 \text{ mb.}} = 0.6 \omega_0 = 0.3 \frac{D}{p} \quad (A23)
\]

Hence we may write \((\delta \omega)_{700 \text{ mb.}}\) according to (A21) as

\[
(\delta \omega)_{700 \text{ mb.}} = 0.3 \frac{D + |D|}{2} \quad (A24)
\]

Using the standard temperature for 700 mb., 269\(^\circ\) A., then at 700 mb. \((d \ln \Theta / dp)_{p_0 \text{-const.}} = -0.100/700 \text{ mb.}\) We shall now express the coefficient of \( \delta \omega \) in (A22) in terms of quantities at 500 mb. For the standard atmosphere at 500 mb., \( \delta \ln \Theta / \delta p = -0.106/500 \text{ mb.} \) With

\[
2 \gamma_0^2 = \frac{p_a}{p_a^2} \left( \frac{d \ln \Theta}{dp} \right)_{500 \text{ mb.}} \quad (A25)
\]
where $h=7.9$ km. for the standard atmosphere, we have

$$\left(\frac{d \ln \theta}{dp}\right)_{p=\text{const.}, \text{700 mb.}} = 1.35 \frac{\gamma^2}{\rho g h} \quad (A26)$$

Inserting (A24) and (A26) into (A22) we have

$$C = \frac{p_t}{\gamma} \cdot 0.40 \gamma^2 \frac{\hat{D} + |\hat{D}|}{2} \quad (A27)$$

Evaluating the modelling coefficients we have

$$\frac{C}{(\hat{D} + |\hat{D}|)}/2 = 1.4 \times 10^3 \text{ly.} \cdot \text{day}^{-1} \frac{[[C]]}{[[|\hat{D}|]]}/2 \quad (A28)$$

since $[[\hat{D}]] = 0$. To assess the magnitudes, we revert to the more familiar vertical velocity which we approximate by $w_z = -h \hat{D}/2$, whence

$$\frac{[[C]]}{[[|w_z|]]}/2 \approx 300 \text{ly. day}^{-1} \text{cm. sec}^{-1} \quad (A29)$$

Upon taking London’s estimate of $[[C]] = 136 \text{ly. day}^{-1}$ (from table A1.12) we have that $[[|w_z|]] \approx 0.9 \text{cm. sec}^{-1}$, which seems reasonable.

Returning to (A27), we may now write (A9) as

$$\frac{p_t Q}{g} = (S_0 + \Gamma S_0) - \mu_0 T_1 + (1-\Gamma) E_0 + \Gamma(E_x + M) + \frac{p_t}{\gamma} 0.4 \gamma^2 \frac{\hat{D} + |\hat{D}|}{2} \quad (A30)$$

**APPENDIX B**

**A NON-DIMENSIONAL FORM OF THE BAROCLINIC INSTABILITY CRITERION**

Phillips [39] has derived the geostrophic baroclinic instability criterion for a linearized two-level model corresponding to the one being discussed in this paper. In our notation the criterion is

$$\mathcal{R}^2(2-\mathcal{R}^2) \geq \left(\frac{2 \mathcal{R}^2 \beta}{f U}\right)^2 \text{ unstable}$$

$$\mathcal{R}^2 \text{ neutral}$$

$$\mathcal{R}^2 \text{ stable} \quad (B1)$$

where $\mathcal{R} = \sqrt{2(n_s/af)^2} = \sqrt{2(c_s/c_i)^2}$, $\beta = maf/\gamma$ is the magnitude of the two-dimensional wave number so that $n$ is non-dimensional, while $c_s$ and $c_i$ are the speed of long internal gravity and inertial waves, respectively. Furthermore $2 \gamma^2 = h^2 \rho \ln \Theta/\partial z $, where $h = \hat{z} = 7.9$ km. is a scale height defined as the depth of the half-mass of the atmosphere and geostrophically $\hat{U} = h d U/\partial z = -gh \hat{\beta} \ln \Theta/\partial y$.

We define the Richardson number as

$$R_i = g \left(\ln \Theta/\partial z\right)^2 \frac{\hat{U}}{g} \left(\ln \Theta/\partial y\right)^2 \quad (B2)$$

If we then define the thermal Rossby number as

$$R_{\text{rot}} = \frac{\hat{U}}{\hat{f}} = -\frac{gh}{af} \frac{\partial \ln \Theta}{\partial y} \quad (B3)$$

then the non-dimensional product

$$R_i R_{\text{rot}} = -\frac{h}{a} \frac{\partial \ln \Theta}{\partial z} \quad (B4)$$

is an inverse normalized measure of slope of the isentropes.

From the above definitions we also have that

$$\mathcal{R} = \frac{n_s^2}{\sqrt{2}} R_i R_{\text{rot}} \quad (B5)$$

Hence the stability criterion may be written as

$$\mathcal{R}^2(2-\mathcal{R}^2) \geq 1 \text{ unstable}$$

$$\mathcal{R}^2 \text{ neutral}$$

$$\mathcal{R}^2 \text{ stable} \quad (B6)$$

The condition for the maximum value of $\mathcal{R}$ above which instability is not possible is that the left side of (B6) be a maximum, i.e., that $\mathcal{R} = \pm 1$. Concerning ourselves with statically stable motions, we must take the positive root,

$$\mathcal{R} = 1 \quad (B7)$$

Let us examine the consequences of assuming that the linear critical condition (the equality in (B6)) is presumably the equilibrium about which a non-linear system would oscillate under the influence of energy generation and dissipation. The generation and dissipation, however, must balance in the long run for such an equilibrium to exist. For equilibrium at the most unstable level, we get upon inserting $\mathcal{R} = 1$ in the equality of (B6) that $I^2 = 1$. This corresponds to the greatest lower bound of $I^2$ with respect to $\mathcal{R} \geq 0$ for stability. From (B4) we have that the roots $I = \pm 1$ correspond to $\partial \ln \Theta/\partial y \leq 0$. In the troposphere $\partial \ln \Theta/\partial y < 0$ or

$$I = 1 \quad (B8)$$

With this root taken in (B4) and (B5) we have that

$$n_s^2 R_{\text{rot}} = \frac{1}{m} \quad (B9)$$

$$R_i = \frac{(m a)^2}{\sqrt{2}} \quad (B10)$$

$$R_i R_{\text{rot}} = \tan \theta = -\frac{h}{a} \frac{\partial \ln \Theta}{\partial z} \quad (B11)$$
From (B9) and (B10) we have that at a given latitude the most unstable wave number \( n \) is a function only of \( R_t \) or of \( R_{OT} \) (fig. B1). From the thermodynamic equation for adiabatic changes in a quasi-steady state we have that the heat flux divergence in the vertical balances that in the horizontal, or for the zonal mean that

\[
\frac{w}{\varphi} = -\frac{\partial \ln \theta/\partial y}{\partial \ln \theta/\partial z} \tag{B12}
\]

i.e., the slope of the stream-surface equals that of the isentropes. Taken with the equilibrium condition (B11) we have

\[
\frac{w}{h} = \frac{h}{a} \cot \theta \tag{B13}
\]

Hence in middle latitudes \( w/\varphi \sim 1.2 \times 10^3 \), which predicts the quasi-horizontal nature of the disturbances to good agreement with observation.

We note from figure B1 that since \( n \) increases with decreasing \( R_{OT} \) for a given \( R_t \), the scale of the perturbations is reduced to the point where they would presumably become significantly ageostrophic. Hence we could expect that the geostrophic baroclinic instability theory is valid in a closed range spanning approximately an order of magnitude of variation in \( R_{OT} \).

From (B11) we have that the equilibrium slope of the isentropes depends only on cotangent of the latitude. In fact since \( |I| = 1 \) is the greatest lower bound of \( |I| \) then it means that the magnitude of the equilibrium slope of the isentropes is at a minimum. Since the magnitude of the slope of the isentropes is a measure of the zonal available potential energy, this seems to constitute a minimum energy principle akin to those occurring in classical thermodynamics, a result which in essence was derived by Eady [12]. Interpreted for the atmosphere, more correctly the condition (B11) must take into account the effects of partial condensation on the effective static stability [54]. We will do this somewhat more precisely than was done in parameterizing condensation in Appendix A.

The conventional equivalent potential temperature for saturated air is

\[
\theta_E = \theta \exp \left( \frac{L_v}{c_p T} \right) \tag{B14}
\]

where \( L_v \) is the latent heat of condensation and \( r_s \) is the saturation mixing ratio. We define the partial equivalent potential temperature for moist air as

\[
\theta_{PE} = \theta \exp \left( \frac{L_v r / c_p T}{c_v T} \right) \tag{B15}
\]

where \( r/r_s \) is the relative humidity. Therefore

\[
\theta_{PE} \approx \theta + (\theta_E - \theta) r/r_s \tag{B16}
\]

To verify (B11) for the atmosphere, we employ the data of Peixoto [37], [38]. Figures B2, B3, and B4 show \( \theta_{PE} \) and \( \theta \) in meridional cross-sections for summer, winter, and the annual mean, where we have assumed the relative humidity to be equal at 500 and 300 mb., and negligible at and above the 200-mb. level. \( \partial \ln \theta_{PE}/\partial y \) was evaluated between 1000 mb. and 250 mb. (interpolated), while \( \partial \ln \theta/\partial y \) was evaluated over a 20° latitude span at 500 mb. and we have taken \( h = 7.9 \) km. The inverse of the ratio on the right side of (B11) computed from the observed \( \theta_{PE} \) is plotted in figure B5. Also shown is the theoretically deduced dependence, \( \cot \theta \). The latitudinal variability agrees quite well between 30° and 60° latitude. Absolute coincidence
Figure B3.—The same as figure B2, but for winter.

Figure B4.—The same as figure B2, but for annual mean.

Figure B5.—A comparison of the theoretical equilibrium \( (R_t R_{\text{OT}})^{-1} \) and the observed (with \( \theta_{\text{EP}} \) used instead of \( \theta \)).

would have been improved if \( h \) were taken to be 11 km. The deviations at high and low latitudes are in part due to the \( \beta \)-plane kinematics used in deriving the criterion. But more important at low latitudes is the fact that the assumption \( R_{\text{OT}} \ll 1 \) is becoming invalid, so that the predominant processes responsible for energy transformations and heat transport are meridional circulation and small-scale convection. The latter is suggested by the fact that in summer \( R_\theta < 0 \) at 0° and 10° latitude, and therefore the data have not even been plotted.

These results suggest that it might be consistent within the context of the model being discussed in this paper to parameterize the static stability as a given function of latitude, rather than as a spatial constant. This has not been done in the work reported upon here.

The requirement for the invariance of the slope of the isentropes seems to be verified by laboratory experiment [16]. In their notation, \( R_t R_{\text{OT}} \propto S_t^2 / R_{\text{OT}} \propto \Delta_t T / \Delta_t T \) appears to be invariant along the transition curve from symmetric to wave regimes for the range \( 6 \times 10^{-3} < R_{\text{OT}}^2 < 3 \times 10^{-1} \). The further implication then is that for \( R_{\text{OT}}^2 < 9 \times 10^{-2} \), where \( \Delta_t \theta \) and \( R_{\text{OT}}^2 / G^2 \) are constant, \( S_t^2 / G^2 \) and therefore \( \Delta_t T \) are constant. On the other hand, for \( R_{\text{OT}}^2 > 9 \times 10^{-2} \), where \( R_{\text{OT}}^2 / G^2 \) is approximately constant, \( S_t^2 / G^2 \) and \( \Delta_t T \) vary as \( (R_{\text{OT}})^3 \).

(B11) permits an estimate of the equilibrium zonal available potential energy. Approximating the temperature deviation by \( T' = \delta y / \partial T / \delta y = \hat{\Phi} / R \), where \( \delta y = 0 \) is the latitude \( \theta_0 \) at which \( T \) attains its mean value, then using (B11), we have that

\[
\hat{\Phi} = -2 \gamma^2 \frac{R[T]}{\frac{\delta y}{\partial T}} \left( \frac{\delta y}{\partial T} \right) \frac{\partial}{\partial \theta} \text{ctn} \theta
\]  

Inserting in (8.11) yields:

\[
[P_2] = \left( \frac{\gamma R[T]}{\frac{\delta y}{\partial T}} \text{ctn} \theta \right) = \gamma^2 \left( \frac{R[T]}{\frac{\delta y}{\partial T}} \right)^2 \frac{\partial y}{\partial T} \frac{\text{ctn}^2 \theta}{3}
\]
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Hence $\mathcal{P}_d$ is proportional to the static stability. We have seen from (3.4) that $\{[T]\}$ is largely deducible from $\{[A]\}$ and that in fact $R\{[T]\}/gh=1$. Therefore for $\delta_0=\pi/4$ and with the standard static stability, we find that $\mathcal{P}_d \sim 1$ joule gm.$^{-1}$. This agrees in magnitude with Lorenz's [26] estimate from an assumed value for $T''$.

If within the limits of small-perturbation quasi-geostrophic constraints the zonal available potential energy is a function of the static stability only, then what effect should the variation of the meridional heating gradient have? Let us assume that the total energy is conserved over a long period, i.e., the total dissipation balances the potential energy generated by the heating gradient. Hence for a given static stability, to maintain the equilibrium temperature gradient requires that baroclinic instability, which is actuated discontinuously and is responsible for fluctuations of the available potential energy about its equilibrium, occur more frequently and more vigorously the greater the heating gradient. This would only affect the period and amplitude of the index cycle, meeting the requirement for greater poleward heat transport to maintain the equilibrium temperature gradient.

Thus one would conclude that the observed seasonal temperature gradient variations are a secondary effect, associated with mutual adjustments with the variations of effective static stability $\Delta \theta_{ea}/\partial z$ (cf. fig. B5).

APPENDIX C

NOTATION CONVENTIONS

\begin{tabular}{ll}
$a$ & radius of earth, 6371 km. \\
b & heating coefficient for linearized form, defined by (A19) \\
c & heating coefficient for linearized form, defined by (A19) \\
c_d/2 & drag coefficient \\
c_p & speed of long internal gravity waves \\
c_r & speed of long inertial waves \\
c_r & specific heat of air at constant pressure, 0.239 cal. gm.$^{-1}$ deg.$^{-1}$ \\
c_R & radiative heating coefficient for linearized form, defined by (3.6) \\
c_s & specific heat of air at constant volume, 0.170 cal. gm.$^{-1}$ deg.$^{-1}$ \\
f & Coriolis parameter, $2\Omega a$ \\
g & acceleration of gravity, 981 cm. sec.$^{-2}$ \\
h & scale height: the depth of half mass of the standard atmosphere, $\hat{z}=7.9$ km. \\
i & $x$-finite difference index \\
j & $y$-finite difference index \\
k & $z$-finite difference index \\
k_0 & von Kármán's constant, 0.4 \\
k_R & lateral diffusion constant \\
l & ratio of the magnitude of the surface wind to the extrapolated surface wind \\
m & sec $\theta$, Mercator map factor \\
n & magnitude of the horizontal two-dimensional wave number times $a$ \\
p & pressure \\
r & mixing ratio \\
r_s & saturation mixing ratio \\
t & time \\
u & eastward Mercator map wind component \\
v & northward Mercator map wind component \\
V & Mercator map wind vector, $i(u+jv)$ \\
w & vertical velocity, $dz/dt$ \\
x & eastward Mercator map coordinate \\
y & northward Mercator map coordinate \\
z & height \\
z_i & height of $p_i$ surface \\
z_{iv} & height of boundary between Prandtl and Ekman layers \\
z_* & roughness length \\
A & planetary albedo \\
A_s & atmosphere's albedo \\
A_e & earth's albedo \\
C & heat released by condensation \\
$|D|$ & magnitude of the horizontal deformation tensor, defined by (4.24) \\
$D_s$ & shearing stress, defined by (4.23) \\
$D_F$ & tension stress, defined by (4.23) \\
$E_L$ & flux divergence of heat due to eddy transport of latent heat \\
$E_S$ & flux divergence of heat due to eddy transport of sensible heat \\
F & horizontal frictional force vector \\
$\nu F$ & horizontal frictional force vector due to stresses in horizontal planes, defined by (4.22) \\
$\tau F$ & horizontal frictional force vector due to stresses in vertical planes, preliminarily defined by (4.2) \\
$\nu F$ & horizontal frictional force vector due to vertical surface stresses, preliminarily defined by (4.4) \\
$\nu F_i$ & horizontal frictional force vector due to vertical internal stresses, preliminarily defined by (4.4) \\
G & difference between horizontal frictional and inertial force vectors, defined by (2.4) \\
\end{tabular}
1 horizontal inertial force vector, defined by (2.5)
J number of grid-points in N–S direction, including boundaries
K eddy viscosity due to stresses in vertical planes
\( K_\Pi \) mean eddy viscosity in Ekman layer
\( L \) \( \phi dz = 72 \Delta \)
\( L_h \) latent heat of condensation
\( M \) flux divergence of heat in oceans due to lateral ocean transports
\( Q \) non-adiabatic heating rate per unit mass due to all processes except lateral diffusion
\( Q_r \) non-adiabatic heating rate per unit mass due to radiative transfer
\( R \) gas constant for air, \( 2.87 \times 10^5 \text{ erg gm}^{-1} \text{ deg}^{-1} \)
\( R_t \) Richardson number, defined by (B2)
\( R_\Pi T \) thermal Rossby number, defined by (B3)
\( T \) temperature
\( T_2 \) 500-mb. or vertical mean temperature
\( T_s \) temperature of earth's surface
\( U \) zonal mean eastward earth wind speed
\( Y \) \( y \) at the poleward boundary
\( \alpha \) \( \sin \theta \)
\( \beta \) \( m df/dy \)
\( \gamma \) measure of the effective static stability due to condensation processes, taken as a fraction of \( \gamma_s \)
\( \eta_\gamma \) measure of the static stability at 500 mb., \( k(\gamma_0 \ln \theta/\Delta z)^{1/2} \)
\( \delta \) acute angle between surface wind and geopotential lines
\( \epsilon \) roughness parameter, defined by (4.7)
\( \xi \) vertical component of relative vorticity
\( \eta \) vertical component of absolute vorticity
\( \varphi \) latitude
\( \kappa \) \( R/\rho = 0.287 \)
\( \lambda \) longitude
\( \mu \) \( (1 - \Gamma) \psi + \rho \Gamma \)
\( \nu \) normalization parameter for upward long-wave atmospheric radiation
\( \nu_\downarrow \) normalization parameter for downward long-wave atmospheric radiation
\( \xi \) dummy variable
\( \rho \) density
\( \sigma \) Stephan-Boltzmann constant, \( 1.177 \times 10^{-7} \text{ ly. day}^{-1} \text{ deg}^{-4} \)
\( \tau \) time finite difference index
\( \tau \) stress vector in vertical plane
\( \psi \) dummy variable
\( \phi \) geopotential
\( \chi \) opacity to solar radiation
\( \psi \) stream function corresponding to vertically integrated flow
\( \psi^* \) stream function tendency, \( \partial \psi/\partial t \)
\( \omega \) \( dp/dt \)
\( \Gamma \) long wave absorptivity of the atmosphere
\( \Delta \) horizontal map grid increment
\( \Delta t \) time differencing increment
\( \Theta \) potential temperature
\( \Theta_\Pi \) equivalent potential temperature
\( \Theta_\Pi S \) partial equivalent potential temperature defined by (B15)
\( \Omega \) angular velocity of earth's rotation
\( \Lambda \) lapse rate
\( \Lambda_s \) arbitrary “circulating” energy transformation
\( \Xi \) deviation from domain mean geopotential, \( \phi'' = \phi - \{\phi\} \)
\( \sum \) total absorption of solar radiation by atmosphere and earth
\( \mathcal{B} \) “Bernoullian” energy, defined by (2.10)
\( \mathcal{D} \) horizontal divergence
\( \mathcal{E} \) energy
\( \mathcal{F} \) energy sinks
\( \mathcal{H} \) \( k \) times the heating rate per unit mass due to lateral flux divergence by small-scale eddies.
\( \mathcal{I} \) \( R_t R_\Pi T/\kappa \alpha \)
\( \mathcal{K} \) kinetic energy per unit mass
\( \mathcal{L}_\uparrow \) total outgoing radiation
\( \mathcal{L}_\downarrow \) back radiation
\( \mathcal{P} \) available potential and latent energy per unit mass
\( \mathcal{P}_L \) available potential energy per unit mass
\( \mathcal{R} \) \( \sqrt{2(c_e/c_p) }^3 \)
\( \mathcal{S} \) energy sources
\( \mathcal{S}_d \) solar radiation absorbed by atmosphere
\( \mathcal{S}_o \) solar radiation at top of atmosphere
\( \mathcal{S}_s \) solar radiation absorbed by earth's surface

We will use a short hand notation for various types of integrals. The mapping is by Mercator projection [53]. The zonal mean is

\[
[\xi] = \frac{1}{L} \int_0^L \xi dx, \quad L = \int_0^L dz
\]

or

\[
[\xi] = \frac{1}{L} \sum_{j=0}^{N} \xi_j
\]

and

\[
\xi = [\xi] + \xi' \]

A time mean between \( t_0 = \tau_0 \Delta t \) and \( t_s = \tau_s \Delta t \) of a zonal mean is

\[
\xi_j = \frac{1}{t_s - t_0} \int_{t_0}^{t_s} \xi_j dt = \frac{1}{t_s - t_0} \left( \frac{[\xi_j]^2}{2} + \sum_{i=0}^{i<0} [\xi_i]^2 + \frac{[\xi_j]^2}{2} \right)
\]
Meridional integrals from the equator to an arbitrary latitude \( y \) will be evaluated according to:

\[
\int_0^y \frac{d\theta}{m^2} = \left( \frac{1}{2} \frac{\xi_0}{m_0^2} + \sum_{j=1}^{16} \frac{\xi_j}{m_j^2} \right) \Delta
\]  

The meridional mean is

\[
\langle \xi \rangle = \frac{1}{\int_0^\gamma d\gamma \int_0^\gamma \xi \frac{d\gamma}{m^2}}
\]

where either (C8) or (C9) is used if \( \xi \) is known at the \( j \) or at the \( j + \frac{1}{2} \) grid points, respectively. The area mean of \( \xi \) is therefore \( \langle \xi \rangle \).

It will be useful to deal with deviations from the area mean which is defined through

\[
\xi = \langle \xi \rangle + \xi''
\]

The vertical structure will be described by the following notation. The posterior subscripts 0, 1, 2, 3, and 4 will denote a quantity at 0, 250, 500, 750, and 1000 mb., respectively, the lower boundary being set at \( p_4 \). If we denote by

\[
\tilde{\xi} = \xi_1 + \xi_2, \quad \xi = \xi_1 - \xi_2
\]

then it follows that

\[
\begin{align*}
2\tilde{\xi} &= \tilde{\xi} + \tilde{\xi}^* \\
2\xi &= \xi + \xi^*
\end{align*}
\]

We summarize the energy transformation conventions introduced in Section 8. If \( \xi_i \) is a particular energy partition then

\[
\frac{\partial \xi_i}{\partial t} = \langle (\xi + S + F)\xi_i \rangle
\]

where \( \xi, S, F \) are the sums of the energy partitions, sources, and sinks, respectively. The transformation from partition \( A \) to \( B \) is

\[
\langle A*B \rangle
\]

and the following identities hold:

\[
\langle A*B \rangle = -\langle B*A \rangle
\]

\[
\langle A*A \rangle = 0
\]

\[
\langle A*(B+C) \rangle = \langle A*B \rangle + \langle A*C \rangle
\]

If two transformations \( \langle A*C \rangle \) and \( \langle C*B \rangle \) are catalytic with respect to their common energy component \( C \) then:

\[
\langle A*C \rangle = \langle A*C \rangle_C + \langle A*C \rangle_{NC}
\]

\[
\langle C*B \rangle = \langle C*B \rangle_C + \langle C*B \rangle_{NC}
\]

\[
\langle A*C \rangle_C = \langle C*B \rangle_C
\]

\[
\langle A*C \rangle_{NC} = -\langle B*C*A \rangle = \frac{\langle A*C \rangle_C + \langle C*B \rangle_C}{2}
\]

\[
\langle A*C \rangle_{NC} = -\langle C*B \rangle_{NC}
\]

\[
\text{PARAMETERS OF THE NUMERICAL MODEL}
\]

\[
\text{Differencing}
\]

\[
p_k = k \times 250 \text{ mb. } k = 0, 1, 2, 3, 4 \text{ so that } p_4 - p_2 = -\hat{p} = 500 \text{ mb.}
\]

\[
\Delta = 555 \text{ km.}
\]

\[
J = 18
\]

\[
\delta t = 20 \text{ min.}
\]

\[
\text{Thermal}
\]

\[
\{ T_{\theta} \} = 25.1^\circ \text{ A.}
\]

\[
2\gamma_1 = 8250 \text{ m}^2 \text{ sec}^{-2} \text{ (equivalent to } \Lambda_2 = 6.5 \text{ deg.} \text{ km}^{-1})
\]

\[
2\gamma_2 = 6600 \text{ m}^2 \text{ sec}^{-2}
\]

\[
\text{Radiative}
\]

\[
b = 4.7 \text{ ly. day}^{-1} \text{ deg}^{-1}
\]

\[
\text{c(} \theta \text{), figure 3.1}
\]

\[
\text{Small-scale eddy diffusion}
\]

\[
\text{Boundary layer}
\]

\[
\varepsilon_2/K_x = 10^4 \text{ sec.}
\]

\[
l = 0.6
\]

\[
(\varepsilon_2/2)_y = 0.012
\]

\[
\text{Internal vertical}
\]

\[
(\rho K)_y = 50 \text{ gm. cm}^{-1} \text{ sec}^{-1}
\]

\[
\text{Lateral}
\]

\[
k_h = 0.28
\]