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ABSTRACT

Available potential energy (APE) is defined as the difference between total potential plus internal energy
of a fluid in a gravity field and a corresponding reference field in which the fluid is redistributed (leveled)
adiabatically to have constant stably-stratified densities along geopotential surfaces. Potential energy
changes result from local shifts of fluid mass relative to geopotential surfaces that are accompanied by
local changes of enthalpy and internal energy and global shifts of mass (because volumes of fluid elements
are not conserved) that do not change enthalpy or internal energy. The potential energy changes are ex-
amined separately by computing available gravitational potential energy (GPE) per unit mass and total
GPE (TGPE) per unit area.

A technique for estimating GPE in the ocean is developed by introducing a reference density field (or an
equivalent specific volume anomaly field) that is a function of pressure only and is connected to the ob-
served field by adiabatic vertical displacements. The full empirical equation of state for seawater is used in
the computational algorithm. The accuracy of the estimate is limited by the data and sampling and not by
the algorithm itself, which can be made as precise as desired.

The reference density field defined locally for an ocean region allows redefinition of dynamic height
AD (potential energy per unit mass) relative to the reference field. TGPE per unit area becomes simply
the horizontal average of dynamic height integrated over depth in the region considered. The reference
density surfaces provide a precise approximation to material surfaces for tracing conservative variables
such as salinity and potential temperature and for estimating vortex stretching between surfaces.

The procedure is applied to the MODE density data collected in 1973. For each group of stations within
five 2-week time windows (designated Groups A-E) the estimated GPE is compared with the net APE
based on the Boussinesq approximation and to the low-frequency kinetic energy measured from moored
buoys. Changes of potential energy of the reference field from one time window to the next are large
compared with the GPE within each window, indicating the presence of scales larger than the station grid.

An analysis of errors has been made to show the sensitivity of the estimates to data accuracy and
sampling frequency.
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1. Introduction

Nearly geostrophic flow in the ocean is maintained
by potential energy stored as vertical displacements
of density surfaces relative to level (geopotential)
surfaces. If the rate of dissipation of kinetic energy
is less than the conversion rate from potential energy,
the flow accelerates or intensifies. If the conversion
rate is less, the flow weakens. An initially unbalanced
density field will tend to spin up toward a geostrophi-
cally balanced flow converting potential to Kinetic
energy by flow down pressure gradients (Saunders,
1973). An initially unbalanced velocity field will con-
vert kinetic to potential energy to approach geo-
strophic balance (Rhines, 1977). Processes of geo-
strophic adjustment have received considerable at-
tention in the literature starting with Rossby (1938).

The major conversion of potential to kinetic en-
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ergy in the ocean occurs in western boundary cur-
rents such as the Gulf Stream. Potential energy ac-
cumulated in the ocean interior by heating and con-
vergence of Ekman drift is converted to Kinetic
energy in the Gulf Stream as the flow is accelerated
by the downstream pressure gradient. The conver-
sion is partial because the constraints imposed by
geostrophy require a strong cross-stream slope of
density surfaces. Consequently, large quantities of
both kinetic and potential energies are converted
into the mesoscale range in the formation and break-
down regions of the Gulf Stream through a combina-
tion of barotropic and baroclinic instabilities (Rhines,
1977; Holland, 1978).

Significant conversion of potential energy may also
occur to the mesoscale through baroclinic instability
in open ocean regions where horizontal gradients of
density are sufficiently strong (Gill et al., 1974,
Robinson and McWilliams, 1974). Estimates from
oceanographic data of the potential energy available
for conversion to kinetic energy have not been used
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extensively in studying ocean dynamics. This may
be due, in part, to the lack of an acceptably defined
procedure for estimation. For small vertical displace-
ments, the Boussinesq approximation for estimating
available potential energy suffices. For large vertical
displacements found in Gulf Stream rings, for ex-
ample, this approximation cannot be expected to yield
accurate estimates. Barrett (1971) and Cheney and
Richardson (1976) used the anomaly of potential en-
ergy within the ring referenced to the surrounding
region to evaluate available potential energy. Reid
et al. (1981) point out that this method overestimates
APE because replacement of a ring or eddy by the
surrounding density field does not satisfy mass con-
servation and, therefore, includes a contribution to
potential energy that biases the estimate.

Vulis and Monin (1975) estimated available po-
tential energy for the North Atlantic by leveling the
entropy field (computed from observed mean tem-
perature, neglecting salinity variations) with respect
to the pressure field. Their estimate of 700 J m™3
averaged over the volume of the Atlantic is of the
same magnitude as the atmospheric available po-
tential energy for the Northern Hemisphere calcu-
lated by Peixé6to and Oort (1974). The error in neglect-
ing salinity was not evaluated.

Lorenz (1955) introduced the concept of available
potential energy (APE) in the study of energetics of
the atmosphere. He pointed out that no conversion
of potential to kinetic energy can occur if the density
field is uniform on geopotential surfaces. Such a
state represents a relative minimum of potential en-
ergy. If the stratification is stable, no further re-
duction of potential energy is possible by adiabatic
processes. The potential energy, of course, can be
reduced further by nonadiabatic processes such as
heat and salt exchange through boundary fluxes and
internal diffusion. Lorenz defined APE as the dif-
ference between the potential plus internal energy
of the observed density field and a reference field
that is obtained by redistributing mass adiabatically
so that density is uniform on geopotential surfaces.
Lorenz used the sum of internal and potential en-
ergy in his definition. The total internal energy is
proportional to the potential energy assuming a per-
fect gas law for the atmosphere. Because propor-
tionality between the total internal and potential
energies does not hold for the ocean and because
changes of internal energy have a different distribu-
tion within a water column than the potential energy
changes, the potential energy changes are computed
separately.

Following the terminology introduced by Reid
et al. (1981), we will define the difference of po-
tential energy per unit mass of the observed density
field and the corresponding adiabatically leveled field
as the available gravitational potential energy (GPE)
and the vertical integral over the column as total
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available gravitational potential energy (TGPE).
Thus, the net or ‘‘true’” APE is the sum of TGPE

-and the internal energy change per unit area. The

separation permits examination and comparison of
relative magnitudes and vertical distribution within
the water column that is not readily available from
the integral expressions for APE or from the en-
thalpy formulation used by Reid et al. (1981).

The procedure for estimating GPE is applied to the
hydrographic data set obtained during the Mid-Ocean
Dynamics Experiment (MODE) carried out in 1973.
About 800 vertical profiles of temperature and salin-
ity were obtained with CTD and STD profiles during
the 4-month duration of the experiment (Scarlet,
1975) to provide a unique description of the eddy
field in space and time. The measurements do not
permit an evaluation of the complete pressure field
relative to geopotential surfaces. Hence, evaluation
of GPE and APE are restricted to leveling with
respect to the pressure surfaces rather than geo-
potential surfaces. The reference density field is a
function of pressure only so that no conversion of
potential energy to baroclinic motion can occur by
adiabatic processes. Barotropic processes are not
considered further.

The magnitude of APE is clearly dependent on the
region under consideration. In Lorenz’s definition
the total potential energies were calculated for the
entire atmospheric mass. In the present discussion,
the calculations are made for a small region of the
ocean (where data are available) to estimate local
storage of APE. It is assumed that locally defined
APE on the eddy scale is the appropriate estimate
for local mesoscale eddies. An adequate evaluation
of the appropriate choice of a region to define the
reference field for proper separation of mesoscale
and ocean scale contributions requires considerable
additional research and is recognized but cannot be
addressed in terms of the spatially limited MODE data.

The classical definitions of dynamic height and
anomaly of potential energy (Sandstrom and Hel-
land-Hansen, 1903; Fofonoff, 1962) are related to
the definition of GPE introduced in the present study.
The dynamic height AD is the potential energy per
unit mass relative to a reference ocean with tem-
perature 0°C and salinity 35%. The anomaly of po-
tential energy x is defined as the potential energy
per unit area found by integrating AD over the water
column from surface to pressure p. The classical
reference field is not attainable by isentropic proc-
esses from the initial field and, therefore, has no
dynamical or thermodynamical interpretation.

The isentropically leveled field defines a set of
material surfaces within the ocean with respect to
adiabatic displacement. The corresponding surfaces
for the initial field have the same distribution of
salinity, potential temperature and presumably other
conservative tracers as the reference field that are
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unchanged by an isentropic displacement relative to
the pressure field. Hence, they form the appropriate
surfaces for identifying water masses by tracer
properties, Montgomery (1938) approximated these
surfaces by potential density (o) or sigma-t (o)
(densities referred adiabatically or isothermally to
atmospheric pressure). As the vertical displacements
are usually small compared to the depth, use of sur-
face pressure as a reference is not obviously as
appropriate for local processes as a reference
surface at the mean pressure. Lynn and Reid (1968),
for example, introduced density referred to 4000 db
as a closer approximation to a tracer surface in their
study of deep-water circulation. Because of the
strong dependence of the thermal expansion
coefficient on pressure, o, cannot be used to label
material surfaces in deep water. The procedure used
in the present study is equivalent to introducing a
separate reference surface at each pressure.

Because of the dependence of density on both
temperature and salinity, the material surfaces can-
not be characterized by a single explicit variable
such as potential temperature or o,. The appropriate
single parameter is the density or specific volume of
the reference field. This variable has to be calculated
from the three-dimensional initial density field for
the region selected. It is not explicitly known
beforehand. The implicit character of the reference
field has been an obstacle to study of available po-
tential energy both in theoretical studies and in in-
terpretation of data. The present study provides a
basis for a more accurate estimation of available
potential energy from measurements of the density
field and an assessment of the errors involved in
using simpler perturbation methods.

2. Potential energy

Because vertical position cannot be measured ac-
curately, the potential energy of a column of sea-
water cannot be determined absolutely. Estimates
are made relative to an unknown local reference
level that is not transferable from one measurement
point to another. It is more convenient, therefore, to
introduce a pressure surface as a reference because
pressure is measured directly. The distribution of
geopotential on the reference pressure surface is
unknown and cannot be determined from the density
field alone. Thus the estimates of potential energy
are undetermined to the extent of an unknown
function of horizontal position corresponding to the
unknown geopotential on the selected reference pres-
sure surface. An equivalent interpretation is that the
pressure field relative to geopotential surfaces is un-
known to the extent of an arbitrary barotropic pres-
sure field that is'a function of horizontal position only.

The total potential energy E; of a column of sea-
water of unit horizontal cross section, relative to
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a reference level z,, is given by

Er = f "o — bo)dz, (1)

z
where p is density (in situ), ¢ geopotential and z,
the surface of the ocean measured along the vertical
coordinate z. The integral is evaluated in terms of
pressure, assuming hydrostatic balance, by substi-
tuting dp = —pgdz = —pdp, where g = dp/dz is-
gravity, to obtain

E = J (6~ ¢)gdp, @

ps
where p, and p, are pressures at the surface z, and-
the reference level z,, respectively. For conveni-
ence, the oceanographic convention p, = 0 is used
subsequently.
From the hydrostatic equation, the geopotential
difference ¢ — ¢, is

Py
6 — ¢ = [ adp’, 3)
D
where a = 1/p is specific volume, so that
Dy D,
Er = J g™! J adp'dp, 4
1] D

expressing the total potential energy relative to p,
in terms of the specific volume measured as a func-
tion of pressure and horizontal position.

Assuming that the reference field of specific vol-
ume oy is known as a function of pressure only (the
procedure for estimating a, is outlined in Section 6),
the total potential energy relative to the adiabatic
minimum is

D, P,
Ei - Ef = J g f (@ — a)dp'dp =E@©,p,), (5)

0 P

where «; is the observed field and o, the adiabati-
cally leveled field for the region considered.

Contributions to the total potential energy can be
examined within the water column by introducing
the potential energy function

E(P,Pr) = J rg_l J ' (ai - af)dp"dp’ (6)

p '

integrated from a pressure p to the reference pres-
sure p,.

The potential energy function E(p,p,) can be ex-
pressed in terms of the anomaly of dynamic height
AD and anomaly of potential energy x (Fofonoff,
1962) redefined as

AD = J (@ — apdp’, @

0
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x=r£4m—wuw. ®)

0
These differ from the classical definitions in the
choice of the reference specific volume field, i.e.,
as(p) rather than ass g p-

The anomaly of potential energy x yields poten-
tial energy of a column of water between the sur-
face (p = 0) and p, measured relative to the pres-
sure surface p. The pressure surface at p is displaced
vertically by Az = [AD(p,) — AD(p)]/g relative to
the reference surface p,. Hence, the total potential
energy from 0 to p referenced to p, is given by

E@©,p,) — E(p,p,;) = x(p) + pg '[AD(p,) — AD(p)]

=JpgﬂADw»-AD@H¢ﬂ

0

» D,
[ [ - warar. ©
0 P!

Similarly, the potential energy between two pres-
- sure surfaces p, and p, is

P2

Hmp»—ﬂmp0=jg*MD@»~ADwmw

»,

= x(P2) — x(p1) + P22~ {AD(p,) — AD(p,)]
— P8 '{AD(p,) — AD(py)]. (10)
The contribution per unit mass is

gi5=mpw»—ADwn=J
dp p

Horizontal gradients of the potential energy function
E(p,p,) are related to geostrophic mass transport.
If E, and E, are the potential energies at two hori-
zontally separated points, x;, x;, the transport T,
through the section joining the two points, relative
to p,, is given by

T, = (Es - EVIf,

where f is the Coriolis parameter. The result can be
obtained by direct integration of the geostrophic
equation

y4

(& ~ apdp’. (11)

T, = [ : pr(v — v,)dz'dx

r4

Xy (P 0
= ——(AD, — AD)dp'dx
L‘l L gf ox

=f_1E(P,Pr)|£f = f"UE, — E,).

3. Available gravitational potential energy (GPE)

The potential energy E defined previously can be
positive or negative depending on whether the iso-
steric surfaces o; are displaced to higher or lower
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pressures relative to o;. However, there is a net
positive storage of potential energy for a stably
stratified fluid, i.e., E > 0, where E is averaged hori-
zontally over the area under consideration. This net
positive storage of potential energy per unit area is
identified as the total available gravitational poten-
tial energy (TGPE) .

TGPE = A™! J J E@©,p,)dxdy = E, (12)

where A is the area of horizontal averaging.
Contributions to the total available gravitational
energy are defined as

TGPE(p) = E(p)

D, D,
=["e [M - e, a3
P p'

with units of potential energy per unit area (J m™?%)
and

GPE() = g d TGPE
dp
- rr (a; — ag)dp’ = (AD, — AD), (14)

»

with units of potential energy per unit mass (J kg™).

The definition given in (14) for GPE (per unit mass)
is useful for examining the vertical distribution of
contributions to GPE. Its relationship to the net
available potential energy is examined in the next
two sections.

4. Work by pressure gradients

For a stably stratified fluid in a gravity field, ex-
ternal work against pressure-gradient forces is re-
quired to displace density surfaces relative to geo-
potential surfaces. If the displacements are adiabatic
and reversible and sufficiently slow that kinetic en-
ergy is negligible in the displacement, the work done
must equal the work regained in relaxing the field
back to its initial configuration. We can identify the
work required to produce the displacements as the
net or ‘‘true’’ available potential energy.

If the fluid is incompressible, the displacements
can redistribute internal energy within the field but
cannot change the total internal energy. Each fluid
element preserves its volume and, therefore, its in-
ternal energy. The work must appear as a change of
gravitational potential energy only, i.e., there must
be a net shift of mass relative to geopotential sur-
faces and a corresponding change of mean density
and pressure along fixed geopotential surfaces. If the
fluid is compressible, the change of density or, equiv-
alently, the change of specific volume and pressure
will alter the internal energy. Thus, some of the work
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F1G. 1. The initial, observed steric anomaly field (solid lines) is
assumed to be formed by vertical displacement of a reference
steric anomaly field §, (dashed lines) that is uniform on pressure
surfaces. The observed steric anomaly §; on pressure surface p;
is the reference surface &,_, displaced adiabatically by ' from
the pressure surface p,_,.

done on the fluid will appear as internal energy. If
internal energy is increased by the displacements as
is usually the case in the atmosphere, the total po-
tential energy change is less than the work done to
produce the displacement. In the ocean, the internal
energy change is usually negative, so that the total
potential energy change is greater than the work done.

For the ocean, the internal energy contributions
are small (10-20% of GPE). Hence, estimates of
APE can be made by computing GPE from (14) and
adding the internal energy contribution separately.
This procedure provides an alternative estimate of
APE that is not restricted to small amplitudes in-
herent in the Boussinesq approximation. Estimates
of both GPE and internal energy contributions can
be obtained in terms of a Taylor series expansion
about the reference field. These are examined in
Section 5. ‘

5. Perturbation of the reference field

The relationship between the observed and leveled
reference fields can be developed as a Taylor series
expansion about the reference field assuming adia-
batic displacements. The expansion shows the con-
nection with the linear Boussinesq approximation
and with the internal energy and enthalpy changes
within the density field.

The observed (initial) field of specific volume «;
(or any other thermodynamic function of the inde-
pendent variables pressure p, temperature 6 and
salinity §) is assumed to be displaced adiabatically
from its reference pressure p by a pressure interval
7, which is a function of position, pressure and
time as illustrated in Fig. 1. The initial and final
fields are linked by reversible adiabatic processes

VoLUME 11
defined by

? oa
(D) = a(p ~ ') + j (—) dp', (15)
-’ Bp a
where
7 =a(p — ')

The observed specific volume «; at pressure p
is assumed to be the reference specific volume oy
displaced adiabatically from p — =’ to p (Fig. 1).
Because the displacements 7 vary with depth, =
and = differ. The reference specific volume corre-
sponding to pressure p is located at p + 7 in the ob-
served field. Horizontal displacements are neglected
compared with the horizontal scale of the density
field. Expanding (15) about p to second order in
7' yields

daf 1 dzaf
ip) = el :
a(p) af(p) dp T 2 dp2
+ k' — % w %(%1’71) 7' + O(#'®), (16)
L2
y =7,_%’1w'+ e 2T o, a7)
/4

where k = (8a/dp),, is the adiabatic derivative with
respect to pressure.

The change of specific volume at p resulting from
adiabatic leveling is given by

Aa = ap) — ar(p) = ~ata’ + 1(i aif)w'z

2\ dp
— Wl a'? + O(7'?), (18)
where

da
a; =— T K,

dp
T, = dx _ (ﬁ)

dp op /a

Substituting for 7' in (18) gives
d

Aa = —afm + ?-(1/201,’5772) — WI'a? + O(7®) (19)
p

to second order in 77. More generally, the change of
any thermodynamic function ¢ is given by

A = —opm + L (hgim)
dp

- Wl'ym® + O(#%),

= la). (&),
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Thus, internal energy changes Ae associated with
the leveling process are given by

d
Ae =Ah,+pajim— o (Vapaiw®) + Vapl'ew? (21)
14

and enthalpy changes A/ by

Ah = Ah, — Vaajkn?, 22)
where
’ d
Ah, = —hgm + -CTP— Vah,md),
d
h(]p = T __'I’_ + IJ' ij_s_ .
dp dp

and T is absolute temperature, S salinity, » specific
entropy and u relative chemical potential (Fofonoff,
1962).

Similarily, changes of the conserved variables en-
tropy and salinity on the pressure surface p are
given by

dp dp \2 dp
d (1
An = —ﬂﬂ'+—-—(—ﬁw2). 23)
dp dp \2 4,

As the salinity and entropy are unchanged for every
fluid element undergoing adiabatic displacements,
integrals of AS, An and A;, must be zero for the
area considered. The changes represent redistribu-
tion of the conserved variables with no internal
sources or sinks.

The difference of total salt content AS; per unit
area between two constant salinity surfaces S,, S,
corresponding to pressures p,p., is given by

gASy = J

p,+m

Doty Dy
Sidp — J S’dp

Py

Sy
= _J wdS + 772S2 - 71'151.
S
The horizontal average AS; is zero if it is assumed
that the field is in hydrostatic equilibrium and no
mass exchange occurs across salinity surfaces for
the adiabatic displacements. Along each such sur-
face = = 0. Hence, total salt content is unchanged.

The integral in (24) can be written

Dot ) P+,
J Sidp — J Sidp.

D, F 2
Substitution of the Taylor expansion from (23) and
expanding S about p, and p, yields

gAST = —J

By

(24)

Py
gAS; = J ASdp +

Py

Py

ds . d
— ’lep + ‘:Sl(pz) + —i ) ]ﬂ'z
dp dp

- [Si(pl) 4 i”im]m, 25)
dp
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which is equivalent to (24) to O(#®). Similar argu-
ments hold for other conserved variables.

The dynamic height relative to a reference pres-
sure p, is found by integrating (18) with respect to
pressure, i.e., .

Py P,
AD(p,) - AD(p) = J Aadp’ = — [ apmdp’

D D
Teddp'. (26)

1
+ Yaajm,? — Vaaja® — —j
D
The term —%ajm,? is the contribution to the height
anomaly at the reference pressure p,. This term can
be evaluated from measurements and used as a

boundary condition at p, so that the height anomaly
AZ is

gAZ = AD(p,) — AD(p) ~ Yeajm®

Py v,
= —J afndp' — Vaafm® — %J [ wdp'. 27)
b §2
Hence, GPE corresponding to (14) is
TGP
GPE = g L TSPE(R)
dp
Ly — 1 Py
= —J afwdp’ — Yaaiw? — -—J I'w3dp’. (28)
» 2 »

The specific volume surfaces a; remain material
surfaces during the adiabatic displacement. There is
no mass exchange across the surface so that # = 0
averaged over the area considered. As oy is con-
stant along each pressure surface its derivative day/
dp must also be constant. Therefore,
e
—apm = —|— — K |7m = K.

dp

If the reference surface has variations of tempera-
ture as a function of horizontal position, the adia-
batic compressibility will not be uniform and &7
# 0. This is interpreted to mean that the average
specific volume of the surface o, changes during
the relaxation, yielding corresponding changes in
the average dynamic height and GPE. These con-
tributions arise from horizontal inhomogeneities of
k, and represent a conversion between internal and
potential energy.

The second term in (28) is familiar from linear
Boussinesq theory. It can be expressed in the form

—Ya(aFm?®) = YVa(N?§),
where N is the local buoyancy frequency and ¢
= —ar/pg the local vertical displacement correspond-
ing to the pressure perturbation 7. The last term in
(28) arises from volume changes associated with the

pressure changes on each fluid element. If the tem-
perature decreases with pressure, leveling results in

(29)
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colder water moving to higher pressure and warmer
water to lower pressure. Because colder water is
more compressible, there is a net reduction of vol-
ume associated with the transition to the reference
state yielding a lower reference potential energy.
Potential energy is converted to internal energy by
this volume decrease. The contribution can be of
either sign depending on the vertical gradients of
temperature and salinity. These contributions arise
from vertical inhomogeneities of «.

6. Computational procedure for determining the ref-
erence field

The distribution of temperature T and salinity §
is measured as a function of pressure by lowering
sensors through the water column from shipboard.
Salinity is usually computed indirectly from electri-
cal conductivity (Fofonoff et al., 1974).

It can be assumed that a set of hydrographic sta-
tions -irregularly spaced in horizontal position and
time are available within some region of the ocean.
Questions of adequacy of sampling and instrumental
accuracy are deferred to Section 9.

For each station, a series of pressure levels is
selected for computation of the reference density
field. The location and number of pressure levels is
determined by the vertical resolution required in the
particular region considered. Uniform spacing of
pressure intervals is not required.

For convenience, the computations are carried
out in terms of specific volume anomaly (steric
anomaly) defined as

& = a(p,T.,5) — a(p,0,35)

and computed from observed values of pressure,
temperature and salinity. The Knudsen-Ekman equa-
tion of state is used throughout (Fofonoff, 1962).

The potential steric anomaly &, of the reference
field corresponding to pressure p; is found by fitting
least-squares-regression polynomials of pressure
and potential temperature in terms of potential steric
anomaly within a local pressure interval Ap about
ps for each station at each pressure level. The in-
terval Ap must be chosen larger than the maximum
displacement of the reference surface, i.e., lp,-
— Pr| max <-Ap, where p; is the observed pressure
of the deformed reference field. The intervals can
be overlapped if higher resolution is desired.

Within each interval Ap, the potential temperature
0 (Fofonoff, 1977) is given by

LT
wm=wwj@ﬂ@'
. \OD /g
and the potential steric anomaly by

8(p.pp) = dlpsn6(p,pp,S(P),

VOLUME 11

i.e., all steric anomalies are referred adiabatically

to Dy
The regression polynomials for station k are

N

Pr =2 o8 — 8", (30$)
n=0

X N

b = 2 Bin(d — 8", (31

n=0

where 8, is the average over Ap. Standard regres-
sion methods are used to determine «y,, By, (Brown-
lee, 1965). The degree N of the polynomial and the
pressure interval Ap as well as the separation of
pressure levels can be varied with depth to main-
tain optimum fit and vertical resolution. Optimiza-
tion is discussed in Section 9.

In addition, an estimate is made of the variance
o2 of a single data point, either pressure or tem-
perature, from the regression residuals (Fofonoff
and Bryden, 1975):

. _ 1
gy” = Q N Vzl (pv v),
O EoTN Ngw—w

with @ the number of observations in Ap, p,, 6,
the observed pressure and potential temperature,
and p,, 0, the regression estimates of p and 6 at
8,. Further, estimates of the variances of the regres-
sion estimates p, § at any value of & are given by

N+1 N+1
Vp®) =02 Y S RG ~ 8)2,

i=1 j=1

R N+1 N+1 )
V(O©E) = o6 X X RGN 8 — &)
i=1 j=1
Q il
Rij = 2 (8, — 8,)H2,
y=1

These variances will be used in the error analysis
in Section 9.

The regression polynomials provide smoothed
local relationships between pressure, potential tem-
perature and potential steric anomaly. Salinity is
implicitly determined by these polynomials. For a
given value of §;, these polynomials specify the pres-
sure of the steric anomaly surface referred adiabati-
cally to p;, and the potential temperature on the
surface. Additional regression polynomials can be
fitted to other tracers as required.

No mass exchange can occur across the surface
d; in moving adiabatically from the observed field
to the reference field. As the mass above the sur-
face is p;/g initially and p,/g in the reference field,
this constraint is met by specifying
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M
pi(8) = psr= 23 P8y,
k=1
i.e., that the horizontal average of pressure over
the initial steric surface corresponding to §; be un-
changed by the deformation. Weights w; are as-
signed to each of the M stations in the data set.
These are defined in Section 7.
The pressure polynomials are shifted to a common
origin 8,, for averaging:

(32)

N N
ﬁk = 2 akn(8 - 87’1 + Ak)n = z al,('n(8 - 8m)n’ (33)
n=0 n=0
where
Ak:: 8m - 8k7
8. = 8, averaged over M stations,
, N—n n+ !
Qin = 2 Opnsr etnl Af.
r=0 nlr!

Averaging p,(8;) over the region with weights w;
yields a single polynomial
N M N
Pr= 2 2 @kt —82)" = X a8 — 8", (34)
n=0 k=1 n=0
which is inverted by standard iterative methods to
determine 5.

Given &, the displacement m, = p(8;) — p;of the
surface &, from p; in the observed field and the po-
tential temperature on the surface are found by sub-
stitution into (30) and (31). The smoothed initial
steric anomaly §;, on p, is obtained by inverting

N

Pr= 2 By —

n=0
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Care must be taken to exclude spurious roots that
fall outside of the range of the regression poly-
nomial. The procedure uses the general equation
of state and can be made as precise as desired within
the limitations of accuracy of the data.

The dynamic height and anomaly of potential
energy are obtained by numerical integration of

(36)
0

¥
AD, = J (5w — 8)dp’,

D
e =g~ j (5 — 8)dp’, a7

0
over the series of pressure levels at each station.
The contribution to GPE at pressure p, for example,
is given by

“GPE = rr @i — 8)dp’
f;
= Y wg [AD(p,) — ADy(p)]. (38)
k=1
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7. Averaging weights w;

The weights w, assigned to each station were
determined by objective mapping techniques (Gan-

 din, 1965; Bretherton ef al., 1976). Given a scalar

pr at x., ¥, the interpolated field over A is

M
p(x,y) = ¥ C(X,Y X5V i) Mks 39

k=1
where C is the correlation function for p in A. For
simplicity, the correlation function is assumed to be
homogeneous and isotropic in A, dependent only on
the separation between x, y and x;y,. The coef-
ficients are obtained by solving the set of linear equa-
tions

p(xi,y) = § CiM
where i '
0, i #k
1, i=k
is a symmetric correlation matrix and e (assumed

constant over A) the contribution of uncorrelated
noise at each point. Thus,

Cie = C(xpYiXp,yi) + €8y Sy = {

M
m = 2 Cu'p(xi,yi),
i=1
where Cj; is the inverse matrix of Cy;.
The integral of C(x,y,x;,y,) over A under present
assumptions is a constant, C,, independent of x;,, ;.
Therefore,

M
p=At jp(x,y)dxdy = CoA S M

k=1
M M M
=CoA™' Y Y Cilp(xiy) = X oip(xi,y:). (40)
k=1 i=1 i=1
The weights are
M M M
w; = Y CzYy ¥ Ci, 41
j=1 i=1 j=1

normalized so that

Other schemes for weighting each station are pos-
sible. The procedure given above provides an ex-
plicit weighting for an irregular station grid.

8. MODE computations

Five groups of density stations (designated Groups
A-E) from the MODE field experiment were selected
for analysis. These were chosen during periods of
maximum spatial coverage. The stations used in each
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TABLE 1. MODE density data selected for analysis.

Group A 11-26 March 1973 27 Stations

Chain: 2-8

Researcher: 9-15, 17-20, 22-25, 27, 29, 30, 33, 34
Group B 10-22 April 1973 68 Stations

Chain: 15-35, 37

Day 70-85

Day 100-112

Discovery: 25, 26, 29, 33-37, 41, 43-45, 49, 50, 52, 54, 55, 59, 60

Researcher: 52-60, 62-67, 69-75, 77, 81, 82, 84, 85
Group C 7-20 May 1973 73 Stations

Chain: 41, 43, 48, 50-53, 55, 56

Discovery: 83 84, 88, 91, 97-99, 101, 103106

Day 127-140

Researcher: 108, 110, 112, 114-116, 119, 121-123, 125-133, 136, 138-141, 145, 147, 148 150, 152, 156 157

~ Trident: 54, 56— 71 74, 76-78
Group D 21 May-3 June 61 Stations
Chain: 57-72, 78-80
Researcher: 158-161, 165-179
Trident: 81-90, 92, 94-97, 98, 100, 103, 107-111
Group E 4-17 June 54 Stations
Chain: 88
Hunt: 35-39, 42, 4448, 50-53, 56, 57, 58, 60-63

Day 141-154

Day 155-168

Researcher: 180-192, 194-196, 213, 215, 217, 220-223, 225-232

Group are listed in Table 1. Selection criteria were as
follows:

e good salinities
e data to 2800 db

SPECIFIC WOLUME ANOMALY 1088 (M3km™)
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F1G. 2. A sample regression for deep water showing in situ
steric anomalies (solid dots) in the regression interval. Each ob-
servation is referenced adiabatically to the reference pressure p,
and replotted at its original pressure (open dots). The regression
curve is fitted to the open dots. Effects of measurement errors
of temperature and salinity are indicated for single observations.
Each solid dot represents a 10 db average containing ~50~200
separate measurements depending on the instrument used. Most
of the scatter is attributed to finestructure within the layer.

e no data gaps exceeding 20 db in the upper 2800 db
e >10 km separation from neighboring stations.

All stations selected consisted of 2 db interval
averages of original data. These were passed through
an editing program that fitted a cubic least-squares-
regression polynomial to the temperature and salinity
values for consecutive groups of 16 data cycles each.
Values exceeding three standard deviations from the
regression polynomial were replaced by an inter-
polated value obtained from the regression-poly-
nomial fitted after rejection of the data point. The
selected data scans were then averaged arithmeti-
cally in non-overlapping groups of five cycles each to
form 10 db interval stations. A total of 283 stations
were selected for the five groups.

For each station, regression coefficients and stand-
ard deviations of residuals for pressure and potential
temperature referenced to p, were calculated. An
example of the fitting procedure is given in Fig. 2 for
a deep-water level. The reference steric anomaly §;
at each pressure was computed by averaging the
regression coefficients for all stations in each group
and inverting the resultant averaged polynomial for
8;. The vertical displacements 7 and potential
temperature ¢, were calculated from the regression
polynomials for each station. Two sets of regression
parameters (N, Ap, py) as functions of depth for the
MODE data are summarized in Table 2. The high-
resolution case represents the optimized calculation;
the low-resolution case is provided for comparison.

The reference steric anomaly field §; changed sig-
nificantly from one group to the next, indicating
shifts of the depths of the reference surface over the
station grid of as much as 30 db. The potential energy
changes associated with the changes of the reference
field are much larger than the GPE of the density
structure within the station grid for each group
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TaBLE 2. Pressure levels py, regression interval Ap = Pmax — Pmin, and polynomial order N for two cases selected for MODE data:
high vertical resolution and low vertical resolution (e.g., in the high-resolution case: from p;= 50 to p, = 200 the integration step
(in parentheses) is 50 db, Ap is 200 db, and N is 6).

High vertical resolution Low vertical resolution
ps Ap N ps Ap N
100 (100) 400 200 6 50 (50) 200 200 6
400 (50) 800 300 5 200 (100) 400 200 6
800 25) 1200 300 S 400 (100) 1000 300 5
1200 (100) 1400 300 5 1000 (200) 1800 400 4
1400 (100) 1800 400 4 1800 (200) 2000 500 3
1800 (100) 2500 500 3 2000 (500) 3000 500 3
3000 (500) 5000 600 3

(Table 5). The range and average GPE for each pres- 9. Error estimation
sure is shown in Fig. 3. It is likely that the changes

are associated with horizontal shifts of the flow field
through the MODE region of a scale larger than the
station grid or caused by inadequate spatial cover-
age to average out the effects of individual eddies.

ENERGY per unit mass  (10% J-kg™")

*] 20 40 60 80 100 120 140 160
(o] T T T T T T T
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4500

5000 Il 1 1 ' 1 1 | |

FiG. 3. Comparison of GPE and eddy Kinetic energy per unit mass. Solid dots
are GPE averaged over groups A-E, horizontal lines give the range over the five
groups at each depth. Values above 2500 db are taken from the high-resolution
case, below 2500 from the low-resolution case (see Table 2). Open dots are eddy
kinetic energy averaged over the duration of MODE (four months).

8QDXWKHQWLFDWHG _

In this section three questions about the APE cal-
culation by different methods are discussed. First,
which technique should be used in order to obtain a
given accuracy of the estimate of APE? Second,
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what are the errors in APE which result from meas-
urement errors and from finestructure variability?
Finally, for a given set of observations, what is the
sequence of steps which allows the optimization of
either calculation?

In the following discussion several types of errors
will be examined. Briefly, by measurement error is
meant the uncertainty in the measured values of
pressure, temperature and salinity (or conductivity)
which results from uncorrected calibration errors
(quantization noise is ignored) and which will be

“taken to be randomly distributed from one station to
the next, but constant for a given station; random
finestructure errors are the fluctuations in a derived
variable caused by real variability of the field which
occurs on smaller scales than those over which the
calculations are performed; numerical integration
errors are those errors which are a result of inade-
quate resolution of vertical structure and which may
be reduced by decreasing the integration step size.

In this analysis errors in APE per unit mass and in
APE per unit area are examined separately. Recall
that TGPE and GPE represent the available gravita-
tional potential energy per unit area and per unit
mass, respectively. There are, in addition, the Bous-
sinesq APEjg (per unit mass) and the enthalpy for-
mulation (HPE) of Lorenz (1955) and Reid et al. (1981):

P, . Py
HPE = J (hi —hpdp’ = 31— J agmidp’ + O(w?),
g )

14

where #; and A, the initial and reference specific en-
thalpies. Two different Boussinesq calculations can
be made, depending on whether the displacement is
defined by the adiabatic leveling technique (1) or by
the difference between the observed and the mean
specific volume (7%), i.e., 7* = (oy — a)(a). If
7 is small, there is very little quantitative dif-
ference between the two calculations of APEg; how-
ever, for large displacements (as in Gulf Stream rings)
the approximation # = #* may become invalid.
Therefore, for the remainder of this_discussion,
APEg will be defined by APEg = Ysafn?, with o
the displacement of the reference steric anomaly
field.

No exact expression for enthalpy in the ocean is.

available; therefore, the evaluation of HPE must be
carried out in terms of the expansion about 7r, which
requires higher order terms for large displacements.
In what follows, HPE will refer to the evaluation of
HPE to second order in displacement; notice that
HPE is then equivalent to the vertical integral
of APE;. '

Neither HPE nor TGPE is the ‘‘true’’ or net APE,
and the amount of energy resulting from conversion
of internal to potential energy which is actually avail-
able for conversion to kinetic energy is not known
independently of the details of the conversions.
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Therefore, the contributions to TGPE and GPE from
changes in internal energy will be evaluated sepa-
rately. Those terms are small compared to TGPE,
as will be shown, and the error in estimating them
for large displacements is also small. Thus, by sub-
tracting those contributions from TGPE a minimum
value of the net APE is obtained, nearly independent
of errors which result from taking a finite number of
terms in the expansion. The cumulative changes in
internal energy in TGPE (Table 4) comprise ~7%
of the total; the separate terms, which for this data
set are of opposite sign, contribute roughly 12% (due
to vertical gradients of compressibility) and —5%
(due to horizontal gradients). The comparable con-
tributions to GPE are plotted as separate terms (for
group C) in Fig. 4. The combined contribution to
GPE is a maximum of 25%, except for isolated shal-
low points where GPE falls to low values.

The integration step size is of some importance
in making an accurate estimate of either TGPE or
HPE, because of errors in the numerical integration
over pressure. To examine the effects of integration
errors two sets of parameters—low resolution (200
m) and high resolution (25 m) of structure through
the main thermocline—were applied to the MODE
data. Table 2 lists the parameters in the two cases.
TGPE and HPE were calculated for both cases for
groups A—E. Large errors in the determination of
both TGPE and HPE result from the inadequate
resolution of the 200 m case (columns 7 and 8 of
Table 3). The appropriate integration step sizes fora
given application may be determined by comparing
GPE and APE,;, since APE; is independent of the
integration step size. The integration step size is
decreased until the integration error is reduced suf-
ficiently that GPE agrees with APEy to within the
accuracy required. The compressibility effects may
be included explicitly in the comparison by making
use of the perturbation expansion (28). Using this
comparison to reduce the integration error in GPE to
some established value allows significant improve-
ment in the estimates of both TGPE and HPE.

Random finestructure errors and measurement er-
rors also contribute to the uncertainty in the cal-
culation of APE. Both of these errors will be treated
as random errors in this discussion; the values for
the variance of pressure, temperature and salinity
due to measurement error are taken from Scarlet
(1974); the values for the variance of the regression

_estimates of pressure over each regression interval

Ap are calculated from the regression residuals, as
described in Section 6. In the Appendix expressions
are derived for the variance of TGPE and HPE as
functions of the variance of the displacements =,.
The random finestructure and measurement errors
in TGPE and HPE between 300 and 2500 db are found
in Table 4. Random errors in GPE for Group C were
also calculated; they are presented in the form of

SQDXWKHQWLFDWHG _

'RZQORDGHG



JANUARY 1981 N. A. BRAY AND N. P. FOFONOFF 41

GROUP C APE per unit mass (104 J-kg™)
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F1G. 4. APE per unit mass for group C. Open dots are GPE, squares are APEg, and crosses and plus marks are the contributions
from horizontal and vertical gradients of compressibility, respectively; solid dots are the sum of the Taylor expansion (28). Error bars
with heavy end lines represent measurement errors, those with lighter lines represent finestructure errors.

error bars in Fig. 4. They are more strongly depth procedure for optimizing the calculation of both TGPE
dependent and comprise a larger percentage than do and HPE. A major part of that optimization involves
the errors in TGPE. _ the determination of adequate resolution of the verti-

Finally, in answer to the third question: from a cal structure, as described earlier in this section; that
practical viewpoint, it is of interest to establish a procedure will not be discussed further, except to

TABLE 3. Comparison of TGPE and HPE between 300 and 2500 db from low and high vertical resolution cases. Units are 10™* Jm™2.

Difference between

High resolution Low resolution high and low
TGPE HPE TGPE HPE A TGPE A HPE
Group APE APE A(%)* APE APE A(%)* (%)** (%)t

A 0.746 0.660 11.6 1.022 1.094 ~-7.0 -37.0 —65.8
B 0.723 0.661 8.7 0.930 0.883 5.0 -28.6 -33.6
C 0.836 0.752 10.0 0.846 0.637 24.6 -1.2 15.3
D 1.004 0.917 8.6 1.117 1.022 8.4 —-11.3 —-11.4
E 0.746 0.661 11.5 0.925 0.835 8.9 -23.9 —26.4

* A(%) is (TGPE — HPE)/TGPE.
** A(%) is [TGPE (high) — TGPE (low)l/TGPE (high).
T A(%) is [HPE (high) — HPE (low))/HPE (high).
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TABLE 4. Errors in TGPE and HPE between 300 and 2500 db. Units are 107* J m~=.
Random
errors
Compressibility terms finestructure
measurement
TGPE HPE Horizontal* Vertical**

Group APE APE (%) (%) > A(%)t (%) (%)
A 0.746 0.660 -4,1 4.9 0.740 0.8 1.2 4.5
B 0.723 0.661 —4.2 12.9 0.717 0.9 1.3 4.5
C 0.836 0.752 ~5.5 12.3 0.809 3.2 0.6 33
D 1.004 0.917 ~-4.2 11.0 0.986 1.8 0.3 2.1
E 0.746 0.661 —4.5 12.7 0.772 3.3 0.8 3.8

* Horizontal compressibility = [333° g~ f23° «or dp dp’.

** Vertical compressibility = —[3330 g~ [22° 145" #® dp dp’.

t Y is sum of HPE and horizontal and vertical compressibility terms [Eq. (40)].

t A(%) is (TGPE — Y )/TGPE.

note where in the optimization sequence it should be
performed.

The first step involves establishing the size of the
interval over which the regressions will be performed.
The interval must be larger than the maximum verti-
cal displacement, so that a physically sensible result
may be obtained from the inversion process. Since
the displacement is not known beforehand, this can
be an iterative procedure. A check on whether the
interval is sufficiently large can be made by examin-
ing 7r; as a rule of thumb, horizontal averages
< 107? db indicate that the displacements do not
exceed the intervals chosen. (For levels shallower
than 300 m, where density surfaces may intersect
the surface of the ocean, the method is not valid.)
The second step is the optimization of the polynomial
order of the regression. The order should be high
enough to resolve the vertical structure, but not so
high that an instability of the regression occurs. (An
instability is evidenced by large fluctuations of the
regression coefficients.) The calculation is sensitive
to changes in the polynomial order; for example, if
the order chosen is too low by one, TGPE calculated
will overestimate the correct value by 10-15%. With
the interval size and polynomial order decided, the
integrations step sizes can be optimized as described
earlier.

Finally, some type of weighting scheme must be
used in the averaging process. Two schemes were
tried on the MODE data: first, the weights derived

from the objective mapping algorithm, as described
in Section 7, and second, the simplest alternative of
identical weights (w; = 1) for each station. The dif-
ference in the APE per unit area between 300 and
2500 db is less than 2%; the differences in APE per
unit mass are larger, but still less than the random
‘errors. For Fig. 4, Tables 4 and S5, and the high-
resolution case in Table 3 the second scheme was used.

10. Discussion and conclusions

The MODE region, a 400 km X 400 km square
centered at 28°N, 69°40'W, is characterized by low-
energy intensities (Dantzler, 1977; Schmitz, 1978)
with eddies propagating westward (Freeland ef al.,
1976) and probably decaying (Bryden and Fofonoff,
1977). There is no clear evidence for local forcing
or generation by baroclinic instability (MODE Group,
1978). Values obtained for APE per unit mass agree
in magnitude and vertical distribution with estimates
made by Kim (1975) using a Boussinesq approxi-
mation for two groups of 19 stations each. His two
groups were composed of stations taken during
March of 1973 (a subset of groups A and B) and
June of 1973 (a subset of group E). Estimates of the
average APE per unit mass for groups A—E and the
range of values over the five groups (Fig. 3) indicate
little storage of potential energy in the density struc-
ture. The values obtained are comparable to esti-
mates of eddy kinetic energy (also, shown in Fig. 3)

TaABLE 5. TGPE (between 300 and 2500 db) for each gioup compared with potential energy associated with changes in the reference
specific volume anomaly 8, from one group to another. Units are 1074 J m™2.

Group
A B C D E A-E
TGPE 0.746 0.723 0.836 1.004 0.746
9.765 9.623 —0.944 2.894 21.337

Potential energy per unit area associated with changes in §,
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Fi1G. 5. Vertical profiles of the pressure displacements o as a function of horizontal position for groups A to E.
Downward displacements are positive. The dynamic heights at 500 relative to 2500 db are superimposed to show
the eddy structure. Dynamic height units are dynamic centimeters (0.1 J kg~1).
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