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ABSTRACT

A model of forced, dissipative shore-oblique shallow water waves predicts net cross-shore infragravity wave propagation, in qualitative agreement with field observations. Forcing applied near the shore generates edge waves, whose energy is mostly trapped shoreward of the edge wave turning point. Forcing applied sufficiently far seaward of the turning point generates only evanescent waves, whose energy decays almost exponentially with distance from regions of forcing. Weakly dissipative edge waves are nearly cross-shore standing, whereas strongly dissipative edge waves propagate obliquely across-shore. Groups of directionally spread incident waves can nonlinearly force evanescent bound waves, which propagate shoreward, lowering the sea level under large incident waves. Unlike the bound waves described by previous researchers, evanescent bound waves are not released when incident waves break and do not radiate far from the breakpoint. Regions of evanescent waves between the shoreface and shore-parallel sandbars are barriers to energy transport, which can decouple bar- and shore-trapped waves even when dissipation is weak.

1. Introduction

Low-frequency (0.005–0.05 Hz) surface gravity waves, called "infragravity waves" or "surf beat," can be important inside the surf zone, where they sometimes are more energetic than incident (0.05–0.5 Hz) waves.

Infragravity waves are generated by groups of incident waves. Longuet-Higgins and Stewart (1962) and Hasselmann et al. (1963) predicted that groups of waves propagating over a flat seabed nonlinearly force low frequency "bound waves." These bound waves propagate shoreward, lowering the sea level under groups of large incident waves. Field observations (Hasselmann et al. 1963; Huntley and Kim 1985; Guza et al. 1985; Elgar and Guza 1985a; Ruessink 1998a,b) confirm that the sea level does tend to be lower under groups of large incident waves. In the surf zone, incoming bound waves are in theory modified by intermittent incident-wave breaking (Symonds et al. 1982) before being released as free waves.

Two types of free infragravity wave exist: edge waves and leaky waves. Edge waves are trapped near the shore by refraction, whereas leaky waves can propagate from and to deep water. If dissipation is sufficiently weak, then edge and leaky waves might respond to forcing in a strongly resonant manner and dominate infragravity motions. However, if dissipation is so strong that the parameter

\[ Q = \frac{2\pi}{\text{total energy of edge or leaky wave mode}} \times \frac{\text{energy of mode damped in one wave period}}{\text{energy of mode}} \]

(1)

is not much greater than 1, the effects of forcing cannot accumulate over many wave periods and resonance is suppressed (Green 1955; Holman 1981). Bowen and Guza (1978) and others have suggested that resonant edge waves might become larger than leaky waves because they are trapped in shallow water where nonlinear forcing is most effective. Field observations confirm that much infragravity energy does exist in the form of resonant edge waves (Munk et al. 1964; Huntley et al. 1981; Oltman-Shay and Guza 1987). Field observations also show that edge waves can be trapped over offshore sand bars, at both infragravity and incident frequencies (Schoenfeldt 1995; Bryan and Bowen 1996; Bryan et al. 1998).

Recent field observations indicate that infragravity waves are only partially reflected from the shore (Nelson and Gonsalves 1992; Saulter et al. 1998; Sheremet et al. 2001, 2002; Henderson et al. 2001; Henderson and Bowen 2002). Apparently, much of the energy carried
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by infragravity waves that propagate into the surf zone is somehow lost before the waves can reach the shore, reflect, and propagate back to the edge of the surf zone. Sheremet et al. (2001) found that shoreward-propagating infragravity motions are dominated by waves that approach the shore obliquely, with the frequencies and longshore wavenumbers typical of edge waves. This suggests that the observed shoreward-propagating waves were edge waves, rather than leaky waves. However, cross-shore propagating edge waves are not predicted by classical edge wave models. Instead, classical models (Eckart 1951; Ursell 1952; Ball 1967; Holman and Bowen 1979; Howd et al. 1992; Bryan and Bowen 1996) predict that edge waves are cross-shore standing. This is because classical edge wave models assume that dissipation is very weak.

In an attempt to simulate the progressive infragravity waves observed in the field, Henderson and Bowen (2001) developed a model that includes dissipation at leading order. We describe this model in section 2. The model simulates only shore-oblique shallow water waves and therefore cannot simulate leaky waves. We discuss the possible importance of leaky waves in sections 2 and 3. Section 3 presents model results, including many results not presented by Henderson and Bowen (2001). As expected, strong dissipation introduces cross-shore propagating edge waves. Perhaps more surprising, even weak dissipation \((Q \gg 1)\) can strongly modify shore-oblique shallow water waves. In certain cases, including some high \(Q\) cases, “evanescent waves,” whose energy is trapped near regions of forcing, can dominate over edge waves. Realistic forcing can generate group-bound evanescent waves, which appear very similar to the group-bound waves described by Longuet-Higgins and Stewart (1962) and Hasselmann et al. (1963). However, unlike the bound waves of Longuet-Higgins and Stewart (1962), evanescent bound waves are not released when wave groups are destroyed by breaking. Weak dissipation \((Q \gg 1)\) can also have a leading-order effect by decoupling bar- and shore-trapped edge waves. In section 4, we summarize the effects of dissipation on simulated shore-oblique shallow water waves and note several model predictions that could be tested using field data.

### 2. Model derivation

#### a. Governing equations

In this section we present a set of equations governing forced, dissipative, shore-oblique shallow water waves. Let \(x\) and \(y\) be distance from the shore and distance alongshore, respectively. We will solve for the infragravity sea level displacement \(\eta\), seaward velocity \(u\), and alongshore velocity \(v\). Groups of incident waves force infragravity waves through infragravity–frequency fluctuations in the the radiation stress \(S\) and in the depth-integrated Stokes drift \(M = (M_x, M_y)\). To simplify the equations of motion, we introduce the “mass transport velocity” \(\vec{u} = (u + M_x/h, v + M_y/h)\), where \(h\) is the mean water depth. We neglect the small difference between the still water depth and the mean water depth.

Infragravity waves are modeled using the forced, dissipative shallow-water equations

\[
\begin{align*}
\frac{\partial \vec{u}}{\partial t} + g \frac{\partial \eta}{\partial x} + \lambda u &= -\frac{1}{\rho h} \left( \frac{\partial S_{xx}}{\partial x} + \frac{\partial S_{xy}}{\partial y} \right), \\
\frac{\partial \vec{v}}{\partial t} + g \frac{\partial \eta}{\partial y} + \lambda v &= -\frac{1}{\rho h} \left( \frac{\partial S_{xy}}{\partial x} + \frac{\partial S_{yy}}{\partial y} \right), \\
\frac{\partial \eta}{\partial t} + \frac{\partial \eta}{\partial x} + \frac{\partial \vec{u}}{\partial y} &= 0,
\end{align*}
\]

where

\[
g = \text{gravitational acceleration},
\]

\[
\rho = \text{water density},
\]

and \(\lambda\) is a damping coefficient (here assumed constant). We have assumed that friction acts on the Eulerian flow but not on the Stokes drift. Let

\[
h = \beta x,
\]

where \(\beta\) is a constant beach slope.

We have assumed unrealistically simple forms for \(h\) and \(\lambda\). More realistic conditions are simulated by dividing the beach profile into a series of sections, with \(\lambda\) and \(\beta\) constant within each section. Solutions of Eqs. (2)–(5) are calculated for each section and then patched together under the constraint that \(\eta\) and \(h\vec{u}\) are continuous.\(^1\) The matching conditions previously given by Henderson and Bowen (2001) implicitly assume that the right-hand side of Eq. (2) is zero, and therefore they are incorrect.

Assume solutions of the form \(\eta = \tilde{\eta}(x)e^{ik_y\gamma - \omega t}\), and similarly for \(u, v, S_x, S_y, M_x,\) and \(M_y\). The response to arbitrary forcing can be calculated by Fourier superposition. Solving Eqs. (2)–(5) for \(\tilde{\eta}\) gives

\[
\frac{\partial}{\partial x} \left( \frac{\partial \tilde{\eta}}{\partial x} \right) + \left[ \frac{\omega^2}{g \beta} \left( 1 + \frac{i \lambda}{\omega} \right) - k_x^2 \right] \tilde{\eta} = \tilde{F},
\]

where the dimensionless forcing is

\[
\tilde{F} = -\frac{1}{\rho g \beta} \left( \frac{\partial^2 S_{xx}}{\partial x^2} + 2ik \frac{\partial S_{xy}}{\partial x} - k_x^2 S_{yy} \right) + \frac{\lambda}{g \beta} \left( \frac{\partial M_x}{\partial x} + i k M_y \right).
\]

---

\(^1\) According to WKB theory, a sudden change in the bottom slope at \(x = x_o\) modifies the shoaling of incident waves so as to add a delta-function forcing at \(x_o\) (Liu 1989). In reality, because of non-WKB effects, this forcing is applied in a small neighborhood of \(x_o\). We simplify the problem by applying the delta function forcing very near, but not exactly at, \(x_o\).
where the longshore phase velocity $v$ edge wave equation (Mei 1983, p. 155). The homogeneous solutions of Eq. (6) are

$$ f_A(kx) = e^{i\phi}F_1(-n', 1, 2kx) \quad \text{and} \quad f_B(kx) = e^{i\phi}U(-n', 1, 2kx), $$

where $F_1$ and $U$ are confluent hypergeometric functions (Abromowitz and Stegun 1972, sections 13.1.2 and 13.1.6). If $n' \in \{0, 1, 2, 3, \ldots\}$, then $f_A$ is undefined, and $f_B$ reduces to the classical, nondissipative edge wave solution of Eckart (1951). Green (1986) simulated nondissipative edge waves near a seawall using $f_A$ with $\lambda = 0$ and noninteger $n'$.

We are interested in steady, dissipative waves. For such waves, $\omega$ and $k$ are real and $\lambda > 0$, so $n'$ is complex, which implies $n' \not\in \{0, 1, 2, 3, \ldots\}$. Now $f_A$ satisfies the shoreline boundary condition [Eq. (8)] but not the seaward boundary condition [Eq. (9)], whereas $f_B$ satisfies the seaward boundary condition but not the shoreline boundary condition. Since no linear combination of $f_A$ and $f_B$ satisfies both boundary conditions, no steady, homogeneous, dissipative solution of Eqs. (6), (8), and (9) exists. This is not surprising since no steady unforced wave field can exist in the presence of dissipation.

We use $f_A$ and $f_B$ to construct forced solutions to Eqs. (6), (8), and (9). The dimensionless Green’s function

$$ G(x, x_F) = \begin{cases} Bf_B(kx), & x \leq x_F \\ Af_A(kx), & x > x_F, \end{cases} $$

where $A$ and $B$ are constants chosen to satisfy

$$ \lim_{x \to -\infty} \frac{\partial G(x, x_F)}{\partial x} = \lim_{x \to -\infty} G(x, x_F) \quad \text{and} \quad \lim_{x \to -\infty} \frac{\partial G(x, x_F)}{\partial x} = \frac{1}{x_F}, $$

is the response at $x$ to point forcing $\hat{F} = \delta(x - x_F)$, where $\delta(x)$ is the Dirac delta function. Therefore, $f_A$ represents waves seaward of the point of forcing, whereas $f_B$ represents waves shoreward of the point of forcing.

The particular solution of Eqs. (6), (8), and (9) for arbitrary $F(x)$ is (Arfken and Weber 2001, p. 618)

$$ \hat{N}(x) = \int_{x_F}^x G(x, x_F) \hat{F}(x_F) \, dx_F. $$

Therefore, the response to distributed forcing can be viewed as an integral of Green’s functions. We describe the cross-shore structure of individual Green’s functions in sections 3a–c. Examples of the response to distributed forcing are presented in section 3d.

Here $f_A$ and $f_B$ are functions of the cross-shore distance $x$, the dissipation strength $\lambda\omega$, and the mode number $n = \Re\{n'\}$. In the absence of forcing and dissipation, edge waves exist on a planar beach for only integer values of $n$ (Eckart 1951). In contrast, forced waves have the wavenumber and frequency of the applied forcing and exist for noninteger values of $n$. We refer to $n$ as the mode number, even when $n$ takes noninteger values. When $n$ equals (or nearly equals) an integer, energetic, resonant edge waves can be generated (Holman (1981) and references therein).

Figure 1 summarizes the behavior of $f_A$ for $n$ between $-0.5$ and $4.5$. A vertical section through each plot gives...
the cross-shore structure of the wave field for a particular value of \( n \). Figures 1a,b show weakly dissipative waves, whereas Figs. 1c,d show strongly dissipative waves (\( f_B \) has been renormalized so that the mean square magnitude of \( f_B \) shoredown the turning point is equal to 1). Waves propagating seaward, away from regions of forcing, reflect from the turning point, setting up a cross-shore standing wave structure (antinodes appear as dark bands in Fig. 1a; nodes appear as as light bands in Fig. 1a and as \( \pm \pi \) phase jumps in Fig. 1b). Outside the turning point, \( f_B \) decays almost exponentially. The cross-shore standing structure, clear in the weakly dissipative case (Figs. 1a,b), is modified by dissipation, as shown most clearly in the strongly dissipative case (Figs. 1c,d). Since energy is dissipated as waves propagate to the turning point and back, the nodal structure is incomplete (weakly developed light and dark bands in Fig. 1c) and net seaward propagation results (except for \( 2\pi \) phase wraps, the phase increases smoothly with distance from shore in Fig. 1d).

Figure 2 summarizes the behavior of \( f_B \). Inside the turning point, waves propagate shoreward, away from regions of forcing, and reflect from the shore, setting up a standing wave structure (Figs. 2a,b). Dissipation leads to net shoreward propagation (Fig. 2d) and weakened nodal structure (Fig. 2c). For noninteger mode numbers, \( f_B \) grows almost exponentially with distance seaward of the turning point. For near-integer mode numbers, the seaward growth of \( f_B \) begins far offshore of the turning point. This growth with distance seaward of the turning point is best viewed as a decay with distance shoreward of regions of forcing. All magnitudes greater than 4 are represented by black shading in Figs. 2a,c. Consequently, much of the region seaward of the turning point, where magnitudes often greatly exceed 4, is black in Figs. 2a,c.

c. Leaky waves

According to our shallow-water model, much of the energy of free shallow water waves is trapped shoreward of a turning point \( x_T \). When the shallow-water assumption is relaxed, free waves are refractively trapped only if \( \omega^2 < gk \) (Ursell 1952). If \( \omega^2 > gk \), then waves propagate from and to deep water and are called leaky waves. Now \( \omega^2/gk = kh_T \), where \( h_T \) is depth at \( x_T \). Since our shallow-water model requires \( kh_T \ll 1 \), leaky waves are excluded from our analysis. We discuss the possible importance of leaky waves in sections 3b and 3d.

3. Model results

In this section we present examples of forced, dissipative shallow water waves. We will show that the cross-shore structure of these dissipative waves depends markedly on the cross-shore structure of the applied forcing.

a. Edge waves

Figure 3 shows Green’s functions for dissipative waves of 40-s period forced shoreward of the turning point (\( x_T = 140 \text{ m} \)) on a planar beach of slope 0.02. The cross-shore structure of the weakly dissipated mode-2 wave (Figs. 3a,b) is very similar to the cross-shore structure of a free mode-2 edge wave (Mei 1983, p. 156). The cross-shore structure of the weakly dissipated mode-2.5 wave (Figs. 3c,d) depends on the location of the forcing and differs from the structure of free waves. Figures 3e–h show strongly dissipated mode-2 and mode-2.5 waves. The wave field is now a mixture of cross-shore standing waves and cross-shore propagating waves. Since these waves also propagate alongshore (with speed \( \omega/k \)), the cross-shore propagating waves of Fig. 3 propagate at an oblique angle to the shore. The mode-2 waves are resonant and consequently have larger amplitudes than the mode-2.5 waves, especially when dissipation is weak. We call all the waves shown in Fig. 3 edge waves because they all are trapped near the edge of the ocean by refraction.

b. Evanescent waves

Forcing applied shoreward of the edge wave turning point generates edge waves (section 3a). Figure 4 shows that very different behavior can result when forcing is applied seaward of the turning point \( x_T = 100 \text{ m}, x_T = 8 \text{ m} \). Only when forcing was resonant, and dissipation was extremely weak, were energetic edge waves
excited (Figs. 4g,h). Otherwise, only localized waves were generated (Figs. 4a–f). These waves were evanescent; that is, they did not propagate freely but decayed approximately exponentially with distance away from the point of forcing.

A simple model explains the behavior shown in Fig. 4. Since forcing is applied only outside the turning point, the mean energy flux carried to the turning point by evanescent waves $q_T$ must balance the mean edge wave dissipation rate $D$. We estimate the relative amplitudes of edge and evanescent waves by equating approximate expressions for $q_T$ and $D$.

From Eq. (1)

$$D = \frac{\omega g a_{\text{edge}}^2 x_T}{Q},$$

where $g a_{\text{edge}}^2 x_T$ is the total energy of the edge wave, and $a_{\text{edge}}$ is a typical edge wave amplitude.

A crude approximation of the cross-shore structure of evanescent waves is

$$\hat{\eta} = a_1 e^{-k(x - x_T)} + a_2 e^{i\phi} e^{k(x - x_T)},$$

where $a_1$ and $a_2$ are approximately the evanescent wave magnitudes at $x_T$ and $x_T$, respectively, and $\phi$ is a real constant. The cross-shore $e$-folding distance for evanescent waves is

$$K^{-1} = [k^2 - \omega^2 (gh_{1/2})]^{-1/2},$$

where $h_{1/2} = \beta(x_T + x_T)/2$ is the depth half way between the point of forcing and the turning point. The energy flux $q_T$ carried by evanescent waves is mathematically analogous to the probability flux carried by quantum-mechanical particles tunneling through a potential barrier (Ohanian 1990, section 3), and equals the mean depth-integrated product of pressure and velocity. From Eqs. (2) and (19),

$$q_T = \frac{2Khg^2}{\omega} e^{-kx} a_2 \sin(\phi),$$

where $L = x_T - x_T$. When $KL$ is large, evanescent waves decay greatly between the point of forcing and the turning point, and they carry very little energy to the turning point.

Equating $q_T$ with $D$ and noting that $h/x_{1/2} = \beta$, $a_1 \approx a_{\text{edge}}$, $a_2 \approx a_{\text{ev}}$ (where $a_{\text{ev}}$ is the evanescent wave amplitude at $x_T$), leads to

$$\frac{a_{\text{edge}}}{a_{\text{ev}}} \approx \frac{K \sin(\phi)}{k(n + 1/2)} Q e^{-kx_T}.$$  

The ratio between edge and evanescent wave amplitudes depends on their relative phase $\phi$. For resonant edge waves, $\phi \approx \pi/2$, and so $\sin(\phi) \approx 1$ (e.g., Figs. 4d,h). In contrast, $\phi$ can be close to $\pi$ or 0 [and so $\sin(\phi)$ can be much less than 1] if edge waves are nonresonant (e.g., Figs. 4b,f). Figure 5 shows that Eq. (22), with $\sin(\phi) = 1$, predicted the ratio between evanescent and resonant edge wave amplitudes to within a factor of 2,
except when edge waves were much larger than evanescent waves \( a_{\text{edge}} / a_{\text{ev}} = 10 \) and \( KL \) was small [Eq. (22) was inaccurate when \( KL < 2 \)]. Nonresonant edge waves are much smaller than evanescent waves when \( KL \) is sufficiently large. If forcing is broadbanded, then the bandwidth of the spectral peaks associated with resonant edge waves is \( O(Q^{-1}) \), and so the ratio between total edge and evanescent wave energy scales with \( Q e^{-KL}/[(n + 1/2)kK]^2 \). When \( KL \) is large, evanescent waves can dominate over edge waves, even if \( Q \) is much greater than 1.

In a classic paper, Munk et al. (1964) commented that they “... failed to generate observable edge waves by racing a destroyer at 31 knots along the 20-fathom line from La Jolla to Oceanside.” The destroyer traveled outside the turning point of shallow water waves, a fact that might explain the failure to generate edge waves (although departures from shallow-water theory, together with uncertainty about the strength of dissipation, make it difficult to draw strong conclusions). To ensure that forcing was applied inside the turning point, a boat would have to travel faster, or in shallower water.

When \( \omega^2 > gk \), the shallow-water approximation fails, and waves are leaky. Leaky waves are never evanescent and consequently always can radiate far from regions of forcing.

c. Dissipative decoupling

Schoenfeldt (1995), Bryan and Bowen (1996), and Bryan et al. (1998) showed that refraction can trap edge waves over sandbars. When waves are trapped over sandbars, evanescent waves exist between the sandbar and the beach. Evanescent waves transport very little energy over cross-shore distances large compared with \( (k^2 - \omega^2gh)^{-1/2} \) (section 3b). Consequently, the region of evanescent waves shoreward of the sandbar is a barrier to energy transport, which can effectively decouple dissipative bar- and shore-trapped waves.

If forcing is applied only over the sandbar and evanescent waves exist between the sandbar and the shore, then an argument similar to the one used to derive Eq. (22) leads to

\[
\frac{a_{\text{shore}}}{a_{\text{bar}}} = \frac{K \sin(\phi)}{k(n + 1/2)} Q e^{-KL},
\]

where \( a_{\text{shore}} \) and \( a_{\text{bar}} \) are the amplitudes of shore- and bar-trapped waves respectively, \( L \) is the width of the region of evanescent waves in the trough, \( \phi \) is the phase between bar- and shore-trapped waves at their turning points, and \( n \) is the mode number of the shore-trapped wave. Here \( K^{-1} \) is the \( e \)-folding distance for evanescent waves in the trough, which we crudely approximate by \( [k^2 - 2\omega^2gh(x + h_{\text{trough}})]^{-1/2} \), where \( h_T \) is the turning depth and \( h_{\text{trough}} \) is the maximum water depth shoreward of the bar. As in section 3b, \( \sin(\phi) \) is about 1 (zero) if shore-trapped waves are (are not) resonant.

If forcing is applied over the shoreface, but not over the bar, then \( a_{\text{bar}}/a_{\text{shore}} \) approximately equals the negative of the right-hand side of Eq. (23) (the term \( n + 1/2 \) is modified, but on realistic beaches the order of magnitude of \( a_{\text{bar}}/a_{\text{shore}} \) remains unchanged).

If \( Q e^{-KL}/[(n + 1/2)kK] \ll 1 \), then forcing over the bar does not generate significant shore-trapped waves, and forcing over the shoreface does not generate significant bar-trapped waves.

An example of a barred beach is shown in Fig. 6. We solve Eqs. (2), (3), and (4) for the beach shown in Fig. 6 by patching together planar beach solutions. Figure 7a shows how the total potential energy of weakly dissipative waves, \( V = g \int_{-a}^{a} \left| \eta(x) \right|^2 dx/2 \), depends on the cyclic frequency \( \omega_c \) and cyclic wavenumber \( k_c \). Unit forcing applied 0.3 m from the shore \( [\delta = 0.3 \text{ m}, \omega_c = \omega_c(2\pi), k_c = k_c(2\pi)] \). Here \( V \) was not calculated in the region \( \omega^2 > gk^3 \), where shallow-water theory is inaccurate (section 2c).

Shoreward of the trough, the barred beach of Fig. 6 has a slope of 0.045. Consequently, resonant waves
trapped shoreward of the trough have wavenumbers and frequencies near the wavenumbers and frequencies of resonant edge waves on a planar beach of slope 0.045. Resonance curves for bar-trapped waves are lines lying slightly above and almost parallel to $\omega/k = (gh_{\text{bar}})^{1/2}$, where $h_{\text{bar}}$ is the depth over the bar crest (Bryan and Bowen 1996).

Forcing applied over the shoreface excited resonant shore-trapped waves, and much energy was concentrated along planar-beach resonance curves (Fig. 7a). At incident frequencies, dissipation decoupled shore- and bar-trapped waves, and so energy was not concentrated along bar-trapped resonance curves. At low infragravity frequencies ($\leq 0.02$ Hz), resonant waves have wavelengths comparable to the distance from the shore to the bar, and so shore- and bar-trapped waves are not fully decoupled [$KL$ is small; see Eq. (23)]. Energy is concentrated along a line near $\omega/k = (gh_{\text{bar}})^{1/2}$ at low in-
fragravity frequencies, indicating that the bar did influence these waves. Waves with longshore phase velocities greater than \((gh_{\text{mth}})^{1/2}\) propagate freely between the shoreface and the bar (Bryan and Bowen 1996, case 4, p. 6546). Consequently, the resonance curves associated with these waves are influenced by the presence of the bar, and differ from the planar beach resonance curves.

Forcing applied over the bar \((x_r = 140 \text{ m})\) generated resonant bar-trapped waves. Consequently, much energy was concentrated along resonance lines lying just above \(\omega/k = (gh_{\text{mth}})^{1/2}\) (Fig. 7b). Dissipation has decoupled bar- and shore-trapped motions, and so forcing over the bar has not excited waves trapped shoreward of the trough.

Comparison of Figs. 7a and 7b shows that the number of resonance curves, and their location in \((\omega, k)\) space, can depend on the location of the forcing, even when \(Q\) is much greater than 1 [here \(Q \approx 60\) for \((\omega, k) = (0.09 \text{ Hz}, 0.024 \text{ m}^{-1})\)].

Let \(\omega_r = 0.090 \text{ Hz}\) and \(k_s = 0.0236 \text{ m}^{-1}\). At \((\omega_r, k_s)\) (marked with triangles in Fig. 7), resonance curves for bar-trapped and shore-trapped motions cross, and the cross-shore structure of dissipative waves depends entirely on where they are forced (Fig. 8).

The forced wave is a resonant mode-2 shore-trapped wave (Figs. 8a,b). The bar-forced wave is a resonant mode-0 bar-trapped wave (Figs. 8c,d). Equation (23) predicts \(a_{\text{shore}}/a_{\text{bar}} = 0.13\) when forcing is applied over the bar, roughly consistent with Fig. 8c.

Nondissipative theories predict that the region near \((\omega_r, k_s)\) is a mode coupling region, within which two resonance curves pass very close together but do not cross [this is the "kissing mode" case described by Bryan and Bowen (1996)].


d. Distributed forcing and variable dissipation

This section presents simulations of waves generated by distributed forcing in the presence of spatially varying dissipation. These simulations show that, given realistic forcing and dissipation, both edge and evanescent waves propagate obliquely shoreward into the outer surf zone, in qualitative agreement with field observations. For all simulations presented in this section, the beach profile is the one shown in Fig. 6.

A standard bottom friction parameterization suggests

\[
\lambda = C|\mathbf{u}|h, \tag{24}
\]

where \(|\mathbf{u}|\) is a typical water speed and \(C\) is a constant. For steady currents in the surf zone, \(C = 3 \times 10^{-3}\) (Feddersen et al. 1998), whereas for waves on the continental shelf with periods of about 10 s, \(C = 5 \times 10^{-2}\) (Herbers et al. 2000). We do not know what value \(C\) should take for infragravity waves. We assume \(C = 10^{-2}\). To simulate dissipation when incident waves were small (large), we assume \(|\mathbf{u}| = 0.3 \text{ m s}^{-1} (|\mathbf{u}| = 1 \text{ m s}^{-1})\). Equation (24) fails as \(h\) tends to zero [in the absence of capillary forces, Eq. (24) predicts total absorption (zero reflection) of linear waves at the shore (Miles 1990)]. To avoid this problem, we arbitrarily set all values of \(\lambda\) shoreward of \(h = 0.5 \text{ m}\) equal to \(C|\mathbf{u}|/0.5 \text{ m}\). We divided the region seaward of \(h = 0.5 \text{ m}\) into a series of segments, each 10 m wide, and calculated one value of \(\lambda\) for each segment by substituting the local mean depth into Eq. (24).

Infragravity waves are forced by groups of high-frequency waves. We assume that wave groups, with cyclic frequency \(\omega\) and cyclic longshore wavenumber \(k\), are produced by interference between two sinusoidal wave trains with frequencies \(\omega_1\) and \(\omega_2\) and cyclic longshore wavenumbers \(k_1\) and \(k_2\). We consider only two group frequencies \((\omega = 0.023\text{ Hz})\). We assume \(k = 0.005 \text{ m}^{-1}, \omega_1 = 0.01 \text{ Hz}\), and \(k_1 = -k/2\). We calculate the complex amplitudes, \(a_{1,2}\), of sea level fluctuations produced by the two wave trains by assuming linear, nondissipative, Wentzel–Kramers–Brillouin (WKB) shoaling of shoreward-propagating waves over an alongshore-uniform beach [giving Eq. (2) of Guza and Bowen (1977), with \(r = 0\), for each velocity potential]. This approach neglects both nonlinear generation of harmonics (Freilich and Guza 1984; Elgar and Guza 1985a,b) and the increase in directional spread that accompanies wave breaking (Herbers et al. 1999). The complex amplitude of fluctuations in the energy of nondissipative incident waves is \(a_1^{(ij)} = ga_{1,1}a_{2,2}^{*}\). Wave groups are partially destroyed in the outer surf zone by wave breaking (Symonds et al. 1982; List...
1991; Haller and Dalrymple 1995). We simulate breaking by assuming

\[ a_G(x) = \frac{1 + \tanh[\zeta(x - x_b)]}{2} a_G(x), \]

where \( a_G(x) \) is the amplitude of group-frequency energy fluctuations in the presence of breaking. The constants \( x_b \) and \( \zeta \) determine, respectively, the location of the outer edge of the surf zone and the width of the region over which wave groups are destroyed. We substituted \( a_G \) into energy-based formulas for the Stokes drift and radiation stress (Whitham 1962) and then calculated the nonlinear forcing \( F \) from Eq. (7).

When incident waves were small, groups propagated into very shallow water, and so even those edge waves that were trapped very close to the shore were excited. Figure 9 shows that relatively low frequency (0.023 Hz) groups of small incident waves generated a resonant, cross-shore standing, mode-1 edge wave. Higher-frequency (0.037 Hz) groups generated a resonant, cross-shore standing, mode-5 edge wave (Fig. 10).

When incident waves were large, breaking destroyed wave groups far offshore. Consequently, although relatively low frequency (0.023 Hz) groups resonated with a mode-1 edge wave, no significant edge wave was generated (Fig. 11). Instead, only evanescent waves were generated. These evanescent waves propagated shoreward with the short-wave groups, lowering the sea level under large incident waves (Figs. 11b,d). In this regard, these waves were similar to the bound waves described by Longuet-Higgins and Stewart (1962). However, the bound waves considered here are evanescent, and so they do not radiate far from regions of forcing (section 3b). In contrast, the waves considered by Longuet-Higgins and Stewart (1962) are not evanescent (this is ensured by their assumption that forcing is unidirectional) and do radiate far from regions of forcing. Consequently, whereas the bound waves of Longuet-Higgins and Stewart (1962) might be released when short waves break, evanescent bound waves are not released and do not radiate away from the breakpoint.

Higher-frequency (0.037 Hz; Fig. 12) forcing resonates with a higher-mode-number \((n = 5)\) edge wave, whose turning point is seaward of the breakpoint. Now energetic edge waves are generated and propagate shoreward. Strong dissipation in shallow water [Eq. (24)], combined with a lack of forcing inside the surf zone, ensures that these edge waves propagate shoreward (rather than seaward) near the edge of the surf zone, consistent with field observations. Outside the turning point, shoreward-propagating evanescent bound waves can still be seen.

Forcing with a frequency greater than \((gk)^{1/2}\) generates
leaky waves. Leaky waves are never evanescent and, when forced, always radiate away from the breakpoint.

We have introduced two types of cross-shore propagating infragravity waves: dissipative edge waves and evanescent bound waves. Since evanescent waves exist only seaward of a turning point, we can be sure that edge waves are more energetic than evanescent waves at the shore. Unfortunately, we cannot use our model to predict which type of wave is most energetic farther offshore because both forcing and dissipation are poorly understood. The infragravity wave drag coefficient $C$ could take any value between $3 \times 10^{-3}$ (a typical value for mean currents) and $5 \times 10^{-2}$ (a typical value for incident waves). The standard drag parameterization [Eq. (24)] is singular at the shore, and the manner in which this singularity is removed has a major effect on the wave field. The strength of surf beat forcing inside the surf zone is not known, but such forcing might play an important role by exciting edge waves that are trapped inside the surf zone. In the next section, we discuss how field data might be used to determine the relative importance of edge waves and evanescent bound waves.

**4. Discussion and conclusions**

A model of dissipative, shore-oblique shallow water waves suggests that the shoreward-propagating infragravity waves observed in the field could be dissipative edge waves or evanescent bound waves. When dissipation is weak, forcing close to the shore generates cross-shore standing edge waves. Stronger dissipation introduces edge waves that progress obliquely across-shore. Evanescent waves, which decay almost exponentially with distance from regions of forcing, dominate over resonant edge waves when forcing is applied sufficiently far outside the edge-wave turning point. Group-bound evanescent waves propagate shoreward with short-wave groups, lowering the sea level under large incident waves. However, unlike the group-bound waves described by previous researchers, evanescent bound waves are not released when short waves break.

Model results suggest that dissipation might decouple bar- and shore-trapped waves so that forcing over the bar generates only bar-trapped waves and forcing over the shoreface generates only shore-trapped waves. Decoupling is most effective when the wave frequency is high and the trough between the shore and the bar is wide and deep.

Given the current lack of understanding of both incident wave breaking and infragravity wave dissipation, field observations will be required to determine whether the phenomena described above are important on natural beaches.

For shallow-water evanescent waves, $\omega k < (gh)^{1/2}$. Consequently, it might be possible to estimate evanescent wave energy from band-integrated wavenumber–frequency spectra [Howd et al. (1991) and Noyes et al. (2002) used a similar approach to estimate shear wave energy]. Evanescent waves are most likely to be found in the outer surf zone, especially when the height and directional spread of incident waves are both large.

On natural beaches, during storms, infragravity energy levels do not decay seaward at the rate predicted by free wave theories (Ruessink 1998b; Lippmann et al. 1998, 2001). This might be explained by preferential forcing of partially decoupled bar-trapped waves or by decay of shoreward-propagating edge waves or evanescent bound waves in the outer surf zone. Further observations will be required to test these suggestions.
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