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ABSTRACT

This paper presents an estimate of the oceanic Lorenz energy cycle derived from a \(1/10^\text{th}\) simulation forced by 6-hourly fluxes obtained from NCEP–NCAR reanalysis-1. The total rate of energy generation amounts to 6.6 TW, of which 1.9 TW is generated by the time-mean winds and 2.2 TW by the time-varying winds. The dissipation of kinetic energy amounts to 4.4 TW, of which 3 TW originate from the dissipation of eddy kinetic energy. The energy exchange between reservoirs is dominated by the baroclinic pathway and the pathway that distributes the energy generated by the time-mean winds. The former converts 0.7 to 0.8 TW mean available potential energy to eddy available potential energy and finally to eddy kinetic energy, whereas the latter converts 0.5 TW mean kinetic energy to mean available potential energy.

This energy cycle differs from the atmospheric one in two aspects. First, the generation of the mean kinetic and mean available potential energy is each, to a first approximation, balanced by the dissipation. The interaction of the oceanic general circulation with mesoscale eddies is hence less crucial than the corresponding interaction in the atmosphere. Second, the baroclinic pathway in the ocean is facilitated not only by the surface buoyancy flux but also by the winds through a conversion of 0.5 TW mean kinetic energy to mean available potential energy. In the atmosphere, the respective conversion is almost absent and the baroclinic energy pathway is driven solely by the differential heating.

1. Introduction

A quantitative description of the oceanic energy cycle is crucial for improving our understanding about how the ocean general circulation functions. For the atmosphere, the Lorenz energy cycle (LEC) has been proven to be a useful concept for analyzing dynamical processes (Lorenz 1955; Oort and Peixoto 1983). It is well accepted that the atmosphere works as a heat engine that operates between warm sources at low latitudes near the surface and cold sinks at high latitudes in the upper atmosphere, thereby performing work to maintain the kinetic energy of the circulations against a continuous drain of energy by frictional dissipation (Oort and Peixoto 1983). The idea of the climate as a heat engine has been more thoroughly discussed by other authors (Johnson 2000; Tailleux 2009, 2010; Lucarini 2009). Given the fact that the ocean is driven by air–sea fluxes from the top, it is generally expected that its energy cycle differs from that in the atmosphere. Peixoto and Oort (1992) pointed out that “the ocean currents are driven mainly by atmospheric forcing of the winds rather than by internal conversions in the oceans themselves” as in case of the atmosphere. Following Sandstrom’s theorem (Sandström 1908, 1916), Huang (2004) claimed that “the ocean is not a heat engine.” Apart from these general considerations, a detailed description of oceanic energetics that illustrates how the oceanic LEC differs from the atmospheric one has been lacking.

One difficulty is due to the limited temporal and spatial coverage of oceanic observations. Peixoto and Oort (1992) estimated various energy components and some
energy generation and conversion terms, partially by vertically extrapolating available surface data down to the oceanic interior. The picture obtained cannot depict the detailed pathways of the oceanic LEC. It is not clear, apart from the dominant role of the winds in generating kinetic energy, what it is that characterizes the ocean as not being a heat engine. More recently, an updated schematic of oceanic energy reservoirs, sources, sinks, and transfer routes has been put forward by Ferrari and Wunsch (2009, 2010). To avoid complications related to the question of how much potential and internal energies are available and can be converted into kinetic energy, Ferrari and Wunsch concentrated on the ocean circulation kinetic energy, which can be decomposed into the kinetic energies of the time-mean circulation, geostrophic eddies and internal waves, and the rate of their generation and transfer toward dissipation. Even by leaving out the issue of available potential energy, whose definition is arguable, many of the numbers in the picture provided by Ferrari and Wunsch are highly uncertain.

Another approach that helps to improve our understanding of oceanic energetics is to perform numerical simulations using eddy-resolving OGCMs, despite the biases related to these estimates (Lucarini and Ragone 2011), and to infer the energy cycle from the output of these simulations. This activity has long been developed, starting from the pioneering work by Cox (1985) to studies using “mesoscale eddy-permitting” models, mostly for parts of the World Ocean (for a review of high-resolution simulations see, e.g., Böning and Semtner 2001, for LEC derived from simulations of various parts of the World Ocean see Olbers et al. 2012). It is only recently that global simulations with a horizontal resolution of one tenth of degree or finer have become possible. Several global (near-global) simulations over time periods of more than one decade have been performed (e.g., Masumoto et al. 2004; Sasaki et al. 2004, 2008; Maltrud and McLean 2005; Lee et al. 2007; Maltrud et al. 2010). The underlying OGCMs are formulated using a realistic geometry and bathymetry of the World Ocean and have been run in uncoupled mode, forced by realistic conditions at the sea surface. While these simulations have proven to realistically produce many features of the oceanic general circulation, what remains missing is a study of the full energy cycle of the global ocean.

To make further progress in analyzing the LEC in the ocean, we ran the Max-Planck Institute Ocean Model (MPI-OM) with a $1/10$ degree horizontal resolution, driven by realistic forcing provided by the National Centers for Environmental Prediction (NCEP)–National Center for Atmospheric Research (NCAR) reanalysis-1. Different from most of the previous efforts, we archived the all relevant second-moment statistics by accumulating two-variable-products at every model time step. Equipped with this second-moment information, we provide below a first complete estimate of the LEC for the global ocean that describes the time-mean balances among four energy reservoirs: $K_m$ and $P_m$, the kinetic and available potential energy of the time-mean circulation, and $K_e$ and $P_e$, the mean kinetic and available potential energy of the time-varying circulation.

The structure of the remaining paper is as follows. A brief description of the STORM/NCEP simulation is given in section 2. Section 3 summarizes the definitions of the four reservoirs and the terms describing the generations of and exchanges among the reservoirs. Section 3 also discusses the extent to which the terms in the oceanic LEC are affected by the choice of the reference density needed to define the available potential energy. According to the formulation given in section 3, results regarding the energy reservoirs, the generation, and dissipation of and the exchanges among the reservoirs are presented in sections 4–7. Section 8 provides an overall picture of LEC of the simulated ocean. Through a comparison with the atmospheric LEC, the questions of how the oceanic LEC differs from that of the atmosphere and what makes the ocean being not a heat engine are addressed. A summary and concluding remarks are given in section 9.

2. The STORM/NCEP simulation

Within the German consortium project STORM, which aims at a high-resolution coupled climate change simulation, we replaced the bipolar grid of the MPI-OM model by a tripod grid to ensure an essentially isotropic horizontal resolution. The tripod MPI-OM used for the present study has a horizontal resolution of about 0.1 degree at the equator. North of the equator, the grid is a lattice of families of ellipses and their orthogonal trajectories with “North Pole” being represented by a line having two foci lying on the same latitude shifted by 180 degrees in longitude in North America and Asia. South of the equator, the grid is Mercator and has a grid size of $\frac{1}{10} \delta \times \cos(\phi)$, where $\phi$ is latitude. Thus, the model resolution is smaller than 5 km south of 60°S, with the smallest grid size being 2.3 km. The total number of horizontal grid points is 3600 $\times$ 2392. In the vertical, the model has 80 levels. The thickness of these layers, which is about 10–15 m in the first 200 m, increases gradually to 195 m at about 4160-m depth and reaches 279 m for the deepest level at 6038 m. Hereafter, the model is referred to as the MPI-OM/TP6ML80
(TP = tripolar, 6M = 6 min, and L80 = 80 vertical levels). MPI-OM/TP6ML80 is based on the same discretized primitive equations for a hydrostatic Boussinesq fluid and has essentially the same physics as its bipolar predecessor (Jungclaus et al. 2006). The model is coupled to a sea ice model that includes the dynamics of sea ice circulation, the thermodynamics of sea ice growth and melt, and the thermohaline coupling to the ocean model (brine rejection). For the present study, the GM-parameterization for mesoscale eddies is switched off, and the tidal forcing is not activated. Further information on the STORM simulation can be found in von Storch et al. (2012, manuscript submitted to J. Adv. Model. Earth Syst.).

The model was spun up for 25 years using the German Ocean Model Intercomparison Project (OMIP) forcing derived from the 15-yr European Centre for Medium-Range Weather Forecasts (ECMWF) Re-Analysis (ERA-15), consisting of a climatological mean forcing plus a daily forcing that describes synoptic variations in year 1982 and is repeatedly applied (Rösk 2006). After the 25-year spinup phase, the kinetic energy in the deep ocean reaches a quasi-steady state (not shown). The forcing was then switched to the 6 hourly NCEP–NCAR reanalysis-1 (Kalnay et al. 1996) for the period 1948–2010. The resulting run will be referred to as the STORM/NCEP simulation. It is noted that the NCEP–NCAR reanalysis has notable deficiencies near the surface. The quality is particularly poor over the Southern Ocean, which may impact the surface forcing over the Antarctic Circumpolar Current (ACC).

The STORM/NCEP simulation is one of a few global real-time simulations at a horizontal resolution of about one tenth of degree that is preceded by a multidecadal spinup run and covers much longer than one decade. Such long simulations are required to achieve a quasi-steady state of mesoscale eddies, a necessary condition for estimating the LEC in its steady state.

In addition to standard model output, two-variable products $xy$ are accumulated at every model time step (i.e., every 600 s) to obtain $\overline{xy}$. Here and in the following, the overbar denotes time-averaged values. In case in which $x$ represents one of the three components of the velocity $u = (u, v, w)$ and $y$ a tracer (temperature or salinity), $\overline{xy}$ represents the mean flux of $y$ in the direction of $x$. By archiving $\overline{xy}$ as well as $\overline{x}$ and $\overline{y}$, we are able to derive the mean eddy flux $\overline{x'y'}$ from the equality

$$\overline{x'y'} = \overline{xy} - \overline{x}\overline{y},$$

here and hereafter prime denotes the deviation from the respective time mean. We use the term “eddy flux” for historical reason. As will be shown below, deviations from long-term means (e.g., $x', y'$) contain variations not only on time scales of mesoscale eddies, but also on other time scales, such as the annual cycle and the near-inertial periods (see also Li and von Storch 2012, manuscript submitted to J. Phys. Oceanogr).

For the STORM/NCEP simulation, we stored monthly means of model values of all diagnostic parameters, including the accumulated two-variable-produces in all relevant combinations. The results presented below are derived from the last decade (2001–10) of the STORM/NCEP simulation. In addition to monthly data, hourly output for January and July 2005 are used to assess the kinetic energy related to inertial gravity waves.

3. Terms of the LEC

The LEC describes the steady state balances of four energy reservoirs, the available potential energy $P_m$, and the kinetic energy $K_m$ of the time-mean circulation (or for short the mean available potential energy and the mean kinetic energy), and the time-averaged available potential energy $P_e$ and the kinetic energy $K_e$ of the time-varying circulation (or for short the eddy available potential energy and the eddy kinetic energy). The derivation of the LEC in the ocean, in particular the four respective balances per unit volume, are provided in Appendix A. Here we limit ourselves to the LEC obtained by integrating the four balances over the entire ocean volume. Throughout this paper, we use capital letters to denote volume-integrated LEC-terms (except for some variables in the equations of motion, such as the surface heat flux $H$) and lower-case letters the respective LEC-terms per unit volume or unit area, or for any limited regions.

The mean available potential energy and the mean kinetic energy are defined as

$$P_m = -\frac{1}{\sqrt{2}n_o} \int \frac{g}{n_o} \rho \nabla^2 \overline{y} \overline{u} \, dv,$$

and

$$K_m = \frac{1}{\sqrt{2}n_o} \int \overline{\rho_o (\nabla^2 + \nabla^2)} \overline{u} \, dv,$$

and the eddy available potential energy and the eddy kinetic energy are defined as

$$P_e = -\frac{1}{\sqrt{2}n_o} \int \frac{g}{n_o} \rho \nabla^2 \overline{x'y'} \, dv,$$

$$K_e = \frac{1}{\sqrt{2}n_o} \int \overline{\rho_o (\nabla^2 + \nabla^2)} \overline{x'y'} \, dv.$$

1 To reduce the output size, we stored our data in single precision that can distinguish 6 digits after comma. This way of storage is generally sufficient for most of the variables, except for the square of density, which is needed to calculate the eddy available potential energy. Because of extremely small variations in density, a large portion of the digits are used to store information that remains essentially unchanged, leaving very few digits to store the information about density variations.
\[
P_e = -\int_V \frac{1}{\sqrt{2} n_o} \rho^{*2} \, dv, \quad \text{and} \quad K_e = \int_V \frac{1}{\sqrt{2} \rho_o} (u'^2 + v'^2) \, dv.
\]

Here, \( n_o \) represents the vertical gradient of the time-mean and area-mean local potential density, and \( \int_V \, dv \) indicates the integral over the ocean volume. Variable notation is standard and can be found in the appendix. The available potential energy of the time-mean circulation is determined by the square of the time mean of density anomalies \( \rho^* \) defined by

\[
\rho^* = \rho - \rho_{\text{ref}},
\]

Here, \( \rho_{\text{ref}} \) is a predefined reference density. It is chosen to be the area average of the time-mean density \( \bar{\rho} \) and is a constant for a given level. The available potential energy of the time-varying circulation is determined by the variance of \( \rho^{*2} = \rho^* \cdot \rho^* \).

In a steady state, \( P_m, P_e, K_m, \) and \( K_e \) satisfy

\[
\frac{dP_m}{dt} = C(P_e, P_m) - C(P_m, K_m) + G(P_m) - D(P_m) = 0,
\]

\[
\frac{dP_e}{dt} = -C(P_e, P_m) - C(P_e, K_e) + G(P_e) - D(P_e) = 0,
\]

\[
\frac{dK_m}{dt} = C(K_e, K_m) + C(P_m, K_m) + G(K_m) - D(K_m) = 0,
\]

and

\[
\frac{dK_e}{dt} = -C(K_e, K_m) + C(P_e, K_e) + G(K_e) - D(K_e) = 0,
\]

where

\[
G(P_m) = -\int_S \frac{\alpha_{o,1}}{\rho_o} P \bar{\rho} \, dS - \int_S \frac{\beta_{o,1}}{\rho_o} G \bar{\rho} \, dS,
\]

\[
G(P_e) = -\int_S \frac{\alpha_{o,1}}{\rho_o} P \bar{\rho} \, dS - \int_S \frac{\beta_{o,1}}{\rho_o} G \bar{\rho} \, dS,
\]

\[
G(K_m) = \int_S (\tau_{x,1} \bar{u} + \tau_{y,1} \bar{v}) \, dS,
\]

and

\[
G(K_e) = \int_S (\tau_{x,1} \bar{u} + \tau_{y,1} \bar{v}) \, dS,
\]

are the rates of generation of \( P_m, P_e, K_m, \) and \( K_e, \) respectively. Here, \( \tau_{x,y} \) and \( \tau_{x,y} \) denote the stress exerted by the atmosphere on the ocean. Here, \( \alpha_{o,1} \) and \( \beta_{o,1} \) are values of expansion coefficients \( \alpha_o \) and \( \beta_o \) in the uppermost model layer. \( J_x = (1/\rho_o) C \) and \( G_x = \bar{S}_x (E - P) \) are the temperature and salinity flux at the sea surface, where \( c = 4000 \text{ J} \text{ (kg K)}^{-1} \) is the specific heat of seawater and \( H \) the total heat flux at the sea surface, \( S_t \) the time-mean salinity in the uppermost model layer, and \( E \) the evaporation rate and \( P \) the precipitation rate at the sea surface.

Denote the rate of conversion from \( X \) to \( Y \) by \( C(X, Y) \). The rate of conversion from \( Y \) to \( X \), \( C(Y, X) \), equals \(-C(X, Y)\). The four conversion rates in LEC are defined by

\[
C(P_e, P_m) = -\int_V \frac{g}{\sqrt{n_o}} \bar{\rho} \bar{u} \cdot \nabla \bar{p} \, dV,
\]

\[
C(K_e, K_m) = \int_V (\rho_o \bar{u}' \bar{u}' + \rho_o \bar{v}' \bar{v}') \, dV,
\]

\[
C(P_m, K_m) = -\int_V g \bar{p} \bar{w} \, dV, \quad \text{and}
\]

\[
C(P_e, K_e) = -\int_V g \bar{p} \bar{w} \, dV.
\]

Using the generation and conversion terms, the rates of dissipation \( D(P_m), D(P_e), D(K_m), \) and \( D(K_e) \) are derived as the residual from the respective balance equation.

It is noted that Eqs. (6)–(9) describe only the balances in a steady state. In particular, the rates of generation \( G \), dissipation \( D \), and conversion \( C \) in these equations ensure only that the time derivatives of \( K_m, K_e, P_m, \) and \( P_e \) vanish. They do not determine the steady state values of \( K_m, K_e, P_m, \) and \( P_e \).

When considering the LEC, the question of how to define the available potential energy immediately arises. Here, we do not claim that we solve the problem of determining the “availability.” In fact, we did not tackle the complex question of how much of the potential energy is really available. Instead, we consider our LEC-formulation as a tool useful for studying the balances of and the transfers among the four energy compounds defined in Eqs. (1)–(4).

We note that Eqs. (6)–(9) are derived from various approximations (see appendix). In particular, the density equation [Eq. (A10) in appendix], from which the balance equations for the mean and eddy available potential energy are derived, is afflicted with additional approximations. One of them, formulated in Eq. (A7), states that the vertical gradient of the local potential density, which indicates the static stability, is constant temporally and horizontally and varies only with the
depth. This assumption can lead to notable errors in regions with weak stratification, since in the density budget, the vertical advection of the reference stratification (namely that related to \( n_{ref} \)) is assumed to dominate the vertical advection of the perturbation. Apart from these assumptions and the errors induced by Eq. (A7), the LEC described above is well defined, meaning that all conversion terms from and to an available potential energy (e.g., either \( P_m \) or \( P_e \)) are not dependent of \( \rho_{ref} \).

To see this, we note that there are three conversion terms that involve \( \rho^* \) and can hence, at least in principle, be dependent of \( \rho_{ref} \). All of them occur in equations of the mean and eddy available potential energy per unit volume [Eq. (A13) and Eq. (A14) in appendix]. They describe, respectively, the conversion between eddy kinetic and eddy available potential energy, \( g \bar{\mathbf{w}} \rho^* \), the conversion between mean and eddy available potential energy, \( (\partial \rho / \partial n) \rho^* \mathbf{u}^*_{\mathbf{h}} \), \( \mathbf{V}_h \rho^* \), and the conversion between mean kinetic and mean available potential energy, \( g \bar{\mathbf{w}} \rho^* \). The first two conversions are independent of \( \rho_{ref} \), since for a spatially constant \( \rho_{ref} \), \( \mathbf{V}_h \rho_{\mathbf{h}}^* = \mathbf{V}_h \rho^* \), and since

\[
\rho^* = (\rho - \rho_{ref}) - \bar{\rho} + \bar{\rho}_{ref} = \rho^* - \bar{\rho}_{ref} = \rho^* - \bar{\rho} = \rho^* - \bar{\rho} - \rho_{ref} \tag{18}
\]

so that

\[
\rho^* \mathbf{u}_{\mathbf{h}}^* = \rho^* \mathbf{u}_{\mathbf{h}}^* - \rho \mathbf{u}_{\mathbf{h}}^* = \rho^* \mathbf{u}_{\mathbf{h}}^* - \rho \mathbf{u}_{\mathbf{h}}^* \tag{19}
\]

The situation is somewhat different for the last conversion. Generally, one has \( \mathbf{g} \bar{\mathbf{w}} \rho^* \neq \mathbf{g} \bar{\mathbf{w}} \rho \) and \( \mathbf{g} \bar{\mathbf{w}} \rho_{\mathbf{h}}^* \neq \mathbf{g} \bar{\mathbf{w}} \rho_{\mathbf{h}}^* \), where \( \rho_{\mathbf{h}}^* \) and \( \rho_{\mathbf{h}}^* \) are deviations from two different reference densities. Thus, \textit{when considering a unit volume}, the conversion between the mean kinetic and the mean available potential energy depends on the reference density. When applying global volume integral, on the other hand, one finds

\[
\int_V \mathbf{w} \rho^* \, dv = \int_V \mathbf{w} (\rho - \rho_{ref}) \, dv = \int_V \mathbf{w} \rho \, dv.
\]

This is because \( \int_V \mathbf{w} \rho_{\mathbf{ref}} \, dv \) equals \( \rho_{\mathbf{ref}} \int_V \mathbf{w} \, dv \) and \( \int_V \rho \, dv \) vanishes at each time step in MPI-OM in which the flows are nondivergent and satisfy no-normal-flow condition at the boundaries. In fact, not only the volume but also the area integral of \( \mathbf{w} \) vanishes. Thus, \textit{when integrated globally}, the conversion between the mean kinetic and the mean available potential energy, \( C(P_m, K_m) \), is independent of \( \rho_{ref} \).

Not only the conversion terms, the generation of the eddy available potential energy, which involves \( \rho^* \mathbf{T} \) and \( \rho^* \mathbf{G} \), is also independent of \( \rho_{ref} \), since Eq. (18) implies

\[
\rho^* \mathbf{T} = \rho^* \mathbf{T} - \rho \mathbf{T}_\mathbf{r} = \rho^* \mathbf{T} - \rho \mathbf{T}_\mathbf{r}, \quad \rho^* \mathbf{G} = \rho^* \mathbf{G} - \rho \mathbf{G}_\mathbf{r} = \rho^* \mathbf{G} - \rho \mathbf{G}_\mathbf{r} \tag{20}
\]

For the same reason, the eddy available potential energy, which is proportional to \( \rho^* \mathbf{T} \) and \( \rho^* \mathbf{G} \), is also independent of \( \rho_{ref} \).

Apart from \( P_m \) itself, the only term that depends on \( \rho_{ref} \) is the generation of the mean available potential energy via the mean heat and buoyancy flux at the sea surface defined in Eq. (10). Because of the spatial variations of the expansion coefficients, in particular those of \( \alpha_{o,i} \), \( G(P_m) \) depends on the choice of \( \rho_{ref} \) even when \( \rho_{ref} \) is constant and the area integrals of \( H \) and \( E - P \) vanish for an ocean that is in its steady state.

In summary, three out of the four energy reservoirs, namely \( P_e \), \( K_m \), and \( K_e \), are by definition independent of \( \rho_{ref} \) and all \( G \) and \( C \) terms, except for the generation rate of the mean available potential energy \( G(P_m) \), are by definition independent of the choice of \( \rho_{ref} \). It will be shown in section 5 that the value of \( G(P_m) \) varies not too much for a reasonable range of \( \rho_{ref} \).

### 4. Energy reservoirs

The four reservoirs are calculated following Eqs. (1)–(4). The kinetic energy of the time-mean and time-varying circulation, \( K_m \) and \( K_e \), are well defined and can be accurately estimated. \( K_m \) amounts to 1.27 EJ (exajoules = 10\(^{18}\) joules). Figure 1 and Fig. 2 show the horizontal distributions of \( 0.5(\mathbf{u}^2 + \mathbf{v}^2) \) and \( 0.5(\mathbf{u}^2 + \mathbf{v}^2) \) at 100- and 2038-m depth. For the time-mean circulation (Fig. 1a and Fig. 2a), strong kinetic energies are concentrated in sharp equatorial currents, sharp boundary currents, and narrow filaments in the Southern Ocean that form the ACCs. Most of the narrow filaments are along the zonal direction and indicate narrow zonal jets, consistent with the satellite altimetry data (Maximenko et al. 2005; Scharffenberg and Stammer 2010). The amplitude of the equatorial currents reaches about 1 \( \text{m s}^{-1} \) at 100 m. The sharp currents in the Gulf Stream region reach about 1 \( \text{m s}^{-1} \) in the upper ocean. The velocity maxima in the filaments in the Southern Ocean are about 20 \( \text{cm s}^{-1} \) at 2000 m. Note that the strength of the ACC varies notably as it flows eastward, and that the time-mean kinetic energy in the deep ocean is almost exclusively concentrated in the Southern Ocean. It is striking how little the paths of these currents vary over time so that regions of strong and weak currents, characterized by differences in \( 0.5(\mathbf{u}^2 + \mathbf{v}^2) \) that are larger than one order of magnitude, can exist side by side during the time-average period of 10 years and result in narrow fine structures in Fig. 1a and Fig. 2a.
The mean kinetic energy of the time-varying circulation $K_e$ is almost three times stronger than that of the time-mean circulation and reaches 3.55 EJ. It should be noted that $K_e$ represents, by construction, kinetic energy related to variations on time scales ranging from the model time step of 600 s to the analysis period of 10 years. Thus, not only mesoscale eddies but also other features such as the annual cycle and inertial waves contribute to $K_e$.

The horizontal distributions of $0.5(u^2 + v^2)$ (Fig. 1b and Fig. 2b) show that the time-varying circulation is much more energetic and its related kinetic energy reveals, when averaged over time, much smoother spatial structures than the time-mean circulation (Fig. 1a and Fig. 2a). The smoothness indicates a large variability in the positions of the mesoscale eddies and other transient features captured in $0.5(u^2 + v^2)$. The maxima of $0.5(u^2 + v^2)$ are located near, but not always in the sharp currents. For instance in the North Atlantic and North Pacific, the largest values of $0.5(u^2 + v^2)$ are spread out downstream away from the coasts, whereas the largest values of $0.5(u^2 + v^2)$ are confined within narrow strips along the coasts. Generally, eddy kinetic energy is often higher in regions with weak mean
circulation. To demonstrate this, Fig. 3a shows the ratio of $0.5(\overline{u^2} + \overline{v^2})$ to $0.5(\overline{\tau^2} + \overline{\nu^2})$ at 100 m. Within sharp topographically controlled boundary currents, in the equatorial Pacific and Atlantic, and within the filaments of the ACC, the eddy kinetic energy is weaker than the mean kinetic energy. Outside strong currents, in particular in the subtropical and midlatitude regions where the values of $0.5(\overline{u^2} + \overline{v^2})$ are smaller than $10^{-3}$ m$^2$ s$^{-2}$, the eddy kinetic energy is up to one to two orders of magnitude larger than the mean kinetic energy. This relation between the mean and the eddy kinetic energy are consistent with the satellite altimetry data (Scharffenberg and Stammer 2010). The same relation exists also in the deep ocean (not shown).

The vertical profiles of area-averages of $0.5(\overline{u^2} + \overline{v^2})$ and $0.5(\overline{\tau^2} + \overline{\nu^2})$ reveal that kinetic energy decreases drastically with increasing depth and the intensity of the time-varying circulation is stronger than that of the time-mean circulation throughout the water column (Fig. 4). Translated into velocity speed, one has for the time-varying circulation an area-averaged value of about 28 cm s$^{-1}$ in the first model layer and about 3 to 4 cm s$^{-1}$ below about 3 km. The respective values for the time-mean circulation are up to 50% smaller.
Being driven by 6 hourly winds from the NCEP–NCAR reanalysis, the MPI-OM/TP6ML80 model produces strong near-inertial waves. To get some idea about how much of the velocity variations originate from variations at frequencies higher than the inertial frequency $f$, we carried out Fourier decompositions at each grid point for hourly velocities in January and July 2005 of the STORM/NCEP simulation, and integrated the spectral estimates over frequencies larger than $f$. In this way, we obtained an estimate of variances related to the simulated internal waves, including inertial oscillations. Outside an equatorial band of, about $\pm 5^\circ$, the inertial periods are shorter than 6 days, and are therefore reasonably well resolved by hourly velocities over a period of one month. Figure 3b shows the high-pass-filtered variance relative to the total variance. In these non-equatorial regions, variances at frequencies larger than $f$ account up to 20%–40% or more of the total velocity.
When integrated because of the reduced precision of the stored data. It seems that the magnitude of errors arising from Eq. (A7) can be neglected. It amounts to 6.38 EJ. However, $P_c$ is not well estimated because of the reduced precision of the stored data. When integrated $\overline{\rho u^2}$ over each model layer, we obtain a vertical profile that has large positive values (as it should be the case by definition) in the upper few hundred meters and small values with alternating signs below 1000 m. It seems that the magnitude of $\overline{\rho u^2}$ is noticeably larger than that of the rounding errors in the upper ocean, but comparable to the size of rounding errors below 1000 m. The large positive values indicate that the order of $P_c$ is likely correctly derived from the simulation, but the spatial distribution of $\overline{\rho u^2}$, in particular that in the deep ocean, should be considered with caution.

5. Generation of kinetic and available potential energies

The power supplied by the time-mean winds to the time-mean circulation, $G(K_m)$, amounts to 1.85 TW (terawatts = 10^{12} watts) and that supplied by the time-varying winds to the time-varying circulation, $G(K_v)$, amounts to 2.19 TW. The two numbers are comparable to $G(K_m) = 1.98$ TW and $G(K_v) = 1.79$ TW that were derived from the simulation with the OGCM For the Earth Simulator (OFES) (von Storch et al. 2007). That the value of $G(K_m)$ is about 7% lower in the STORM/NCEP simulation than in the OFES simulation can be caused, at least partially, by the fact that the former is based on averages obtained over 10 years, whereas the latter is obtained from averages over 5 years only. By using a shorter averaging period, some of the long-term variability might not be averaged out and can reside in the time-means, leading to somewhat larger value of $G(K_m)$. The value of $G(K_v)$ is about 18% higher in the STORM/NCEP simulation than in the OFES simulation. This difference can be a direct consequence of calculating \( \overline{\tau; u'} \) and \( \overline{\tau; v'} \) using accumulated products \( \overline{\tau u} \) and \( \overline{\tau v} \), rather than snapshots sampled every three days. Certainly, the differences can also be caused by the different models used. Of the total generation of 2.19 TW through the time-varying winds in STORM/NCEP, 0.27 TW, or about 12%, is caused by the mean annual cycle in the winds. This value compares also well with the respective value (0.29 TW) obtained from the OFES simulation. Overall, the amount of wind-supplied power obtained from the STORM/NCEP run is comparable to that found in the OFES simulation based on a different OGCM. It should be noted that the numbers provided here represent wind input to the circulation (not to the surface waves).

Apart from the differences in the magnitude, the geographic distributions of the respective generation terms per unit volume (Figs. 5a, b) resemble those obtained from the OFES simulation. This is particularly true concerning the following two aspects. First, the power input from the time-mean wind stresses is most intense in the Southern Ocean (see both the two-dimensional distribution and the meridional profile in Fig. 5a), as it is also found in the Ocean Topography Experiment (TOPEX) altimeter data (Wunsch 1998). In both the STORM/NCEP and the OFES simulation, the generation from the time-mean wind stress is larger south of Africa and in the Indian Ocean sector of the

![Fig. 4. Vertical profiles of area averages of $0.5(\overline{\tau u^2})$ (solid) and $0.5(\overline{\tau v^2})$ (dashed) as a function of depth.](image-url)
Southern Ocean than those farther eastward. This east–west asymmetry is also evident in Wunsch’s estimate. It should be noted that the generation from the time-mean wind stress in Wunsch’s estimate are smaller than those shown in Fig. 5a, since Wunsch (1998) considered the power input from the mean winds to the geostrophic circulation below the main Ekman layer, rather than the total power input from the time-mean winds at the sea surface. Second, the power input from the time-varying wind stress is positive almost everywhere (Fig. 5b), meaning that the time-varying current velocity is, on average, orientated in the same direction as the time-varying wind stress. Note that the pattern of $g(k_e)$ differs notably from that of the eddy kinetic energy in Fig. 1b.

The surface buoyancy flux can generate density differences and variances, and from that the mean and eddy available potential energy, by heating relatively light water masses and by adding freshwater to relatively light water masses, and by cooling relatively heavy water masses and by extracting freshwater from relatively heavy water masses. Figure 6 and Fig. 7 show the generation via the heat flux and freshwater flux, respectively. In Fig. 6a and Fig. 7a, $\rho^*$ is calculated as the deviation from the time-mean area-mean surface density $\langle \rho \rangle$.

Regarding the time-mean density differences, the net generation rate of 2.00 TW is composed of a contribution of 1.87 TW from the mean heat flux and a contribution of 0.13 TW from the mean fresh-water flux ($E - P$). The contribution from heat flux results mainly from two factors, 1) the constant loss of heat in polar regions, which maintains the density of the heavy water masses there
against diffusion and reaches magnitudes of more than 100 mW m\(^{-2}\) (1 mW = 10\(^{-3}\) W), and 2) the constant gain of heat in the tropical regions, which maintains the density of light water masses against diffusion there and reaches magnitudes of about 20–40 mW m\(^{-2}\) (Fig. 6a). The contribution from freshwater flux results mainly from constantly adding freshwater (excess precipitation over evaporation) into lighter water masses in the tropics, with the maximum generation rate reaching about 20 mW m\(^{-2}\) (Fig. 7a). On the other hand, both the heat flux and the freshwater flux can also remove density differences. Removal via heat flux occurs in most of the subtropical and midlatitude regions, with the generation rate being stronger than 40 mW m\(^{-2}\) in the Kuroshio and Gulf Stream regions, where heat is lost from warmer and lighter water masses. The removal via the freshwater flux occurs in the high-latitude regions, where precipitation is in excess of evaporation over water masses that are denser than those in the tropics. Overall the generation of density difference outweighs the removal of density difference, and the freshwater flux is much less efficient in changing density than the heat flux.

The generation of variances of time-varying density anomalies is determined by the correlation of buoyancy flux with density anomalies. The magnitude of the generation via time-varying heat flux (Fig. 6b) is comparable or even larger than that via the time-mean freshwater flux (Fig. 7a). The generation via the time-varying freshwater flux (Fig. 7b) is about one order
of magnitude smaller than the generation via the time-mean freshwater flux. The generation via time-varying heat flux is positive over most of the extratropical regions, with maximum generation rate of about 30 mW m$^{-2}$ in the Kuroshio and Gulf Stream regions. This is partially due to the fact that the turbulent heat fluxes are directly coupled to the sea surface temperatures.

To have some idea about how $G(P_m)$ varies with the choice of the reference density, we recalculated $G(P_m)$ by changing $\rho_{ref}$ to $(\bar{\rho}) \pm 1$ kg m$^{-3}$. The overall structures as seen in Fig. 6a and Fig. 7a remain essentially the same, but the relative magnitudes of positive and negative values are different, resulting in different values of $G(P_m)$ (Table 1). The differences are about 20%. Thus, if we assume that the reference density should not be too different from $(\bar{\rho})$, we would accept that the order of magnitude of $G(P_m)$ is reasonably estimated. In the following, we assume that the dependence of $G(P_m)$ on $\rho_{ref}$ is weak.

6. Exchanges between the four energy reservoirs

This section discusses conversion terms, $C(X, Y)$ or $c(x, y)$. Positive values of $C(X, Y)$ or $c(x, y)$ indicate that $X$ or $x$ is converted into $Y$ or $y$, whereas negative values of $C(X, Y)$ or $c(x, y)$ indicate that $Y$ or $y$ is converted into $X$ or $x$, consistent with the notion $C(X, Y) = -C(Y, X)$ or $c(x, y) = -c(y, x)$.

a. Conversion between mean and eddy available potential energy

According to Eq. (14), eddy available potential energy will be converted into mean available potential energy when the eddy density flux $\rho' \mathbf{u}_e'$ is in the direction of the
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mean density gradient. In the upper ocean, the eddy density flux \( \rho' \overline{u'} \), which is predominantly poleward within the tropical band of \( \pm 20^\circ \) and equatorward north and south of this band, is mostly directed opposing the model-meridional gradient of the mean density \( \nabla \rho / \nabla y \) (not shown). The relation between the zonal eddy density flux \( \rho' \overline{u} \) and the model-zonal gradient of the mean density \( \nabla \rho / \nabla x \) is much less systematic. As a result, most of the negative values of \( c(p_e, p_m) \) in the model upper ocean, which indicate conversions from \( p_m \) to \( p_e \), result from the down-gradient meridional eddy density flux. The largest conversion from \( p_m \) to \( p_e \) occurs in the upper ocean in the equatorial region and in the Gulf Stream and Kuroshio regions. The magnitude of \( c(p_e, p_m) \) decreases with increasing depth. The conversion remains being directed from the mean available potential energy to the eddy available potential energy in the deep ocean and is strongest in the Southern Ocean, mostly due to the down-gradient meridional eddy density flux there. When integrated vertically (Fig. 8), the values of \( c(p_e, p_m) \) are mostly negative. The meridional profile of the vertical integral (right profile in Fig. 8) reveals maxima near \( 35^\circ N \), just north of the equator and around \( 40^\circ - 50^\circ S \). Integrated over the entire ocean, the total conversion is directed from \( P_m \) to \( P_e \) and amounts to 0.83 TW.

### Conversion between eddy available potential energy and eddy kinetic energy

The conversion between the eddy kinetic and eddy available potential energy [Eq. (17)] is determined by the covariance between density and vertical velocity. Positive values of \( c(p_e, k_e) \) are obtained when denser water masses correlate with downward movements and lighter water masses correlate with upward movements. They indicate conversions from eddy available potential energy to eddy kinetic energy and measure the strength of the baroclinic production.

The geographical distributions of positive \( c(p_e, k_e) \) suggest that baroclinicity prevails in most of extratropical regions at 100 m and essentially only in the Southern Ocean at about 2000 m (not shown). Figure 9 shows the distribution of vertically integrated \( c(p_e, k_e) \). A comparison with the distributions of \( k_e \) suggests that to a first approximation, there is a good agreement between eddy activity, as indicated by large values of \( k_e \) in Fig. 1b and Fig. 2b, and baroclinic production, as indicated by large positive values of \( c(p_e, k_e) \) in Fig. 9, in most of the extratropical oceans. However, not all strong velocity variations are related to baroclinicity. This is particularly true for the tropical variations in the upper ocean that result, amongst others, from tropical instability waves (see, e.g., Jochum et al. 2004). For these variations, \( c(p_e, k_e) \) has mostly negative values, indicating

### TABLE 1. The rate of generation of the mean available potential energy \( P_m \) due to heat flux \( G(P_m)_H \), evaporation minus precipitation \( G(P_m)_{E-P} \), and both \( G(P_m) \). Three different reference densities are used. \( \langle p \rangle = 1024.3 \text{ kg m}^{-3} \) indicates the time-mean and area-mean surface density.

<table>
<thead>
<tr>
<th>( G(P_m)_H )</th>
<th>( \langle p \rangle + 1 \text{ kg m}^{-3} )</th>
<th>( \langle p \rangle )</th>
<th>( \langle p \rangle - 1 \text{ kg m}^{-3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.25</td>
<td>1.87</td>
<td>1.49</td>
<td></td>
</tr>
<tr>
<td>0.09</td>
<td>0.13</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>2.34</td>
<td>2.00</td>
<td>1.65</td>
<td></td>
</tr>
</tbody>
</table>
conversions from eddy kinetic energy to eddy available potential energy. There are also other places where maxima in $k_e$ do not correspond to positive values of $c(p_m, k_e)$. For instance, large values in $k_e$ are found along the western boundaries of the tropical Atlantic and the South Atlantic at about 2000 m (Fig. 2b), where $c(p_m, k_e)$ is mostly small or even negative, suggesting that mechanisms other than baroclinic instability must be responsible for the generation of $k_e$ there.

The vertical profile of area integrated $c(p_m, k_e)$ reveals positive values at all depths (not shown). Thus, eddy available potential energy is converted to eddy kinetic energy throughout the water column. This conversion has nearly constant strength in the upper 1500 m, and decreases drastically with increasing depth below 2000 m. The weak dependence on depth in the upper 2 km results from a decrease in baroclinic production with depth in the Gulf Stream and Kuroshio and an increase in baroclinic production with depth in the Southern Ocean. Integrated over the entire ocean, the conversion from eddy available potential energy to eddy kinetic energy amounts to 0.73 TW.

c. Conversion between eddy kinetic energy and mean kinetic energy

The vertical profile of $c(k_e, k_m)$ integrated over each model layer shows negative values above about 2.5 km and positive values below about 2.5 km (Fig. 11a). Thus, eddy kinetic energy is converted to mean kinetic energy only in the deep ocean. In the upper 2.5 km, the conversion goes the other way around. The negative values of $c(k_e, k_m)$ in the upper ocean are located mainly in the tropical and subtropical oceans, but also in the midlatitude regions around 40°N and 40°S (Fig. 10a). When decomposing $c(k_e, k_m)$ into the term related to horizontal gradients of the mean zonal velocity $\rho_0 u' h \cdot V_h n$ and the term related to the horizontal gradients of the mean meridional velocity $\rho_0 u' h \cdot V_h v$, we find that the former makes a larger contribution to negative $c(k_e, k_m)$ in the upper ocean than the latter, indicating the dominant role of shear instability related to the mean zonal flows in the upper tropical oceans, resulting in phenomena such as tropical instability waves (Jochum et al. 2004). In the deep ocean, large values of both signs are found in the Southern Ocean (left plot in Fig. 10b). When zonally integrated (right plot in Fig. 10b), we find a large conversion from $k_e$ to $k_m$ around 55°S.

We further investigated the role of the Southern Ocean by integrating $c(k_e, k_m)$ over 40°–65°S for each model layer. Figure 11b shows that when integrated over the Southern Ocean (40°–65°S) for each model layer, the net conversion is from mean kinetic energy to eddy kinetic energy in the upper 3000 m and the other way around further below. Given the fact that the strongest power input with maxima reaching about 50 mW m$^{-2}$ comes from the time-mean winds to the time-mean circulation in the Southern Ocean (Fig. 5a), the net conversion from mean kinetic energy to eddy kinetic energy in the Southern Ocean indicates a power pathway from winds to the time-mean circulation and eventually to the time-varying circulation, at least in the upper ocean.

d. Conversion between mean kinetic energy and mean available potential energy

As pointed out in section 3, only the area integral of $c(p_m, k_m)$ is independent of the choice of $\rho_{ref}$ that is used to define the mean available potential energy. Because of that, we consider only the vertical profile of the area...
7. Dissipation of kinetic and available potential energies

The rates of dissipation are diagnosed from the rates of generation and conversion discussed in the previous sections, as residuals of the balances given in Eqs. (6)–(9). The net dissipation amounts to 6.7 TW. About one-third of this dissipation results from the dissipation of the available potential energy, which is to a large extent but not exclusively, due to the harmonic diffusion used in the STORM/NCEP model that tends to smooth out isopycnical density differences. The other two-thirds, which result from the dissipation of kinetic energy and are affected by the biharmonic viscosity used in the model, are directly related to the power input from the winds. From these two-thirds of the net dissipation, 1.4 TW are used to dissipate the mean kinetic energy and 3 TW are used to dissipate the eddy kinetic energy. In the discussion of the general circulation of the ocean, the power required to maintain the stratified quasi-steady state of the deep ocean is estimated to be of the order of 2 TW (Munk and Wunsch 1998; Wunsch and Ferrari...
It is thought that half of this power comes from the tides and the other half from the winds. One way to turn the wind input at the surface into mechanical power for mixing in the oceanic interior is that via breaking of internal waves emitted by eddying flows. The 3 TW that result mainly from the dissipation of mesoscale eddies suggest that, if eddying flows are capable of emitting internal waves, notable amount power can be passed from mesoscale eddies to internal waves.

8. The oceanic LEC

One goal of the present study is to understand, in a more quantitative way and under the assumption that the MPI-OM/TP6ML80 is able to represent the oceanic LEC realistically, how the ocean general circulation functions. One way to achieve this goal is by comparing the estimated oceanic LEC with the LEC of the atmosphere. The oceanic LEC is summarized in Fig. 13a. An estimate of the atmospheric LEC is shown in Fig. 13b, where the values of Li et al. (2007), as derived from the 40-yr ECMWF Re-Analysis (ERA-40), are transformed into the same units as in Fig. 13a. Figure 13b suggests a dominant power pathway $P_m$ to $P_e$ and $K_e$, and a weak continuation to $K_m$, with $C(P_m, P_e)$ and $C(P_e, K_e)$ being the largest conversions within the atmospheric LEC and having the same order of magnitude, and a clear conversion from $K_e$ to $K_m$, with $|C(K_e, K_m)|$ being notably smaller than $|C(P_m, P_e)|$ and $|C(P_e, K_e)|$, but much larger than $|C(P_m, K_m)|$. These features are also found in other estimates, including both the older estimates (Peixoto and Oort 1992) and those obtained from different climate models (Hernández Deckers and von Storch 2010; Hernández Deckers and von Storch 2011). Less certain is the conversion $C(P_m, K_m)$, which is not always positive, though always about one order of magnitude smaller than $|C(P_m, P_e)|$ and $|C(P_e, K_e)|$ in all previous estimates. In the following comparison, we will assume that the total conversion from $P_m$ to $K_m$ in the atmosphere is much weaker than the other three conversions.

Regarding energy reservoirs, the mean available potential energy $P_m$ is much larger than the other three reservoirs in the ocean. Because of its dependence on the choice of the reference density, $P_m$ is not particularly meaningful and will hence not be discussed further. Apart from $P_m$, the oceanic circulation is much less energetic than the atmospheric circulation with the reservoirs $P_e$, $K_e$, and $K_m$ in Fig. 13a being about two
orders of magnitude smaller than those in Fig. 13b. Also the relative magnitudes of the reservoirs are different. In the ocean, $P_e$ is the largest and amounts to 6.4 EJ, followed by $K_e$ of 3.6 EJ and $K_m$ of 1.3 EJ. In the atmosphere, $K_m$ is the largest, followed by $K_e$ and then $P_e$.

Regarding generation and conversion rates, the two LECs in Fig. 13 reveal one common feature and two striking differences. Common in both the atmosphere and the ocean is the pronounced baroclinic pathway $P_m \rightarrow P_e \rightarrow K_e$ characterized by a conversion from the mean available potential energy to the eddy available potential energy $[C(P_m, P_e)]$ that has about the same magnitude as the conversion from the eddy potential energy to the eddy kinetic energy $[C(P_e, K_e)]$. The related power amounts to about 1 TW in the ocean and about 1 PW (peta watts = $10^{15}$ watts) in the atmosphere.

In the ocean, the similarity between the spatial distributions of negative values $c(p_e, p_m)$ in Fig. 8 and positive values of $c(p_e, k_e)$ in Fig. 9 demonstrates that the two conversions occur hand in hand. As in the atmosphere, oceanic mesoscale eddies are, to a large extent, generated by baroclinic instability via the pathway $P_m \rightarrow P_e \rightarrow K_e$.

The first difference between the atmospheric and oceanic LEC concerns the rates of generation and dissipation, in particular those of $P_m$, $K_m$, and $K_e$, relative to the conversion rates to and from these reservoirs. The generation and dissipation rates are much stronger than the conversion rates in the ocean than in the atmosphere. Regarding $P_m$, $K_m$, and $K_e$ in the ocean, the rates of generation and dissipation are about two times or more larger than the conversions (Fig. 13a). Thus, $P_m$, $K_m$, and $K_e$ in the ocean are, to a first approximation, isolated, meaning that generation essentially balances dissipation. For the atmosphere, by contrast, the conversion terms are comparable or even larger than the respective generation and dissipation rates (Fig. 13b). This difference suggests that the generation and dissipation of $P_m$, $K_m$, and $K_e$ in the ocean dominate the exchanges between the energy reservoirs via the oceanic circulation. In particular, the time-mean circulation in the ocean is to a first approximation determined by the surface forcing, with its interaction with mesoscale eddies being less important than the respective interaction in the atmosphere.

This difference in LEC directly results from the different power suppliers for the atmosphere and for the ocean. For the ocean, the power is mainly supplied by the winds. Of the total power input of 6.6 TW, about 60% comes from the winds and 40% originates from the buoyancy forcing. A considerable part of the kinetic energy of the ocean circulation can be forced by the winds without directly invoking the buoyancy forcing. By contrast, the atmosphere is forced by differential heating via radiative heat fluxes solely and there is no net mechanical power input. The kinetic energy of the atmosphere relies completely on the ability of the atmospheric circulation to transform available potential energy into kinetic energy. Even though this difference in power supplier for the two fluids is known and some direct consequences of this difference are expected, the present estimate of the oceanic LEC allows a quantification of the supplier and the relation of the external
power supplier to the conversion rates via the circulation in the ocean.

It should be noted that $G(P_m)$ and $G(P_e)$ in Fig. 13b are obtained by assuming no dissipation of $P_m$ and $P_e$ via diffusion, as it is done in almost all other estimates of the atmospheric LEC. The assumption is needed since for the atmosphere $G(P_m)$ and $G(P_e)$ cannot be easily estimated from radiative heat fluxes and are hence evaluated by balancing the corresponding conversion rates. Such an evaluation works only if the dissipation is assumed to be zero, so that the rate of generation is the only unknown. Thus, care should be taken regarding the relation of the external power supplier to the conversion rates via the circulation in the atmosphere.

The second difference between the atmospheric and oceanic LEC concerns the two conversion terms connected to the mean kinetic energy $K_m$ [i.e., $C(K_m, P_m)$ and $C(K_m, K_e)$]. Both conversions are relatively strong and directed away from $K_m$ in the ocean, but relatively weak and directed toward $K_m$ in the atmosphere. The oceanic time-mean circulation, being fueled by the winds, converts its kinetic energy into the mean available potential energy by Ekman pumping. This conversion, which amounts to about 0.5 TW, substantially facilitates density differences and hence the mean available potential energy from which the baroclinic pathway originates. The oceanic time-mean circulation converts also its kinetic energy into the eddy kinetic energy. Overall, the main power pathway is notably and directed away from $K_m$ in the atmosphere, due to the dominance of the differential heating in generating $P_m$, to $K_m \rightarrow P_m \rightarrow P_e \rightarrow K_e$ and $K_m \rightarrow K_e$ in the ocean, due to the dominance of the winds in generating $K_m$. It is this change in the pathway that distinguishes the ocean as not being an heat engine.

The importance of the wind forcing in determining the direction of $C(P_m, k_m)$ and $C(K_e, K_m)$ is further underlined by the vertical profile of the area integrals of $c(p_m, k_m)$ and $c(k_e, k_m)$. According to Fig. 11 and Fig. 12, conversions are directed away from $k_m$, as characterized by negative values of $c(p_m, k_m)$ and $c(k_e, k_m)$ in the upper two to three km, where the effect of the winds is more prominent. The horizontal distribution of the mean vertical velocity indicates that negative values of $c(p_m, k_m)$ are due, to a considerable extent, to the wind-induced upwelling of denser water masses in the Southern Ocean.

9. Summary

We present here an estimate of the LEC for the World Ocean derived from a multidecadal simulation performed with the tripolar MPI-OM model at 0.1° resolution driven by the 6-hourly NCEP reanalysis data. The results, both those concerning the energy reservoirs (except for $P_m$) and those concerning the pathways within the LEC, are not sensitive to the choice of the reference density used to define the available potential energy, although several approximations are needed to derive the oceanic LEC.

Regarding the oceanic energy reservoirs we find the following.

- The mean kinetic energy, which amounts to a total of 1.3 EJ, is highly inhomogeneously distributed, with the most energetic motions being concentrated in sharp boundary currents and fine filaments.
- The eddy kinetic energy, which amounts to a total of 3.5 EJ, is more smoothly spread out and is almost three times stronger than the mean kinetic energy.
- For the time-varying circulation, the available potential energy $P_e$ is larger than the kinetic energy $K_e$ and reaches 6.4 EJ.

Regarding the pathways within the oceanic LEC we find the following.

1) Baroclinic instability is the main mechanism in converting the mean available potential energy into the eddy kinetic energy in the ocean. The total rate of this conversion amounts to 0.7–0.8 TW.
2) The oceanic energy reservoirs (in particular $P_m$, $K_m$, and $K_e$) are, to a first approximation, isolated, meaning that the generation balances, to a large extent, the dissipation, with the internal conversions to and from these reservoirs being less important. Overall the total power input to the ocean amounts to 6.6 TW, of which about 4 TW originates from the winds and the rest from the surface buoyancy forcing.
3) The power is transferred away from $K_m$, mainly via the pathway $K_m \rightarrow P_m \rightarrow P_e \rightarrow K_e$ with the conversion from $K_m$ to $P_m$ reaching about 0.5 TW, but also via the conversion from $K_m$ to $K_e$, amounting about 0.1 TW.
4) The total dissipation of the kinetic energy amounts 4.4 TW, with about 70% being related to the dissipation of the eddy kinetic energy.

The first feature concerning the baroclinic instability is common for the LEC in both the atmosphere and the ocean. The second and third feature underline the differences between the atmospheric and oceanic LEC. In particular, the second feature implies that the general circulation in the ocean, as characterized by the mean kinetic energy $K_m$ and the mean density differences in form of $P_m$, is to a first approximation supported by the
By contrast, there is no net mechanical energy input to the interior mixing needed to maintain the deep circulation. The winds could supply sufficient mechanical power for interior eddies. This contrasts the picture for the atmospheric general circulation is further underlined by the fourth feature suggesting that the importance of the wind forcing relative to the buoyancy forcing, rather than by the activity of the interior mechanical energy, the ocean should be considered as a heat engine. The “fuel” that is supplied by the surface buoyancy forcing, but also by the winds and via the conversion from \( K_m \) to \( P_m \). The momentum equation is standard, but the density equation needed for the derivation of the LEC.

Appendix section a gives the momentum and the density equation needed for the derivation of the LEC. The momentum equation is standard, but the density equation has to be derived from the equations of potential temperature and salinity. Also listed in the first section are the assumptions that are made to ensure the derivation of manageable equations of available potential energy of the time-mean and time-varying circulation. Appendix sections b and c give the equations of kinetic and available potential energy per unit volume, respectively.

### APPENDIX

#### Lorenz Energy Cycle Derived from the Primitive Equations for the Ocean

Appendix section a gives the momentum and the density equation needed for the derivation of the LEC. Thanks also to Kenji Shimizu for reviewing the manuscript.

#### Lorenz Energy Cycle Derived from the Primitive Equations for the Ocean

For a primitive system, the momentum equation reads

$$
\frac{du_h}{dt} + f k \times u_h = -\frac{1}{\rho_o} V_h p + \frac{\partial \tau}{\partial z},
$$

where \( u_h \) indicates the horizontal velocity vector,

$$
\frac{d}{dt} \frac{\partial}{\partial z} + u_h \cdot V + w \frac{\partial}{\partial z},
$$

\( V_h \) is the horizontal nabla operator, \( w \) the vertical velocity component, \( \rho_o = 1025 \text{ kg m}^{-3} \), \( p \) is pressure, and \( \tau = (\tau_x, \tau_y) \) is the vertical flux of horizontal momentum vector. The density equation can be derived from the equations of potential temperature \( \theta \) and salinity \( S \),

$$
\frac{d \theta}{dt} = \frac{\partial J}{\partial z},
$$

$$
\frac{d S}{dt} = \frac{\partial G}{\partial z},
$$

and the condition

$$
\frac{d \rho}{dt} = \left( \frac{\partial \rho}{\partial \theta} \right)_{S, \rho} \frac{d \theta}{dt} + \left( \frac{\partial \rho}{\partial S} \right)_{\theta, \rho} \frac{d S}{dt} + \left( \frac{\partial \rho}{\partial \theta} \right)_{S, \theta} w, \tag{A4}
$$

that follows the equation of state \( \rho = \rho(S, \theta, z) \). Here, \( J \) and \( G \) denote the vertical eddy fluxes of temperature and salt resulting from air–sea exchange. Other eddy fluxes, presented by the parameterizations in a state-of-the-art GCM, are neglected. Substituting Eqs. (A2) and (A3) into Eq. (A4) yields

$$
\frac{\partial \rho}{\partial t} + u_h \cdot V_h \rho + w \left[ \frac{\partial \rho}{\partial z} - \frac{\partial \rho}{\partial z} \right]_{S, \theta} = \left( \frac{\partial \rho}{\partial \theta} \right)_{S, \rho} \frac{d \theta}{dt} + \left( \frac{\partial \rho}{\partial S} \right)_{\theta, \rho} \frac{d S}{dt} + \left( \frac{\partial \rho}{\partial \theta} \right)_{S, \theta}.
$$

Using the relation

$$
\frac{\partial q}{\partial z} = \frac{\partial \rho}{\partial z} - \left( \frac{\partial \rho}{\partial z} \right)_{S, \theta}, \tag{A5}
$$

Acknowledgments. Computing resources were provided by the German Climate Computing Center (DKRZ). Irina Fast was financially supported by the CliSAP Cluster of Excellence of the University Hamburg. The STORM/NCEP simulation is part of the German STORM consortium project. It is acknowledged by various institutions inside Germany in general and by Institute of Coastal Research of the Helmholtz Zentrum Geestacht and Alfred Wegener Institute for Polar and Marine Research through their financial support in particular.
where \( \partial / \partial z \) indicates the vertical derivative of local potential density, the above equation reduces to

\[
\frac{\partial \rho}{\partial t} + \mathbf{u}_h \cdot \nabla \rho + w \frac{\partial q}{\partial z} = \left( \frac{\partial \rho}{\partial \theta} \right)_{S, \rho} \frac{\partial \rho}{\partial \theta} + \left( \frac{\partial \rho}{\partial S} \right)_{\theta, p} \frac{\partial G}{\partial z}. \tag{A6}
\]

One important assumption made in our formulation of LEC is

\[
\frac{\partial q}{\partial z} \simeq \frac{\partial (\tilde{q})}{\partial z} = n_o(z), \tag{A7}
\]

where brackets denote the area mean. Thus, the vertical gradient of the local potential density is assumed to be constant at each level. Without Eq. (A7), it will be difficult to obtain a closed LEC. New terms, which result from the spatial variations of \( n_o \) and are likely related to conversions to other forms of (potential) energy, have to be included into Eqs. (A13) and (A14). In addition to Eq. (A7), we also assume that the temporal variations of the two expansion coefficients, \((\partial \rho/\partial \theta)_{S, \rho}\) and \((\partial \rho/\partial S)_{\theta, p}\), can be neglected and be approximated by

\[
\left( \frac{\partial \rho}{\partial \theta} \right)_{S, \rho} \simeq \left( \frac{\partial \rho}{\partial \theta} \right)_{S, \rho} = \alpha_o(\lambda, \varphi, z), \quad \text{and} \tag{A8}
\]

\[
\left( \frac{\partial \rho}{\partial S} \right)_{\theta, p} \simeq \left( \frac{\partial \rho}{\partial S} \right)_{\theta, p} = \beta_o(\lambda, \varphi, z). \tag{A9}
\]

Using Eq. (A7)–Eq. (A9), we obtain the approximated density equation for the primitive system

\[
\frac{\partial \rho}{\partial t} + \mathbf{u}_h \cdot \nabla \rho + n_o w = \alpha_o(\lambda, \varphi, z) + \beta_o(\lambda, \varphi, z). \tag{A10}
\]

b. Equations of mean and eddy kinetic energy

The equation of mean kinetic energy per unit volume is obtained by multiplying the zonal and meridional components of Eq. (A1) with \( \mathbf{u} \) and \( \mathbf{v} \), and summing up and averaging the results over time. We find

\[
\frac{\partial k_m}{\partial t} + \mathbf{u} \cdot (k_m \mathbf{u}) + \mathbf{V} \cdot (\rho_o \mathbf{u} \mathbf{u}) + \mathbf{V} \cdot (\rho_o \mathbf{v} \mathbf{u}^2) + \mathbf{V} \cdot (\rho_o \mathbf{v}^2 \mathbf{u}) = \rho_o \mathbf{u}^2 \mathbf{u} \cdot \nabla \mathbf{u} + \rho_o \mathbf{v}^2 \mathbf{u} \cdot \nabla \mathbf{v} + \rho_o \mathbf{v}^2 \mathbf{u} \cdot \nabla \mathbf{v} + \rho_o \mathbf{v} \mathbf{v} \cdot \nabla \mathbf{v} + \frac{\partial }{\partial z} (\tau_x \mathbf{u} + \tau_y \mathbf{v}) - \epsilon(k_m), \tag{A11}
\]

where \( k_m \) denotes the kinetic energy per unit volume, \( \mathbf{u} = (u_h, w) = (u, v, w) \), and \( \mathbf{V} = (\mathbf{V}_h, \partial \rho/\partial z) \). Flux-gradient relations \( \tau_x = \rho_o \mathbf{v} \partial \mathbf{u}/\partial z \) and \( \tau_y = \rho_o \mathbf{v} \partial \mathbf{v}/\partial z \) are assumed to form the positive-definite quantities

\[
\epsilon(k_m) = \rho \nu \left( \frac{\partial \rho}{\partial z} \right)^2 + \rho \nu \left( \frac{\partial \rho}{\partial z} \right)^2. \]

To obtain the equation of eddy kinetic energy \( k_e \), the zonal and meridional components of Eq. (A1) are multiplied with \( u' \) and \( v' \), and the results are summed up and averaged over time. One finds

\[
\frac{\partial k_e}{\partial t} + \mathbf{u} \cdot (k_e \mathbf{u}) + \mathbf{V} \cdot (\rho_o \mathbf{u}^2 (u'^2 + v'^2)) + \mathbf{V} \cdot (\rho_o \mathbf{v}^2 \mathbf{u}) = -\rho \nu (u'^2 \mathbf{u} \cdot \nabla \mathbf{u} - \rho \nu (u'^2 \mathbf{u} \cdot \nabla \mathbf{v} - \rho \nu (u'^2 \mathbf{v} \cdot \nabla \mathbf{v}) + \frac{\partial }{\partial z} (\tau_x \mathbf{u} + \tau_y \mathbf{v}) - \epsilon(k_e), \tag{A12}
\]

where flux-gradient relations are assumed to define \( \epsilon(k_e) = \rho \nu (u'^2 \mathbf{u} \cdot \nabla \mathbf{u})^2 + \rho \nu (u'^2 \mathbf{v} \cdot \nabla \mathbf{v})^2 \).

Integrating Eqs. (A11) and (A12) over the entire ocean leads to Eqs. (8) and (9). Note that the volume integrals of the nabla-terms on the lhs of Eqs. (A11) and (A12) vanish.

c. Equations of mean and eddy available potential energy

The equation of mean available potential energy per unit volume is obtained by multiplying Eq. (A10) with \(-\partial (n_o \rho^* \mathbf{p}^*)/\partial t\), and averaging the result over time. We find

\[
\frac{\partial \rho_m}{\partial t} + \mathbf{u}_h \cdot \nabla \rho_m - \frac{g}{n_o} \mathbf{V}_h \cdot (\rho_o \mathbf{u} \mathbf{p}^*) = \frac{g}{n_o} \rho \mathbf{u}^2 \mathbf{u} \cdot \nabla \mathbf{u} + \frac{g}{n_o} \mathbf{u}^2 \mathbf{v} \cdot \nabla \mathbf{v} + \frac{g}{n_o} \mathbf{v}^2 \mathbf{u} \cdot \nabla \mathbf{v} + \frac{g}{n_o} \rho \mathbf{v} \mathbf{v} \cdot \nabla \mathbf{v} + \frac{\partial }{\partial z} (\tau_x \mathbf{u} + \tau_y \mathbf{v}) - \epsilon(p_m), \tag{A13}
\]

The dissipation term \( \epsilon(p_m) \) arises again from flux-gradient relations.

The equation of eddy available potential energy \( p_e \) is obtained by multiplying Eq. (A10) by \(-\partial (n_o \rho^* \mathbf{p}^*)/\partial t\), and averaging the result over time. We find

\[
\frac{\partial \rho_e}{\partial t} + \mathbf{u}_h \cdot \nabla \rho_e + \mathbf{V}_h \cdot \nabla \rho_e = \frac{g}{n_o} \mathbf{u} \mathbf{p}^* \cdot \nabla \mathbf{u} + \frac{g}{n_o} \mathbf{v} \mathbf{p}^* - \frac{g}{n_o} \mathbf{v} \mathbf{v} \cdot \nabla \mathbf{v} + \frac{\partial }{\partial z} (\tau_x \mathbf{u} + \tau_y \mathbf{v}) - \epsilon(p_e). \tag{A14}
\]

The dissipation term \( \epsilon(p_e) \) arises again from flux-gradient relations. By choosing \( \rho_p \) as a constant in both time and space, \( \mathbf{V} \mathbf{p}^* = \mathbf{V} \mathbf{p} \).
Integrating Eqs. (A13) and (A14) over the ocean volume and neglecting the integral of the second and the third term on lhs of Eqs. (A13) and (A14), leads to Eqs. (6) and Eq. (7). Note that as discussed in section 3, the second term on the rhs of Eq. (A14) equals the negative of the third term on the rhs of Eq. (A12), and the area integral of the second term on the rhs of Eq. (A13) equals the area integral of the negative of the third term on the rhs Eq. (A11).

Note also that in contrast to Eqs. (A11) and (A12), which are derived from the model momentum equations more or less without any further approximation, Eqs. (A13) and (A14) result from a series of approximations, starting the density equation Eq. (A10), which makes use of Eq. (A7), to the assumptions of the smallness of the second and the third terms on the lhs of Eqs. (A13) and (A14).
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