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ABSTRACT

The arrival time of ocean swells is an important factor for offshore and coastal engineering and naval and

recreational activities, which can also be used in evaluating the numerical wave model. Using the continuity

and pattern of wave heights during the same swell event, a methodology is developed for identifying swell

events and verifying swell arrival time in models from buoy data. The swell arrival time in aWAVEWATCH

III hindcast database is validated with in situ measurements. The results indicate that the model has a good

agreement with the observations but usually predicts an early arrival of swell, about 4 h on average. A his-

togram shows that about one-quarter of swell events arrive early and three-quarters late by comparison with

themodel. Many processes that may be responsible for the arrival time errors are discussed, but at this stage it

is not possible to distinguish between them from the available data.

1. Introduction

Storms in the ocean can generate long surface gravity

waves propagating away from their sources as swells.

These waves can propagate over thousands of kilome-

ters with little energy loss (e.g., Snodgrass et al. 1966;

Collard et al. 2009; Ardhuin et al. 2009), radiating mo-

mentum and energy across ocean basins (Munk et al.

1963). Swells have impacts on many aspects of the hu-

man life from industrial activities such as port opera-

tions to recreational activities such as surfing. They are

also important to many physical processes of the Earth

system such as momentum exchange at the air–sea

boundary and sediment transport in the coastal areas.

The studies of swells and their forecast have been

conducted since the 1940s (e.g., Barber and Ursell 1948;

Rogers et al. 2014). Through years of development,

numerical wave models nowadays can give a fairly good

forecast of many swell parameters compared with ob-

servations (e.g., Ardhuin et al. 2010; Zieger et al. 2015).

To evaluate or verify a numerical model, the observed

wave parameters are usually collocated with the model

outputs in the same time and location, and comparisons

are made between two sets of data. However, as the

swells can travel large distances, the arrival time of a

swell event should also be taken into considerationwhen

evaluating a model. The arrival time of swells itself is a

very practical parameter as many human activities are

time sensitive, such as arranging enough time for con-

tingency plan or forecasting the best time for surfing.

Some previous studies mentioned the idea of swell

arrival time (Wingeart et al. 2001; Delpey et al. 2010;
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Ardhuin et al. 2016) and anecdotal pieces of evidence are

full of stories of both early and late arrival of swells by

comparison with the model forecast. However, it seems

there is still no clear definition of the ‘‘arrival time’’ of swell,

which makes it hard to do the comparison quantitatively.

The aim of this study is trying to present a consistent and

robust method to validate the model performance for the

arrival time of swells. Using this method, we also identified

the problem of the swell early/late arrival that needs to be

explained and solved in the future.

2. Data and methods

a. Data

To investigate the arrival time of swells, the variation of

wave information against time, that is, a successive time

series, is needed. Quality controlled in situ measurements

from the National Data Buoy Center (NDBC) are

employed as the reference data for the model output. To

compare with the global model output, 13 deep-water

buoys (Table 1) sufficiently far from the coastlines with

directional spectral information available are selected. The

directional spectra are reconstructed using Earle et al.

(1999) and are smoothed using a 3-h running average and

thenpartitionedusing the procedure of Portilla et al. (2009).

The model hindcast data here are two-dimensional

spectra computed by WAVEWATCH III (WW3) with

the physical parameterization of Ardhuin et al. (2010).

The outputs are selected in the buoys’ locations from

2000 to 2012 with a time resolution of 1h, and the spectra

are also partitioned by the procedure of Portilla et al.

(2009). The data are downloaded from the L’Institut

Français de Recherche pour l’Exploitation de la Mer

(Ifremer) ftp server where more detailed information is

available (Rascle and Ardhuin 2013).

b. Swell event identification and collocation

Wave information at a given location from the same

meteorological event (e.g., an extratropical storm) is

organized into one time series that is regarded as a wave

event. This event assignment is operated using the wave

tracking technology proposed by Hanson and Phillips

(2001, in their section 2b). After the wave tracking

procedure, three criteria are adopted to filter the noises

and wind-sea events, as we only focus on the arrival time

of swells: 1) The maximum of the peak periods needs to

bemore than 12 s. 2) The duration of the event should be

more than 60h. 3) The peak frequencies in the same

event need to rise significantly (p value is 0.01) with

time. After that, the event from the buoy is collocated

with the event from the model if 1) the two events have

more than 45-h intersections in the range of time and

2) the difference in average swell wave height, peak

frequencies, and peak wave directions between the two

events within the time intersections are less than 1m,

0.02Hz, and 308, respectively.
Three examples of collocated swell events are illus-

trated in Fig. 1 showing the effectiveness of the method.

Some fundamental features of swell events are nicely

shown in both datasets: the peak frequency increases

nearly linearlywith time due to the deep-water dispersion

relation, while the peak directions vary in a small range,

especially those from the model. The variation of wave

height generally behaves as a convex function of time that

first increases since the forerunner’s arrival and then

decays after the energy peak of the wave group passed.

c. Arrival time difference

There seems to be no recognized definition of swell ar-

rival time. Wingeart et al. (2001) simply use the time

when a swell event is detected. Thismethod dependsmuch

on the sensitivity of the measurement, as the forerunner

of a swell event usually has low energy. For instance, in

Fig. 1f, the first detected wave height in the model is 0.5m,

while that of the buoy is 0.3m.Delpey et al. (2010) defined

different arrival time for different wave periods. However,

people care more about the arrival of swell energy in most

applications, and as the peak frequency rises nearly line-

arly with time, it might be hard to distinguish between

the early/late arrival of swells and the overestimation/

underestimation of peak frequency. Ardhuin et al. (2016)

used the time of swell energy peak as the arrival time, as

the energy evolution is in general a convex function against

time and the peak energy is large enough to be detected.

Yet, sometimes there is more than one energy peak in the

data (e.g., Fig. 1e), and the peak might be not very sharp

(e.g., Fig. 1f).

A swell event from a storm usually lasts several days

with wave parameters varying continuously with time.

TABLE 1. Details of NDBC directional buoys.

Buoy ID Location Water depth (m) Data period

32012 19.638S, 84.958W 4551 2007–09

46011 34.968N, 121.028W 465 2006–12

46012 37.368N, 122.888W 209 2011/12

46015 42.768N, 124.838W 420 2008–11

46050 44.688N, 124.528W 137 2008–10

46086 32.498N, 118.048W 1829 2004–12

46089 45.898N, 125.828W 2293 2005

51000 23.548N, 153.818W 4845 2009–12

51001 24.398N, 162.138W 4869 2006–09

51004 17.608N, 152.408W 5230 2011/12

51028 0.008, 153.918W 4747 2000–08

51100 23.568N, 153.908W 4755 2009–12

51101 24.328N, 162.238W 4837 2009–12
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It is not practical or necessary to define the point in

time of the swell arrival. To validate the model, it is

more important to know the difference of swell arrival

time between model and observation. Here, we use

wave heights to estimate this time difference, because

1) it is the best-forecasted wave parameters until now

(e.g., Stopa et al. 2015), and 2) its variation is in

general a convex function with more features to match

between the model and the observation and is not

sensitive to the systematical errors. We use two

schemes to define the arrival time difference by 1) the

maximum of normalized cross correlation and 2) the

minimum of shift of the normalized root-mean-square

difference (NRMSD):
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where HB(t) and HM(t) are the time series of swell

heights from the buoy and the model, respectively, for a

given swell event, t is the shifting time of buoy

FIG. 1. (a)–(c) Peak frequencies , (d)–(f) wave heights, (g)–(i) peak directions, and (j)–(l) arrival time differences of collocated swell events

from NDBC platform (left) 46086 in 2007, (center) 51101 in 2011, and (right) 32012 in 2008; in the first three rows, the blue dots are buoy

measurements and the red dots aremodel outputs. In the fourth row, the red lines are themoving correlation coefficients and the blue lines are

the moving NRMSDs [see Eqs. (1) and (2) for the definitions], and the shadow areas represent the 95% confidence intervals. The respective

dot vertical lines are where the maximum of moving correlation coefficients and the minimum of moving NRMSDs appear.

DECEMBER 2016 J I ANG ET AL . 3565

Unauthenticated | Downloaded 12/04/23 07:40 PM UTC



measurements, and n is the time span when model

outputs and buoy measurements overlap. The varia-

tion of cross correlation and NRMSD are almost

symmetrical with respect to each other; thus, these

two definitions are consistent (the fourth line of

Fig. 1). Using this consistency, some wrong-identified

and wrong-collocated events are excluded from our

dataset; if the time difference defined by the NRMSD

corresponds to a correlation coefficient significantly

smaller than the maximum (p value is 0.05), the col-

located data pair will be eliminated from our analysis

and vice versa.

3. Results and discussion

Using the above method, 421 collocated swell events

are captured to estimate the arrival time difference be-

tween the model and observation. The distribution of

the difference in swell arrival time of all these cases is

shown in Fig. 2. The scatterplot (Fig. 2a) demonstrates

that the results derived from the two definitions are

consistent. In 331 cases out of 421, the estimated time

lags are within 1 h, showing the validity of the definition

of the arrival time difference. Regarding the distribu-

tions of the arrival time errors in the model, both the

histograms of Figs. 2b and 2c show a unimodal distri-

bution that can be regarded as normal with amean value

of about minus 4 h, and about three-quarters of the data

show the minus time differences in the model (i.e., swell

arrives early in the model compared with the observa-

tions). As there is no other systematic and quantitative

validation of numerical wave models from the perspec-

tive of time, there is no specific reference for themodel’s

performance regarding swell arrival time. Considering

the swells have usually propagated for more than 100h

before reaching the buoys, this is a small error. But for

practical purposes, the difference of several hours can be

significant. The result indicates that the swell arrival on

FIG. 2. (a) The scatterplot of the arrival time differences defined by shifting NRMSD vs those

defined by cross correlation; (b),(c) respective histograms of arrival time differences.
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average tends to delay with respect to the model fore-

cast, at least at the given observational locations.

The wave height comparison of these 421 swell events

betweenmodel output and buoy observation is shown in

Fig. 3a, from which it is clear that the model can give

quite good results for wave height. But after shifting the

wave heights’ sequence with the arrival time difference

(here, we use the average of the two time differences),

the result can be even further improved. After the cor-

rection inFig. 3b, the total number of collocated pairsN is

reduced by 95, but the correlation coefficient r between

the two series increases, the RMSD between them de-

creases significantly, and the bias between the two data-

sets also decreases. The suspected outliers in Fig. 3a

especially are all eliminated in Fig. 3b. These features all

demonstrate that the differences in the arrival time of

swell between model and observation are authentic, not

due to the noises or errors in the observation.

Considering that the swell can propagate over thousands

of kilometers, a small difference in wave parameters

related to propagation such as wave direction and the

group speed can be magnified over such long distances.

Although the propagation of the wave is understood

from first principles, there are many potential possibil-

ities to explain the differences in swell arrival time. One

category of the possibilities is that the error is embedded

in the generation area of the swells. A possible reason is

that there might be time lags on the arrival time of

storms generating the swells. The errors of wind input,

resonant wave–wave interaction, and dissipation source

terms can also lead to errors in energy distributions

along different frequencies, which will all impact the

swell arrival time. Another category of possibilities

is that the error is due to the processes in propaga-

tion, such as nonbreaking dissipation, wave–current

interactions, or some nonlinear effects. According to

Ardhuin et al. (2009) or Babanin (2012), the swells with

higher frequencies have higher dissipation rates, which

may cause the downshifting of the energy peak along

frequency in the swell field and ‘‘accelerate’’ the swells.

Large-scale currents can impact the absolute group

speed through the Doppler effect, while mesoscale

eddies could refract the swells (Gallet and Young 2014),

shortening or prolonging the propagation time of swells.

Besides, the Raman-like effect of the modulational in-

stability of wave trains, the adverse currents with gra-

dients, and the interactions between wind and wave in

the course of swell propagation can also change the swell

carrier frequency. Also, the discretization of wave

propagation term can cause problems such as the garden

sprinkler effect (e.g., Tolman 2002), which might also

have some impacts on the swell arrival time.

If the difference in arrival time is due to the errors in

energy distribution along frequency in the generation

area, or frequency shifting effects during propagation,

the delayed/early arrival of a swell event means the swell

energy peaks shifted to a higher/lower frequency.

However, these effects will not have much impact on the

swell peak frequency at the arrival point, as the peak

frequency is determined by the spatiotemporal position

of the swell source. In this case, there will be no un-

derestimation or overestimation of the peak frequencies

at a given time in the model. On the contrary, if the

difference is due to the position error of source or the

impact of currents such as refraction, the propagation

time will be actually shortened or prolonged. Then the

delayed/early arrival of a swell event in wave heights

will also correspond to a delayed/early arrival in fre-

quency, which will behave as the peak frequency being

overestimated/underestimated in the model. In our

FIG. 3. The scatterplot of collocated wave heights of WW3 hindcast against NDBC buoys for the 421 swell events

(a) without any correction and (b) after shifting the wave heights sequence with the arrival time difference.
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dataset, the model on average overestimated the fre-

quency for 1.4%. This seemingly supports the conjecture

of the prolonging propagation time. However, the cor-

relation coefficient is calculated between arrival time

differences and the average bias of frequency that is

found not to be significant. Other parameters including

the RMSD of peak frequency, the RMSD of swell di-

rection, and the distance from the storm estimated by the

slope of the peak frequency also all give little correlation

with the differences in the swell arrival time. Based on

the data involved in this study, we cannot underpin

physics of swell delay or early arrival, and much more

effort is needed to answer this question. All of the above

explanations are reasonable so that the arrival time er-

ror might be the superposition of many physical pro-

cesses. More data are needed to split and identify them,

particularly the data along swell propagation.

4. Summary

Using the pattern of wave height during a swell event, a

methodology of validating the swell arrival time from

numerical wave models compared with buoy data was

developed. Measurements from the same swell events

were organized and identified by tracking the partitioned

parameters of the energy spectrum in time. The differ-

ence of swell arrival time between the model and buoy is

defined using the maximum of cross correlation and the

minimum of shifting NRMSD, two consistent estima-

tions. The comparison was made betweenWW3 hindcast

data andNDBCbuoys. The result indicated that thewave

model has a good prediction of the arrival time of swells,

but the swells are on average about 4h delayed with re-

spect to the model. The present method provides another

perspective of evaluating and validating numerical wave

model, which could be applied synergistically with other

validation methods.

We identified the problem of swell early/late arrival,

which is an interesting question itself and deserves much

effort. As the swell arrival time is related to both the

generation and the propagation of swells, it is a compli-

cated problem and many processes might be responsible

for its difference between model and observation. Many

possible conjectures having impacts on the swell arrival

time are discussed, but we are unable to distinguish be-

tween different mechanisms from available data at this

stage. Further studies are needed in the future to split the

problem and figure out the importance of each factor on

the early/late arrival of swells.
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