Influence of Bottom Topography on Vortex Stability
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ABSTRACT

The effects of topography on the linear stability of both barotropic vortices and two-layer, baroclinic vortices are examined by considering cylindrical topography and vortices with stepwise relative vorticity profiles in the quasigeostrophic approximation. Four vortex configurations are considered, classified by the number of relative vorticity steps in the horizontal and the number of layers in the vertical: barotropic one-step vortex (Rankine vortex), barotropic two-step vortex, and their two-layer, baroclinic counterparts with the vorticity steps in the upper layer. In the barotropic calculation, the vortex is destabilized by topography having an oppositely signed potential vorticity jump while stabilized by topography of same-signed jump, that is, anticyclones are destabilized by seamounts while stabilized by depressions. Further, topography of appropriate sign and magnitude can excite a mode-1 instability for a two-step vortex, especially relevant for topographic encounters of an otherwise stable vortex. The baroclinic calculation is in general consistent with the barotropic calculation except that the growth rate weakens and, for a two-step vortex, becomes less sensitive to topography (sign and magnitude) as baroclinicity increases. The smaller growth rate for a baroclinic vortex is consistent with previous findings that vortices with sufficient baroclinic structure could cross the topography relatively easily. Nonlinear contour dynamics simulations are conducted to confirm the linear stability analysis and to describe the subsequent evolution.

1. Introduction

Vortices, also known as eddies or rings, are dominant features in the ocean. Oceanic bottom topography has been observed to influence vortices’ trajectories and dissipation, altering their transport of momentum and tracers; a notable example is the Walvis Ridge blocking/destroying Agulhas rings, leading to local deposition of Indian Ocean water (Olson and Evans 1986; Schouten et al. 2000). Extensive effort has been put into understanding vortex–topography interactions. See LaCasce (1998) for a comprehensive review on early studies. Early studies with barotropic vortices using stability analysis or numerical/laboratory approaches revealed basic processes of this interaction, including radiation of topographic waves over bottom slopes and cross-slope propagation via nonlinear self-advection (Carnevale et al. 1991; Wang 1992; Grimshaw et al. 1994a,b). Laboratory and numerical studies with barotropic vortices typically find that topography could strongly influence vortex trajectories and even lead to disintegration (van Geffen and Davies 2000; Zavala Sansón 2002). However, the ocean is stratified and numerical studies with baroclinic vortices found that vortices with sufficient baroclinic structure could cross the topography relatively easily with the topographic effect being mostly felt by the bottom layer (e.g., Smith and O’Brien 1983; Kamenkovich et al. 1996; LaCasce 1998; Beismann et al. 1999; Adams and Flierl 2010). This study examines the effect of local topography such as seamounts on both barotropic and baroclinic vortices via linear stability analysis.

Hart (1975a,b) examined the effect of topography on baroclinic stability of a circular current with a two-layer
quasigeostrophic (QG) model. Yet his choice of upper-layer basic state as constant vorticity flow \((\psi^0 = r)\) in his notation) is more appropriate for studying gyre circulations than vortices. Nycander and Lacasse (2004) used generalized variational principles and numerical simulations to study barotropic vortices over topography but concentrated on stable regimes with monotonic potential vorticity (PV) profiles.

On the other hand, studies of 2D turbulence over topography such as those by Bretherton and Haidvogel (1976) show that the turbulence tends to make the PV more uniform, implying that there would be a negative correlation between the topography and the relative vorticity. This suggests that one would find anticyclonic (cyclonic) flow over elevated topography (depressions), which is confirmed by their numerical experiments. Similarly, studies examining homogeneous flow over topography tend to find anticyclones generated and trapped by seamounts (Huppert and Bryan 1976; Johnson 1978; Verron and Le Provost 1985).

In contrast, we are exploring situations in which a strong, preexisting vortex finds itself over topography; the basic state has strongly anomalous vorticity so that the total PV gradient does change sign either because of the topography or because the vortex is compact (i.e., strong shear). We approximate vortices following the approach of Flierl (1988), who examined linear as well as strong shear). We approximate vortices following the approach of Flierl (1988), who examined linear as well as nonlinear stability of quasigeostrophic vortices in the absence of topography by approximating vortices as concentric columnar rings with stepwise PV profiles. This simple configuration allows us to explore a large portion of the parameter space by varying topographic height and the separation between vorticity steps. As we shall see, the potential for instability significantly alters the dynamics.

As noted in Flierl (1988), vortex instability can be interpreted as a result of phase-locking and subsequent mutual amplification among waves that exist on potential vorticity gradients. Topography also creates a potential vorticity gradient and hence supports topographic Rossby waves, which propagate with shallow water (high potential vorticity) on the right in the Northern Hemisphere or on the left in the Southern Hemisphere. Schmidt and Johnson (1997) further illustrate that horizontal shear destabilizes flow along ridges precisely through bringing two opposing topographic Rossby waves (on the two sides of a ridge) to be at relative rest. We will interpret our stability results following this phase-locking argument.

The energy source for perturbations to grow generally includes horizontal shear energy and available potential energy, referred to as barotropic conversion and baroclinic conversion, respectively. Rayleigh shear-layer instability is a classical example for the former while the Eady problem exemplifies the latter. In the barotropic vortex case, horizontal shear energy is the only possible energy source for instability whereas in the baroclinic vortex case both energy sources could contribute. We will examine the dominance of either energy source across the parameter space for a baroclinic vortex. It turns out that considering a rectilinear flow of piecewise uniform potential vorticity helps to illustrate the energetics in circular vortices, so we will also discuss that briefly.

Variations in the planetary vorticity \(f\) (Coriolis parameter) are not expected to be essential for considering topography influence on vortex stability, so we adopt the \(f\)-plane approximation. We also limit the study to an inviscid, incompressible, QG flow and a cylindrical topography but remark that analyses of smooth topographies and vortices yield qualitatively similar results (see the appendix). The rest of the paper is organized as follows. We first present a general formulation of the stability problem in section 2. In sections 3–6, we consider four vortex configurations, classified by the number of relative vorticity jumps (not the number of potential vorticity jumps) and the number of vertical layers (i.e., one layer for barotropic vortex or two layers for baroclinic vortex). In sections 5 and 6, we also present nonlinear contour dynamics simulations to confirm stability results. Last, we consider a rectilinear case (vortex radius being relaxed to infinity) to help illustrate on the energetics. We conclude with some discussion of oceanic applications in section 8.

2. Vortex instability

We will approach the instability problem by casting it as an integral equation. Using piecewise constant potential vorticity profiles converts the integral into matrix operator so that we can easily find the growth rates. With the QG approximation, the equation of motion is the Lagrangian conservation of quasigeostrophic potential vorticity \(q\):

\[
\frac{dq}{dt} = \frac{\delta q}{\delta t} + J(\psi, q) = 0, \quad \text{with} \quad q = \nabla^2 \psi + h,
\]

where \(\psi\) is the streamfunction and \(J(\cdot, \cdot)\) denotes the Jacobian. In the one-layer model

\[
\nabla^2 \psi = \frac{f}{H} h, \quad \text{and} \quad h = \frac{f}{H} h_t,
\]

where \(H\) denotes the far-field fluid depth and \(h_t\) denotes the topography elevation. In the two-layer model

\[
\frac{dq}{dt} = \frac{\delta q}{\delta t} + J(\psi, q) = 0, \quad \text{with} \quad q = \nabla^2 \psi + h,
\]
with $H_1$ and $H_2$ the upper- and lower-layer far-field depth, respectively. The equations will be non-dimensionalized with the radius of the maximum vortex speed and $1/f$; the topography will then appear as the ratio of the elevation to the mean lower-layer depth. 

The basic state $V(r) = (\partial / \partial r) \Psi$ has relative vorticity $\nabla^2 \Psi = (1/r)(\partial / \partial r) r V$ and an associated potential vorticity gradient $(\partial / \partial r) \nabla \Psi$. In the one-layer model

$$\frac{\partial}{\partial r} \nabla \Psi = \frac{\partial}{\partial r} \nabla^2 \Psi = \frac{1}{r} \frac{\partial}{\partial r} \nabla V - \frac{1}{r^2} V = L_m V,$$

where

$$L_m = \frac{1}{r} \frac{\partial}{\partial r} \frac{\partial}{\partial r} - \frac{m^2}{r^2}$$

is the Laplacian for azimuthal mode $m$. Note that topography is not involved in $V(r)$. Equivalent relations for the two-layer model will be given in section 4.

Our basic state potential vorticity is

$$Q(r) = \nabla \Psi + h,$$

and the equation for the fluctuations is

$$\frac{\partial}{\partial t} q' + \frac{V}{r} q'_{\theta} - \frac{1}{r} \psi_{\theta} Q_{\theta} + \frac{1}{r} (\psi' q'_{\theta} - \psi_{\theta} q') = 0.$$

The stability problem

$$\frac{\partial}{\partial t} q' + \frac{V}{r} q'_{\theta} - \frac{1}{r} \psi_{\theta} Q_{\theta} = 0, \quad \nabla \Psi = q'$$

can be written in terms of the displacements $\eta(r, \theta, t)$ of the PV contours $q' = \eta Q_{\theta}$, as

$$\frac{\partial}{\partial t} \eta + \frac{V}{r} \eta_{\theta} + \frac{1}{r} \psi_{\theta} = 0, \quad \nabla \Psi' = -Q_{\theta} \eta,$$

or, for normal modes with $\eta$ and $\psi'$ proportional to $\exp[\text{im}(\theta - \omega t)]$,

$$\frac{V}{r} \eta + \frac{1}{r} \psi' = \omega \eta, \quad \nabla \Psi' = -Q_{\theta} \eta.$$

Using the Green’s function $G^m$ satisfying

$$\nabla G^m(r|r') \epsilon^m_{\theta} = \delta(r-r') \epsilon^m_{\theta},$$

gives

$$\frac{V(r)}{r} \eta(r) - \frac{1}{r} \int \frac{dr'}{r'} G^m(r|r') Q_{\theta}(r') \eta(r') = \omega \eta(r).$$

As we shall describe in more detail below, for stepwise constant PV and cylindrical topography, $Q_{\theta}$ becomes a set of delta functions at $r = r_i$, and only the $\eta$ values at these radii matter; as a result, the integral equation becomes a matrix eigenvalue problem.

For baroclinic cases, $G^m(r|r_i)$ is more complex than the barotropic case, since it has to take into account the way jumps in different layers impact the movement of contours in both layers.

The basic state potential vorticity jumps arise from both the cylindrical topography and relative vorticity jumps. While the former is simply $h$, the latter will be denoted by $\Delta^\eta$ with $-\frac{[\partial / \partial r] Q(r)}{r} = \Delta^\eta (r - r_j)$ with $\Delta^\eta$ being the PV anomaly inside the contour compared to that just outside. We will first consider a barotropic vortex with a one-step relative vorticity profile (barotropic Rankine vortex or BT-1) and its two-layer baroclinic counterpart, a two-layer Rankine-like vortex (BC-1) to illustrate the phase-locking interpretation of instability; then we will consider vortices with two-step vorticity profiles, in particular isolated vortices that approximate better real oceanic vortices: a barotropic two-step vortex (BT-2) and a two-layer, two-step vortex (BC-2). Figure 1 gives a sketch of all four vortex configurations. Their basic state potential vorticity jumps are summarized in Table 1 with subscripts referring to the layer while superscripts referring to the discontinuity location. Corresponding notations for potential vorticity contour displacements are summarized in Table 2.

3. Barotropic Rankine vortex

We begin with the simplest example, a barotropic Rankine vortex over topography, to illustrate the physics of the instability. This is somewhat analogous to the ridge problem studied by Schmidt and Johnson (1997). The otherwise stable vortex can be destabilized by topography which gives a potential vorticity jump of opposite sign from that associated with the vortex.

The relative vorticity of the unperturbed Rankine vortex is

$$\zeta = \frac{1}{r} \frac{\partial}{\partial r} r V = 2v_0 \nabla (1 - r),$$

where
where \( \mathcal{H}(\cdot) \) is the Heaviside step function. Here \( \nu_0 = 1 \) for cyclonic flow and \(-1\) for the anticyclonic case. The basic state potential vorticity is

\[
Q = \xi + h = 2\nu_0 \mathcal{H}(1 - r) + h \mathcal{H}(a - r).
\]

The radius of the cylindrical seamount (divided by the radius of maximum velocity used to non-dimensionalize the system) is \( a \). Because the problem has steps in the potential vorticity, the gradient has singularities

\[
Q_r = -2\nu_0 \delta(r - 1) - h\delta(r - a) = -\Delta^1 \delta(r - 1) - \Delta^b \delta(r - a),
\]

where \( \Delta^c \delta(r - r_j) = -Q_c(r_j) \) is the PV step from outside to inside. This structure implies we only need to consider the displacements at the set of radii \( r_j \) where the

**FIG. 1.** Sketch of vortex configurations considered. (a) Barotropic Rankine vortex with one vorticity step at \( r = 1 \) above a cylindrical topography with radius \( a \). (c) Barotropic, two-step vortex with two vorticity steps at \( r = 1 \) and \( r = a \). The topography radius \( a \) is fixed to be \( r = 1 \) to reduce parameters. (b),(d) Two-layer versions of (a) and (c), respectively, with relative vorticity jumps in the upper layer and topography in the lower layer. The symbol \( \Delta \) denotes relative vorticity jumps with superscripts denoting the discontinuity location. Topography-induced PV jump is denoted by \( h \). The symbol \( \eta \) denotes contour displacements with superscripts denoting the discontinuity location while subscripts denoting layers. Note that in the one-step vortex [(a) and (b)], we vary topography radius \( r = a \) while in the two-step vortex we vary the outer contour radius \( r = b \) with topography radius fixed at \( r = 1 \). See Tables 1 and 2 for more on notations.

**Table 1.** Summary of basic state potential vorticity jumps for cases considered with subscripts referring to the layer while superscripts refer to the discontinuity location. We consider four vortex configurations, classified by the number of relative vorticity jumps in the horizontal and the number of layers in the vertical: 1) a barotropic one-step vortex (barotropic Rankine vortex or BT-1) with vorticity step at \( r = 1 \); 2) a barotropic two-step vortex (BT-2) with vorticity steps at \( r = 1 \) and \( r = a \); 3) a two-layer one-step vortex (BC-1); 4) a two-layer, two-step vortex (BC-2). The radius of cylindrical topography \( a \) is variable in one-step vortices yet fixed at \( a = 1 \) for two-step vortices, leading to collapsing of PV jumps [i.e., for BT-2 one should add \(-[(\partial/\partial r)Q_1(1)]\) and \(-[(\partial/\partial r)Q_1(a)]\) to get a total PV jump of \( \Delta^1 + h \). Note that, in two-layer vortices, we only consider upper-layer relative vorticity jumps so there is no need for labeling these with subscripts. See Fig. 1 for a sketch.

<table>
<thead>
<tr>
<th>Section</th>
<th>(-[(\partial/\partial r)Q_1(1)])</th>
<th>(-[(\partial/\partial r)Q_1(b)])</th>
<th>(-[(\partial/\partial r)Q_1(a)])</th>
<th>(-[(\partial/\partial r)Q_2(a)])</th>
</tr>
</thead>
<tbody>
<tr>
<td>3: BT-1</td>
<td>(\Delta^1)</td>
<td>(\Delta^1)</td>
<td>(h)</td>
<td>(h)</td>
</tr>
<tr>
<td>4: BC-1</td>
<td>(\Delta^1)</td>
<td>(\Delta^1)</td>
<td>(h)</td>
<td>(h)</td>
</tr>
<tr>
<td>5: BT-2</td>
<td>(\Delta^1)</td>
<td>(\Delta^b)</td>
<td>(h)</td>
<td>(h)</td>
</tr>
<tr>
<td>6: BC-2</td>
<td>(\Delta^1)</td>
<td>(\Delta^b)</td>
<td>(h)</td>
<td>(h)</td>
</tr>
</tbody>
</table>
discontinuities occur; the integral in Eq. (1) is replaced by a sum, and the stability problem becomes

\[ \omega \eta(r) = \left[ \frac{\mathcal{V}(r)}{r_i} \delta^i_{\eta} + \frac{1}{r_i} G^m(r_i) \Delta^i \right] \eta(r) \]  

(summation convention implied). For the barotropic mode, the Green’s function is

\[ G^m(r|r') = \begin{cases} \frac{(r/r')^m}{2m} & r<r' \\ \frac{K(r'/r)^m}{r-r'} & r>r' \end{cases} \]  

Substituting the factors for \( Q_r \) (or, equivalently \( \Delta^i = 2\nu_0 \) and \( \Delta^d = h \), \( V \), and \( G^m \) gives

\[ \mathbf{M} \begin{bmatrix} \eta^1 \\ \eta^a \end{bmatrix} = \omega \begin{bmatrix} \eta^1 \\ \eta^a \end{bmatrix}, \]

where

\[ \mathbf{M}(a \geq 1) = \begin{bmatrix} v_0 - \frac{v_0}{m} & -\frac{a^{-1-m}h}{2m} \\ -\frac{a^{-m-1}}{m} & \frac{v_0}{a^2} - \frac{h}{2m} \end{bmatrix} ; \]

\[ \mathbf{M}(a < 1) = \begin{bmatrix} v_0 - \frac{v_0}{m} & -\frac{a^{1+m}h}{2m} \\ -\frac{v_0a^{-m-1}}{m} & \frac{h}{a^2} - \frac{h}{2m} \end{bmatrix} . \]

Note that matrix \( \mathbf{M} \) changes as topography radius \( a \) crosses 1 due to the piecewise Green’s function [Eq. (2)]. The necessary condition is that the product of the off-diagonal terms must be negative, \( v_0h < 0 \), so that the flow around a seamount has to be anticyclonic to be unstable. Note that, in this study, growth rates are not changed when topography and the flow change sign simultaneously, owing to the parity symmetry of QG theory. Below we choose \( v_0 = 1 \) and examine topography of both signs. In effect, this allows us to portray the results for cyclones and anticyclones over seamounts (positive \( hv_0 \) and negative \( -hv_0 \)) simultaneously. Calculation of the growth rates for the different modes shows that the vortex is indeed destabilized by the topography, with the \( m = 2, 3, 4, \ldots \) modes appearing in different ranges of the radius (Fig. 2). For \( m = 1 \), the square of the trace is always greater than 4 times the determinant, so that mode is stable.

The physics leading to growth follows the usual pattern of mutually amplifying waves that are phase-locked. The necessary condition \( v_0h < 0 \) provide the possibility that waves on the vortex contour can amplify the topographic waves and vice versa (the Rayleigh criterion). As in Schmidt and Johnson (1997), opposite PV gradients at \( r = 1 \) and \( r = a \) will lead to opposite directions of propagation of waves at these two PV discontinuities while a proper basic state velocity difference, \( V(1) - V(a) \), can Doppler-shift them to phase-lock. This does not happen when \( a < 1 \) or when \( h < -(2m - 2) \) for \( m \geq 2 \) modes.

We can compare our results with some previous studies of barotropic vortices above topography. Nycander and Lacasce (2004) found analytically a large set of stable anticyclonic as well as cyclonic vortex solutions over a circular seamount but generally required a monotonic PV profile, which does not satisfy the necessary condition for instability (PV gradient changing sign). Moreover, growth rates calculated for Gaussian vorticity profiles and Gaussian-shaped topography as in Nycander and Lacasce (2004) but with the two fields having different radii yield similar conclusions as in the Rankine vortex case: in particular, only oppositely signed, larger scale topography gives instability (see the appendix). This further confirms that our stability result applies to smooth velocity profiles and smooth topography. Note that rotating shallow water models admit unstable modes for monotonic PV profiles owing to the radiation of inertia–gravity waves (i.e., radiative instability; Ford et al. 2000; Lahaye and Zeitlin 2016), which is however eliminated by our quasi-geostrophy approximation. Due to small values of the Rossby number for oceanic eddies, we expect such growth rates to be very small and that radiation of inertia–gravity waves will not be important.

### 4. Two-layer Rankine-like vortex

We extend the barotropic Rankine vortex to a baroclinic one using a two-layer model by simply imposing a single potential vorticity jump in the upper layer and the cylindrical topography as the potential vorticity jump in the lower layer. The two-layer vortex has

\[ \frac{\partial}{\partial r} Q_1 = -\Delta^1 \delta(r - 1), \]

\[ \frac{\partial}{\partial r} Q_2 = -\delta(r - a). \]
or subtracted to form the barotropic mode and the dius 1/

The upper-layer basic velocity now also depends on
the Rossby deformation radius $R_d$ defined as $1/R_d^2 =
\gamma^2 = (f^2/g'H_1) + (f^2/g'H_2) \equiv F_1 + F_2$ in
dimensional form, and the lower-layer velocity is nonzero. We use
$H_1 = H_2 = H$ (which makes only a qualitative differ-
ence) so that $F_1 = F_2 = F$ and $\gamma^2 = 2F$, giving one
new parameter, the nondimensional deformation radius $1/\gamma$. The two-layer QG equations can be added
or subtracted to form the barotropic mode and the
baroclinic mode:

$$q_{BT} = \nabla^2 \psi_{BT} + h(r), \quad \psi_{BT} = \psi_1 + \psi_2;$$
$$q_{BC} = \nabla^2 \psi_{BC} - \gamma^2 \psi_{BC} - h(r), \quad \psi_{BC} = \psi_1 - \psi_2.$$

The inversion relation for the basic state velocities can be
written in the general form in terms of the vorticity jumps $\Delta_i(r_j)$ in layer $\ell$ at radius $r_j$:

$$V_i(r_j) = -G^{11}_m(r_i|r_j)\Delta_n(r_j)$$

summed over layer index $n$ and locations $j$. The Green’s
function matrix can be written in terms of the barotropic
$G^m$ in Eq. (2) and the baroclinic mode Green’s function
$\mathcal{G}^m$ satisfying

$$(L_m - \gamma^2)\mathcal{G}^m(r|r') = \delta(r - r'),$$

which gives

$$\mathcal{G}^m(r|r') = -r' \begin{cases} I_m(\gamma r)K_m(\gamma r'), & r < r' \\ I_m(\gamma r')K_m(\gamma r), & r > r' \end{cases}.$$  

Combining these by, in essence, decomposing a jump
in one layer into the modes, finding the modal ampli-
tudes from the two Green’s functions, and reprojecting
onto the layers gives (for the case $H_1 = H_2$)

$$G^{m1}_{11}(r|r') = \frac{1}{2}[G^{m}(r|r') + \mathcal{G}^m(r|r')],$$
$$G^{m1}_{12}(r|r') = \frac{1}{2}[G^{m}(r|r') - \mathcal{G}^m(r|r')],$$
$$G^{m1}_{21}(r|r') = \frac{1}{2}[G^{m}(r|r') - \mathcal{G}^m(r|r')], \quad \text{and}$$
$$G^{m1}_{22}(r|r') = \frac{1}{2}[G^{m}(r|r') + \mathcal{G}^m(r|r')] .$$

With a single upper-layer vorticity jump $\Delta^1$, we have

$$V_1(1) = -G^{11}_1(1, 1)\Delta^1 \quad \text{and} \quad V_2(a) = -G^{12}_2(1, a)\Delta^1,$$

and we choose $\Delta^1 = -1/G^{11}_1(1, 1)$ so that $V_1(1) = 1$. Our eigenvalue problem now has a matrix

$$M = \begin{bmatrix} G^{m1}_1(1, 1) & G^{m1}_1(a)h \\ G^{m1}_2(a) & G^{m2}_2(a)h/a + V_2(a)/a \end{bmatrix}.$$

Calculations again show that depressions destabilize
cyclones for $m = 2, 3, 4, \ldots$ (Fig. 3) while mode-1 re-
 mains stable. As $R_d$ increases, the instability zone
shrinks while growth rate decreases. This indicates that
the effect of topography weakens as the layers gradually decouple, consistent with previous baroclinic results (e.g., Smith and O'Brien 1983; Kamenkovich et al. 1996; LaCasce 1998; Adams and Flierl 2010).

The simple correspondence between the baroclinic and barotropic one-step vortex follows from the necessary condition for instability that the PV gradient $Q_r$ has to change sign. For a vortex with one-step relative vorticity profile, the necessary condition can only be satisfied with oppositely signed topography. However, real oceanic vortices are compact, that is, the vortex velocity vanishes at finite distance. Thus, we next consider vortices with two-step relative vorticity profiles, the simplest possible model for a compact vortex.

5. Two-step isolated barotropic vortex

We first consider a barotropic two-step vortex. In particular, we examine only an isolated vortex with vanishing velocity in the far field, which better approximates oceanic eddies. We let the basic state velocity vanish at $r = b$ ($b > 1$), which is also where the outer vorticity jump is located. Further, we set the radius of the cylindrical seamount $a = 1$, that is, to coincide with the inner vorticity jump, to reduce the number of parameters (Fig. 1). In physical terms, we consider seamounts of comparable size to the vortex core. Note that this leads to a collapsing of $\eta^1$ and $\eta''$ and that $(\partial/\partial r)Q(1) = (\partial/\partial r)Q(a) = \Delta^{1} + h$.

The basic state potential vorticity gradient becomes

$$Q_r = -[\Delta^{1} + h]\delta(r-1) - \Delta^{b}\delta(r-b),$$

where the $\Delta^{l}$ values are chosen to satisfy $V(1) = 1$ and $V(b) = 0$. These can be found from the inversion relation

$$L_1V = \frac{\partial}{\partial r} \nabla^2\Psi = -\Delta^{l}\delta(r-r_j) \Rightarrow V(r_j) = -G^l(r_j|r_j)\Delta^{l},$$

which gives $\Delta^{1} = 2v_0b^2/(b^2 - 1)$ and $\Delta^{b} = -2v_0/(b^2 - 1)$. (We restore $v_0$ for the moment.) Note that the flow is determined by the relative vorticity jumps, not the potential vorticity jump associated with $h$. The matrix for the eigenvalue problem becomes

$$M = \begin{bmatrix}
v_0 - v_0 & \frac{v_0}{m_2 - 1} & \frac{h}{2m} & \frac{v_0}{m_2 - 1} \\
v_0 & \frac{v_0}{m_2 - 1} & \frac{h}{2m} & \frac{v_0}{m_2 - 1} \\
-\frac{v_0}{m_2 - 1} & \frac{h}{2m} & \frac{v_0}{m_2 - 1} & \frac{v_0}{m_2 - 1} \\
-\frac{v_0}{m_2 - 1} & \frac{h}{2m} & \frac{v_0}{m_2 - 1} & \frac{v_0}{m_2 - 1}
\end{bmatrix}.$$

We will show that the $m = 1$ mode can now be destabilized by the topography; the matrix

$$M = \begin{bmatrix}
-\frac{v_0}{b^2 - 1} & \frac{h}{2} & \frac{v_0}{b^2 - 1} \\
-\frac{v_0}{b^2 - 1} & \frac{h}{2b^2} & \frac{v_0}{b^2 - 1} \\
-\frac{v_0}{b^2 - 1} & \frac{h}{2b^2} & \frac{v_0}{b^2 - 1}
\end{bmatrix}.$$
is singular for \( h = 0 \), and, moreover, \( \omega = 0 \) is a degenerate eigenvalue. Biebuyck (1986) showed that when \( V(b) \neq 0 \), that is, the vortex is not isolated, the degenerate zero eigenvalue splits into two distinct eigenvalues: 0 corresponding to displacing the whole vortex trivially and \( V(b)/b \) giving a rotation mode resulting from displacing the two contours relative to each other (i.e., having some projection on eigenmode \([1 \ -1]^T\)). The rotation mode turns into a translation mode [i.e., rotation radius \( R \approx (b - V(b))/V(b) \) goes to infinity] when \( V(b) = 0 \) (Stern 1987; Stern and Radko 1998) and can be thought of as an algebraic instability. As we shall see, the fixed cylindrical boundary does not allow the translating mode, and, instead, it can now interact with the other mode to produce growth.

Topography will destabilize mode-1 when

\[
\Delta^2 \psi = (\Delta^1 + h) \Phi(1 + \eta^1 - r) + \Delta^b \Phi(b + \eta^b - r) - h \Phi(1 - r)
\]

indicates that the velocity is determined by two PV patches whose boundaries can move (i.e., potential vorticity contours) and a PV patch whose boundary is fixed (i.e., the topography). A calculation as in Stern and Radko (1998) yields that if we shift the center of the inner active contour by \( x_1 \) and the outer one by \( x_b \) we will get average northward motion of the inner PV patch as

\[
v_1 = -\frac{h}{2} x_1 + \frac{\Delta^b}{2}(x_1 - x_b),
\]

with the first term from the topography and the second from the outer PV patch. Similarly, the effective northward velocity of the outer PV patch is

\[
v_b = -\frac{h}{2b^2} x_b - \frac{\Delta^1}{2b^2}(x_1 - x_b),
\]

with the first term from the topography and the second from the inner PV patch. Equating \( v_1/x_1 = v_b/x_b = \omega \) leads to the same eigenvalue equation so we can understand the dispersion relation by examining the center movements, which is again the phase-locking reasoning. Note that \( x_1 \) and \( x_b \) denote positions of centers of inner and outer PV patches; there is no restriction in their relative magnitude, that is, \( x_b < x_1 \) is as possible as \( x_b > x_1 \).

For \( h = 0 \), the response to a displacement of the centers leads to equal velocities since \( \Delta_1 = -b^2 \Delta_b \), the
translating state found by Stern (1987). With $h > 0$, and $0 < x_b < x_1$ (Fig. 5a), the contribution of the two contours to translation will be southward; the topography adds additional southward tendency to the inner patch and a weaker one to the closer-in center of the outer patch. These can be made consistent with a clockwise rotation ($\omega < 0$). If $h > 0$ but $0 < x_1 < x_b$ (Fig. 5b), the interaction gives both centers a northward tendency, while the topography decreases that but less so for the further out $x_b$ center. Thus the mode rotates counterclockwise ($\omega > 0$). Instability occurs for $h < 0$ when the vortices are no longer co-linear with the center. Unstable modes correspond to a configuration such that both the outward and tangential velocities are proportional to the distances from the origin (see Fig. 5c for an example). The centers just rotate around the center of the topography and expand outwards.

Coming back to the linear stability of higher modes (Fig. 4): mode-2 could be unstable in the absence of topography provided that the vortex shear is strong enough (i.e., $b < 2$) while higher modes require stronger shear for instability to exist [i.e., smaller $b$, not shown but see Flierl (1988)]. This is the classical barotropic instability: opposing vorticity jumps $D_1$ and $A^1$ support wave phase-locking. The topographic effect on mode-2 is similar to that for mode-1 or the Rankine vortex with some subtlety: negative topography (seamounts for anticyclones) enhances the growth rate in general while stabilizing larger vortices (with $b \approx 2$); positive topography weakens the growth rate in general while it destabilizes larger vortices (with $b \approx 2$).

FIG. 5. (a)–(c) Sketch of induced velocities on PV patch centers. The inner disk center is represented by the blue solid circle while velocity induced by inner disk PV is represented by the blue arrow. The outer disk center is represented by the green solid circle while velocity induced by outer disk PV is represented by the green arrow. The topography center is represented by the cyan solid circle, and velocity induced by the topography is represented by the cyan arrow. In (a) $0 < x_b < x_1$ and $y_1 = y_b = 0$. In (b) $0 < x_1 < x_b$ and $y_1 = y_b = 0$. In (c) $0 < x_b < x_1$, $y_1 = 0$ and $y_b < 0$. The red arrows in (c) represent the net velocity including from the topography and the other PV patch. Note that the inner and outer PV patch centers (i.e., the blue and green dot) could swap position even though the outer contour radius $b$ could be much larger than 1, since the center displacements are infinitesimal in linear theory.
a. Nonlinear contour dynamics simulation

We would like to confirm the linear stability results with nonlinear contour dynamics simulations (Zabusky et al. 1979; Pullin 1992), which employs a form similar to Eq. (3). That is, there are two active contours associated with the relative vorticity jumps, initially located at \( r = 1 \) and \( r = b \), and a fixed contour representing the topography. The contour dynamics routine does not use polar coordinates but instead tracks the contours as a set of Lagrangian points. For one experiment in Fig. 6, we choose \( h = -1 \) and \( b = 2 \) such that linear stability analysis only renders mode-1 unstable (we keep \( y_0 = 1 \) as noted above). The nonlinear simulation shows that mode-1 is indeed destabilized first; the centers of the inner and outer contours increasingly shift relative to each other and the vortex moves further from the topography, though rotating around it also. Higher modes get excited later. In the other experiment in Fig. 6, we choose \( h = 1 \) and \( b = 2 \) such that linear stability analysis only renders mode-2 unstable. It is seen that, in the nonlinear simulation, circular contours do deform into ellipses first. If we retain \( h = 1 \) while decreasing \( b \), we would observe that successive higher modes manifest themselves in the nonlinear simulation. In short, nonlinear simulation confirms linear stability results.

Thus, a compact anticyclone that would be stable in the flat-bottom case (having \( b > 2 \)) can suffer an \( m = 1 \) instability and breakup over a seamount. While this is not strictly applicable with the problem of a stable ring encountering topography, since it does not speak to the changes that occur during the encounter, it seems consistent with previous Agulhas numerical studies showing that seamounts yield a strong influence on barotropic anticyclonic vortices (Zavala Sansón 2002; van Geffen and Davies 2000).

6. Two-layer two-step vortex

We now extend the two-step barotropic vortex to a two-layer version (topography radius \( a = 1 \) still):

\[
\frac{\partial}{\partial r} Q_1 = -\Delta^1 \delta(r - 1) - \Delta^b \delta(r - b),
\]

\[
\frac{\partial}{\partial r} Q_2 = -h \delta(r - 1),
\]

with upper-layer potential vorticity jumps \( \Delta^1 \) and \( \Delta^b \) such that upper-layer basic velocity satisfies \( V_1(1) = 1 \) while \( V_1(b) = 0 \).

The eigenvalue problem is
where \( V_2(1) = -G_{21}^m(1|1)\Delta^1 - G_{21}^m(1|b)\Delta^b \).

Growth rates at small \( R_d \) are very similar to the barotropic calculation (Fig. 7): mode-1 is stable with flat bottom (which follows easily from the \( M \) matrix) and can be destabilized by negative topography (seamounts for cyclones); mode-2 is in general destabilized by negative topography while stabilized by positive topography; higher modes are similar to mode-2, with the instability zone successively shrinking toward smaller \( b \) (stronger shear). This similarity results from the strong coupling between two layers at small \( R_d \): the basic state flows \( V_1(1) \) and \( V_2(1) \) are quite similar. Since the topography is normalized here by the lower-layer depth instead of the total fluid depth, comparisons with the barotropic case in Fig. 4 should be made with the Fig. 7 value of \( h \) reduced by a factor of 2.

As \( R_d \) increases further, the weak growth rate becomes less sensitive to the topography’s sign as well as magnitude (Fig. 8); however it remains very small. Higher mode instabilities at large \( R_d \) are again similar to mode-2 except for a successive shrinking toward smaller \( b \). For \( m = 2 \), also note the narrow instability tongue extending toward larger \( b \) in the negative \( h \) plane (clear in Fig. 8c but also in Fig. 8d after zoom-in), which is reminiscent of the two-layer one-step vortex. This narrow tongue also persists for higher modes and will be discussed further below.

In short, the topographic effect weakens for two-step vortices as baroclinicity increases, similar to one-step vortex results. On the other hand, depressions and seamounts exert almost similar impacts when a two-step vortex is sufficiently baroclinic (\( R_d \gtrsim 1 \)). This is not surprising for \( m \geq 2 \) modes: note that \( m \geq 2 \) modes are unstable with flat bottom provided that shear is strong (\( b \leq 2 \)); thus the growth rate being insensitive to topography simply implies that topography has little effect. However, this insensitivity to topography sign and magnitude is surprising for \( m = 1 \) mode given that \( m = 1 \) mode is stable when \( h = 0 \) (i.e., flat bottom). We will investigate this feature below with asymptotic analyses.

### a. Weak coupling limit

To explore some of the less intuitive aspects of the stability diagrams for \( m = 1 \) mode, we consider the limits of small and large \( F \) (e.g., large and small \( R_d \) compared to the vortex and topography radii).

\[
M\eta = \omega\eta,
\]

with the matrix, written in terms of the \( G_m^m \), being

\[
M = \begin{bmatrix}
G_{11}^m(1|1)\Delta^1 + 1 & G_{11}^m(1|b)\Delta^b \\
G_{11}^m(b|1)\Delta^1/b & G_{11}^m(b|b)\Delta^b/b \\
G_{21}^m(1|1)\Delta^1 & G_{21}^m(1|b)\Delta^b \\
G_{21}^m(b|1)\Delta^1/b & G_{21}^m(b|b)\Delta^b/b \\
G_{22}^m(1|1)h & G_{22}^m(1|b)h/b \\
G_{22}^m(b|1)h/b & G_{22}^m(b|b)h/b + V_2(1)
\end{bmatrix},
\]

\[
\eta = \begin{bmatrix}
\eta_1^1 \\
\eta_1^b \\
\eta_2^1 \\
\eta_2^b
\end{bmatrix},
\]
To explain the aforementioned insensitivity of growth rate to topography at large \( \sqrt{R_d} \), we employ a perturbation method with \( F = (1/2)(1/R_d^2) \) as the expansion parameter.

As \( F \to 0 \) or \( R_d \to \infty \), the two layers become nearly independent, and we are left with two uncoupled, barotropic layers. At zeroth order, for mode-1,

\[
M_0 = \begin{bmatrix}
\frac{1}{1 - b^2} & -\frac{1}{1 - b^2} & 0 \\
\frac{1}{1 - b^2} & -\frac{1}{1 - b^2} & 0 \\
0 & 0 & -\frac{h}{2}
\end{bmatrix}
\]

One eigenvalue \(- (h/2)\) with corresponding eigenvector \([0 \ 0 \ 1]^T\) is associated with the topographic Rossby wave. The other eigenvalue 0 is the degenerate mode discussed above; its eigenvector \([1 \ 1 \ 0]^T\) corresponds to a trivial shift of the upper-layer field. As \( F \) increases or \( R_d \) decreases, the two layers couple weakly and we expect the eigenvalue 0 to split into a complex conjugate pair. The first-order correction for \( \omega_0 = 0 \) is

\[
M_1 \eta_1 + M_1 \eta_0 = \omega_1 \eta_1 + \omega_1 \eta_0 = \omega_1 \eta_0,
\]

where \( M_1, \eta_1, \) and \( \omega_1 \) are first-order corrections to \( M_0, \eta_0, \) and \( \omega_0 = 0 \), respectively. Its projection on the lower-layer contour component (i.e., the third row)

\[
-\frac{h}{2} \eta_1(3) + M_1(3, 1) + M_1(3, 2) = 0
\]

simply states that the wave on the lower-layer contour should remain stationary under the collective influence of topography and upper-layer potential vorticity anomalies resulting from displacing upper-layer contours in the form of \( \eta_0 \). This allows phase-locking to happen among waves on the three contours. Note \( h \eta_1(3) \) is thus set to be a constant to \( \epsilon(F) \); in other words, the lower-layer contour displacement of this mode adjusts its sign and magnitude (relative to the other two contour displacements) for different topography so that it remains stationary.

The second-order correction, projecting on the left eigenvector (i.e., the solvability condition)

\[
\omega_1^2 - [M_1(1, 1) - M_1(2, 1)] \omega_1 + \frac{1}{b^2 - 1} \eta_1(3)[M_1(1, 3) - M_1(2, 3)] = 0,
\]

indicates possibility of complex roots and hence unstable modes. Note that \( M_1(1, 3) \) and \( M_1(2, 3) \) are proportional to \( h \eta_1(3) \) constrained to be a constant as discussed above. Therefore \( \omega_1 \) turns out to be independent of \( h \), explaining the insensitivity to topography seen in Fig. 8. The calculated first-order correction to growth rate is compared with direct numerical calculations in Fig. 9. It is seen that the first-order correction yields good approximation for \( R_d > 1.5 \), confirming the stability results.
b. Strong coupling limit

When $F \to \infty$ or $R_d \to 0$, the two layers are strongly coupled and we should recover the barotropic vortex case (Fig. 4), despite the fact that the topography is in a different layer.

With the definition $\phi = \psi_1 - \psi_2$, the QG potential vorticity equation can be written as

$$\nabla^2 \psi_2 + F\phi = h\mathcal{H}(1 + \eta_1^2 - r) - h\mathcal{H}(1 - r),$$

$$\nabla^2 \phi - 2F\phi = \Delta^\phi \eta^\phi(r^2 - \eta^\phi) - h\mathcal{H}(1 + \eta_2^2 - r) + h\mathcal{H}(1 - r).$$

The perturbation field at lowest order is

$$-2F\phi = \Delta^\phi \eta^\phi(r^2 - \eta^\phi) - h\eta_2^2 \eta^\phi(1 - r),$$

$$\nabla^2 \psi_2 = \frac{1}{2} \Delta^\phi \eta^\phi(r^2 - \frac{1}{2}h\eta_2^2 \eta^\phi(1 - r)).$$

At zeroth order,

$$M_0 = \begin{bmatrix} 1 \\ \frac{1}{1 - b^2} \\ \frac{b^2}{1 - b^2} \end{bmatrix} = \begin{bmatrix} 1 \\ -\frac{1}{b^2} \\ -\frac{1}{b^2} \end{bmatrix}.$$

The eigenvalues are

$$\omega_1 = 1, \quad \omega_{2,3} = -\frac{h}{4} \pm \sqrt{\frac{h^2}{4} + \frac{h}{b^2}}.$$

The eigenvalue 1 with corresponding eigenvector $[-(h/\Delta^\phi) \ 0 \ 1]^T$, is associated with the tilting of the inner column (Flierl 1988). Eigenvalues $\omega_{2,3}$ will be a complex conjugate pair when $(h/4)^2 + \eta^\phi < 0$, corresponding to an unstable mode. The corresponding eigenvector reveals that the inner column is displaced as a whole (i.e., $\eta_1^2 = \eta_2^2$), which is how a barotropic vortex should behave.

c. Nonlinear contour dynamics simulation

Again, we will confirm stability results with two-layer nonlinear contour dynamics simulation (Polvani et al. 1988). Differently from the barotropic nonlinear simulation, there are now three active contours, two associated with the upper-layer potential vorticity jumps and one tracing the fluid initially over the topography in the lower layer, in addition to the fixed contour representing the topography. The need for this can be illustrated by writing the polar coordinate form of the full potential vorticity analogous to Eq. (3):

$$\nabla^2 \psi_1 - F(\psi_1 - \psi_2) = \Delta^\phi \eta^\phi(1 + \eta_1^2 \eta^\phi(\theta, t) - r)$$

$$+ \Delta^\phi \eta^\phi(b + \eta_2^2 \eta^\phi(\theta, t) - r),$$

$$\nabla^2 \psi_2 - F(\psi_2 - \psi_1) + h\mathcal{H}(1 - r) = h\mathcal{H}(1 + \eta_1^2 \eta^\phi(\theta, t) - r).$$

The term on the right-hand side of the lower-layer equation ensures that there are no relative vorticity jumps in the lower layer initially when $\eta_1^2 = 0$, consistent with the form of $V_2$ and $(\partial/\partial \eta)Q_2$. When fluid is forced onto or off the topography, it develops vorticity anomalies.

Nonlinear simulations of perturbation growth with $R_d = 0.1$ are shown in Fig. 10 for a case with only mode-1 linearly unstable and a case with only mode-2 linearly unstable. The simulations for $R_d = 0.1$ are quite similar to the barotropic nonlinear simulations shown in Fig. 6: the upper- and lower-layer contours evolve nearly synchronously (the red and blue contours in Fig. 10) due to the strong coupling when $F$ is large. Nonlinear contour dynamics simulation for relatively large $R_d$ (Fig. 11) confirms the insensitivity of stability to topography. The nonlinear simulation reveals that the upper-layer perturbation is dominated by mode-1 growth while it drags some lower-layer fluid along; in contrast to the Fig. 10 case with strong $m = 1$ growth, the upper-layer contours remain quite circular although shifted relative to each other and to the topography. This nonlinear robustness is consistent with the previous numerical findings that a baroclinic vortex could cross bottom topography relatively easily (Kamenkovich et al. 1996; LaCasce 1998; Beismann et al. 1999; Adams and Flierl 2010, although these studies have rather different geometry with the topography being a ridge or a slope).

As noted above, a vortex that is stable before encountering any topography (i.e., satisfying $b > 2$) is most relevant for the vortex–topography encounter problem. Then mode-1 is almost the only mode that could be destabilized by topography. As documented in earlier studies (Olson 1980, 1991; Goni et al. 1997; McDonagh et al. 1999; Garzoli et al. 1999; van Aken et al. 2003; Wei et al. 2008), Agulhas rings and Gulf Stream rings typically have (near) solid-body rotation within a core and radially decaying velocity outward, comparable to our simple vortex configuration. Agulhas rings are observed to have radii of maximum velocity around 100 km while Gulf Stream rings are smaller in size, with radius of maximum velocity around 50 km. The deformation radius in their vicinity is on the order of...
30–40 km depending on the geographic location so that both fall into our \( R_d < 1 \) range (recall that \( R_d \) is defined to be Rossby deformation radius normalized by the radius of maximum velocity). Thus, stability results and nonlinear simulations suggest that seamounts could exert weak to moderate destabilizing effect on baroclinic Agulhas rings and warm core Gulf Stream rings. In the Agulhas ring case, we might anticipate that bumps on the Walvis ridge could have a destabilizing effect. As there still remains asymmetry between negative topography and positive topography when \( R_d < 1 \), we expect seamount destabilizing effect on cold core Gulf Stream rings.

d. Energetics

Since both barotropic conversion and baroclinic conversion are possible energy sources for perturbation growth in the two-layer, two-step vortex, we would like to examine the dominance of one or the other. The eddy kinetic energy (EKE) and eddy available potential energy (EAPE) growth in the QG two-layer model are governed by

\[
\frac{1}{H} \frac{\partial}{\partial t} K' = \int V_1 u_1 \xi_1 + \int V_2 u_2 \xi_2 + \frac{f}{H} \int w (\psi_1 - \psi_2),
\]
\[
\frac{1}{H} \frac{\partial}{\partial t} A' = \frac{F}{2} \int (V_1 - V_2)(u_1 + u_2)(\psi_1 - \psi_2) - \frac{f}{H} \int w (\psi_1 - \psi_2),
\]

while the total eddy energy growth is obtained by adding the above two equations,

\[
\frac{1}{H} \frac{\partial}{\partial t} (K' + A') = \sum_i \int V_i u_i q_i.
\]

Barotropic conversion is identified as the \( \sum_i \int V_i u_i q_i = \sum_i \int V_i u_i q_i - \frac{F}{2} \int (V_1 - V_2)(u_1 + u_2)(\psi_1 - \psi_2) \) term, while baroclinic conversion refers to \( \frac{F}{2} \int (V_1 - V_2)(u_1 + u_2)(\psi_1 - \psi_2) \).

As shown in Figs. 12 and 13, barotropic conversion dominates over baroclinic conversion throughout the \([h, b, R_d]\) phase space except in the previously noted narrow tongue with negative \( h \) (clear in Fig. 13c but also Fig. 13c after zoom-in), where baroclinic conversion dominates, although barotropic conversion still takes place. We have confirmed the general dominance of barotropic conversion with nonlinear calculations (not shown). That the baroclinic conversion dominant region is associated with negative topography is consistent with the traditional notion that baroclinic conversion happens when upper-layer and lower-layer mean potential vorticity gradients (jumps) are of opposite sign. As remarked above, this instability zone is reminiscent of the two-layer Rankine-like vortex, where baroclinic conversion dominates when the upper-layer and lower-layer potential vorticity jumps are close to each other \((b < 1.25)\). The topographic potential vorticity jump is at \( r = b \) for that case while at \( r = 1 \) in the two-step vortex so these are not directly comparable.
We suspect that when the horizontal shear is reduced, the general dominance of barotropic conversion would disappear. To confirm this speculation, we next consider the piecewise uniform QG parallel flow (Meacham 1991; Schmidt and Johnson 1997), that is, relax the vortex radius to infinity.

7. Rectilinear case

The rectilinear system is set up in Cartesian co-ordinates with the $x$ axis along unperturbed contours. Let one upper-layer potential vorticity jump to be at $y = 0$ and the second upper-layer potential vorticity jump to be at $y = 1$. The previously cylindrical topography turns into a cliff at $y = 0$. Lengths are now normalized with respect to the Rossby deformation radius $R_d$. Then the two-layer QG potential vorticity reads

$$
\nabla^2 \psi_1 - \frac{1}{2} (\psi_1 - \psi_2) = \Delta^0 \mathcal{H}(\eta^0_1 - y) + \Delta^1 \mathcal{H}(1 + \eta^1_1 - y), \nabla^2 \psi_2 + \frac{1}{2} (\psi_1 - \psi_2) + h \mathcal{H}(-y) = h \mathcal{H}(\eta^0_2 - y),
$$

(4)

where $\eta^\ell_j$ denotes potential vorticity contour displacements at $y_j$ in layer $\ell$. For this rectilinear system, we specify $\Delta^\ell$ instead of $V(y)$: set $\Delta^0 = 1$ and vary $\Delta^1$ to consider different shear strengths. Figure 14 shows the growth rate for the $\Delta^1 = 0$ case and the $\Delta^1 = -1$ case. For $\Delta^1 = 0$, there exists a narrow instability zone extending toward larger wavenumber as the topography magnitude increases. This instability zone is dominated by baroclinic conversion although barotropic conversion still takes place. The ratio of barotropic conversion and baroclinic conversion equals

$$
\frac{(\mu - k)(\mu + k + \gamma)}{\gamma^2} - 1 < 1,
$$

where $k$ is the wavenumber, $\gamma = 1/R_d$ and $\mu^2 = k^2 + \gamma^2$. For $\Delta^1 = -1$, the baroclinic conversion dominant zone persists while a barotropic conversion dominant zone appears at smaller wavenumber. Comparing the two rectilinear cases clearly indicates that enhanced horizontal shear promotes dominance of barotropic conversion. The coexistence of a baroclinic conversion dominant regime and a barotropic conversion dominant regime is reminiscent of the vortex case.

8. Conclusions

We examined the effects of bottom topographic bumps or depressions on the linear stability of both barotropic vortices and two-layer, baroclinic vortices by considering cylindrical topography and vortices with stepwise vorticity profiles. We considered velocity profiles with one and with two discontinuities in
the relative vorticity. For a vortex with one relative vorticity step, barotropic or baroclinic, only oppositely signed topography could excite instability. In physical terms, anticyclones get destabilized by seamounts and stabilized by depressions while the opposite is true for cyclones. This follows from the simple criterion that basic state PV gradient should change sign to allow waves supported at separate PV steps to mutually amplify. Baroclinicity only weakens growth rates and shrinks the instability zone for a one-step vortex (Fig. 3).

However, vortices with two-step vorticity profile (no net vorticity) approximate compact oceanic eddies better. For a barotropic two-step vortex, classical barotropic instability allows $m \geq 2$ modes to be unstable without topography for a sufficiently narrow outer band where the velocity falls to zero. Oppositely-signed topography (seamounts for anticyclones) generally destabilizes vortices while same-signed topography stabilizes them. Furthermore, oppositely signed topography can excite mode-$1$ instability, which is especially relevant for vortex-topography encounters. The baroclinic calculation for a two-step vortex is in general consistent with the barotropic calculation except that the growth rate weakens and that the topographic effect on strongly baroclinic vortices ($R_d \geq 1$) is similar regardless of sign or magnitude. Our conclusions hold qualitatively for various layer depth ratios (see Fig. 15 for $H_1/H_2 = 1/5$).

Our baroclinic, two-step vortex with $R_d \geq 1$ (Rossby deformation radius greater than radius of maximum velocity) corresponds to shallow or surface intensified eddies discussed in previous studies. The fact that the instability mostly happens in the upper layer as a very slowly growing mode-$1$ form is consistent with previous argument that a baroclinic vortex could cross the topography relatively easily (Smith and O’Brien 1983; Kamenkovich et al. 1996; LaCasce 1998; Beismann et al. 1999; Adams and Flierl 2010). In making connection between our simple two-step vortex model and real oceanic vortices, we noted that the part of parameter space with $b > 2$ and $R_d \leq 1$ is most relevant. Thus stability results and nonlinear simulations support that seamounts with comparable radii could exert weak to moderate destabilizing effect on anticyclones, including Agulhas rings and warm core Gulf Stream rings.

A relevant yet different problem from this study is the topographically generated eddy problem. Anticyclones generated and maintained for long periods above seamounts have been reported in oceanographic observations (Richardson 1981; Gould et al. 1981), laboratory experiments (Zavala Sansón et al. 2012) and numerical simulations (Huppert and Bryan 1976; Verron and Le Provost 1985). The basic mechanism for such topographically generated eddies is the generation of vorticity anomalies as water column is squeezed or stretched during

---

**Fig. 11.** Nonlinear contour dynamics simulation for $R_d = 1, b = 2.0$, with (top) $h = 2.0$ and (bottom) $h = -2.0$. Only mode-$1$ is unstable in both cases according to linear stability analysis. Note that the evolution for $h = 2.0$ and $h = -2.0$ is very similar up to $t = 60$. 
advection across topography, conserving potential vorticity. These eddies tend to retain their original (i.e., ambient) PV such that the PV gradient should not experience a change in sign, which is necessarily a stable configuration according to our discussion. In contrast, the vortex considered in this study is not generated by topography but possesses a strong PV anomaly arising from its vorticity profile. The total PV gradient thus changes sign either because of the topography or because the vortex is compact. The apparent discrepancy between conclusions of this study and that of topographically generated eddy problem or 2D turbulence problem (see introduction).

FIG. 12. Energetics as a function of outer contour radius \( b \) and topography \( h \). Shown are (top) \( m = 1 \) and (bottom) \( m = 2 \); \( R_d = 0.1 \) is fixed. Circles are filled with blue crosses when baroclinic conversion happens while circles are painted red when barotropic conversion dominates baroclinic conversion.

FIG. 13. As in Fig. 12, but for (left) \( R_d = 1 \) and (right) \( R_d = 10 \).
simply due to different basic state: the one in this study is strongly vortical while in previous studies (except Nycander and Lacasce 2004) had weak PV anomalies, either homogeneous or random.

We also note that linear stability analysis only considers infinitesimal perturbations. In realistic vortex colliding topography situation, the vortex center and topography center would not be aligned, that is, a finite perturbation. We do not include time-dependent evolution when a linearly stable vortex approaching topography from far-field. For example, numerical simulations of Zavala Sansón et al. (2012) identified clockwise rotations for cyclones approaching a seamount (which are linear stable according to our results). Nevertheless, we expect

FIG. 15. Growth rate and (bottom) energetics for two rectilinear cases: (left) $\Delta^2 = 0$ and (right) $\Delta^2 = -1$.

The x axis is wavenumber normalized by $R_d$ while the y axis is topography.

FIG. 14. (top) Growth rate and (bottom) energetics for two rectilinear cases: (left) $D^2 = 0$ and (right) $D^2 = 2$.

The $x$ axis is wavenumber normalized by $R_d$ while the $y$ axis is topography.

FIG. 15. Growth rate for $H_1/H_2 = 1/5$. 
linearly unstable vortices to undergo more violent distortions than linear stable vortices, when both approaching the topography from far-field.

The quasigeostrophic approximation assumes small interfacial variations and weak topography. These are not strictly true for energetic vortices and large amplitude topography although numerical studies using primitive equations (e.g., Kamenkovich et al. 1996) agree with our results qualitatively. A previous stability analysis with a two-layer rotating shallow water model revealed significant ageostrophic generalization of standard barotropic instabilities (Lahaye and Zeitlin 2015; note though they scale the length by the barotropic Rossby deformation radius while we normalize the length by the baroclinic Rossby deformation radius thus we are in their large Burger number regime); further investigation with rotating shallow water models (Ribstein and Zeitlin 2013) would be beneficial. Our stability analysis limits to the case with vortex sitting on top of seamounts or depressions while realistic vortex–topography encounters involve other processes important for deciding vortex propagation/evolution; for example, Beismann et al. (1999) found formation of along-slope currents by rectification of Rossby waves that in turn advect vortices. Last, we focus on examining a circular vortex while strong ellipticity was shown to excite instability (Nycander and Lacasce 2004). Nonetheless, our idealistic configuration yields general insight into topography effect on vortex stability.
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APPENDIX

Linear Stability for Gaussian Vorticity Profiles and Gaussian-Shaped Topography

As Gaussian vorticity profiles and Gaussian-shaped topography are typically adopted in previous laboratory and analytical studies, we present the linear growth rate for such configurations in the barotropic case. The topography profile is

$$h = H \exp \left[ -\left( \frac{r}{r_{\text{top}}} \right)^2 \right],$$

while the vorticity profile is

$$\zeta = \zeta_0 \exp \left[ -\left( \frac{r}{r_0} \right)^2 \right].$$

The mean velocity profile follows
We set \( \xi_0 = 1 \) and \( r_0 = 1 \) while varying topography height \( H \) and size \( r_{topo} \). As noted above, by the parity symmetry of QG theory, cyclones with negative signed topography are equivalent to anticyclones with seamounts.

Figure A1 shows that the results are rather similar to Rankin vortex calculations: only oppositely signed, larger scale topography gives instability. On the other hand, the \( m = 1 \) mode could be unstable for the Gaussian vortex, as found for the two-step barotropic vortex but not for the Rankin vortex (\( m = 1 \) mode is stable).
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