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ABSTRACT

Observations of wind stress during extreme winds are required to improve predictability of tropical cyclone track and intensity. A common method to approximate the wind stress is by measuring the turbulent momentum flux directly. However, during high wind speeds, wave heights are typically of the same order of magnitude as instrument heights, and thus, turbulent momentum flux observations alone are insufficient to estimate wind stresses in tropical cyclones, as wave-induced stresses contribute to the wind stress at the height of measurements. In this study, wind stress observations during the near passage of Tropical Cyclone Olwyn are presented through measurements of the mean wind speed and turbulent momentum flux at 8.8 and 14.8 m above the ocean surface. The high sampling frequency of the water surface displacement (up to 2.5 Hz) allowed for estimations of the wave-induced stresses by parameterizing the wave input source function. During high wind speeds, our results show that the discrepancy between the wind stress and the turbulent stress can be attributed to the wave-induced stress. It is observed that for $u_* > 1 \text{ m s}^{-1}$, the wave-induced stress contributes to 63% and 47% of the wind stress at 8.8 and 14.8 m above the ocean surface, respectively. Thus, measurements of wind stresses based on turbulent stresses alone underestimate wind stresses during high wind speed conditions. We show that this discrepancy can be solved for through a simple predictive model of the wave-induced stress using only observations of the turbulent stress and significant wave height.

1. Introduction

Tropical cyclone intensity, track, storm surge, and associated wave fields are critically determined by the fluxes of momentum between the air and the sea (Emanuel 1995; Black et al. 2007). Our ability to predict the dynamics of these extreme events relies on our understanding of the physical processes that underlie these exchanges (e.g., Rogers et al. 2006).

The wind transfers momentum to the sea through the wind stress $\tau = \rho u_*^2$, where $u_*$ is the shear velocity and $\rho$ is the air density, and is fundamentally defined as

$$\tau(z) = \tau_v + \tau_w + \tau_t,$$

where $\tau_v$ is the viscous stress, $\tau_w$ is the wave-induced stress, and $\tau_t$ is the turbulent stress (Tsagareli et al. 2010;...
Vicous forces are driven by the differential velocity between the wind and the ocean and decay rapidly away from the surface. Turbulent stresses are absent at the ocean surface but dominate momentum transport outside the layer that is directly impacted by the presence of the waves (known as the wave-boundary layer). Within the wave-boundary layer, stresses are imposed on the air by the waves by altering the coherent pressure and velocity fluctuations of the air (e.g., Donelan et al. 2006). While these individual stresses vary with distance from the surface, they remain relatively constant throughout the near surface layer, thus referred to as the constant-flux layer. The wind stress can therefore be determined by comparing the individual stresses at any height within the constant-flux layer. Unfortunately, there is no straightforward practical approach as yet to determine the individual stresses during high wind speeds and hence the wind stress.

To overcome our inability to predict the individual stresses, the wind stress \( \tau \) is often modeled by translating between the shear velocity and wind speed through the use of a drag coefficient \( C_D \) (e.g., Komen et al. 1994):

\[
\tau = \rho u^2 = \rho C_D U_{10}^2, \tag{2}
\]

where \( U \) is the horizontal wind speed at 10 m above the sea surface. As \( C_D \) integrates three different processes into a single coefficient, characterizing \( C_D \) in terms of atmospheric and sea state variables is complex. This is evident from the large scatter observed in \( C_D \) during high wind speeds both in the field and in numerical models (e.g., Holthuijsen et al. 2012; Liu et al. 2017) and is, in part, attributed to the limited observations of momentum fluxes during extreme winds (Potter et al. 2015). To improve the predictability of \( C_D \) (and hence the air–sea momentum exchange), more observations of wind stress, and particularly the stress contributions, are required in tropical cyclones.

A common approach to determine the wind stress is by measuring the wind speed profile above the sea surface:

\[
U(z) = \frac{u_w}{\kappa} \ln \left( \frac{z}{z_0} \right) - \psi, \tag{3}
\]

where \( \kappa = 0.4 \) is the Von Kármán constant, \( z \) is the vertical distance from the sea surface, \( z_0 \) is the roughness length scale, and \( \psi \) is the flux profile relation (Paulson 1970; Donelan 1990). The first part on the right-hand side of Eq. (3) is commonly known as the “law of the wall” and provides the neutral wind speed \( U_N \), whereas the second part arises from buoyancy-driven turbulence (Monin and Obukhov 1954). Although this measurement approach seems rather straightforward, the method requires at least two measurements of wind speed to estimate \( u_w \) from the theoretical wind profile. This is further complicated by the dynamics of the instruments, which can be mounted on wave-following structures where the acquired data then requires corrections to account for their oscillating motions (Anctil et al. 1994; Edson et al. 1998). Tower-based wind meters or fixed masts are a good alternative to prevent significant contamination, but installation is typically restricted to shallow areas. Moreover, to account for buoyancy-induced turbulence, fluxes of humidity and heat are required to determine \( u_w \) from the wind speed profile (Drennan et al. 2003).

Alternatively, the eddy-correlation method is the most direct approach in measuring the momentum flux (e.g., Large and Pond 1981). The turbulent stress is given by the covariance of the horizontal and vertical velocity component (also known as the Reynolds stress):

\[
\tau = -\rho U'w'. \tag{4}
\]

Here, Reynolds averaging is applied to obtain the fluctuating velocity components, that is, \( U = U + U' \), where \( U \) is the ensemble averaged velocity and \( U' \) is the turbulent velocity component. Note that \( U \) is the horizontal velocity vector of the velocity components \( u \) and \( v \) in the horizontal plane. When the turbulent flux is measured sufficiently away from the ocean surface (but still close enough to be within the constant-flux layer), turbulent momentum transport dominates the total momentum transport (\( \tau \approx \tau_i \)). The eddy-correlation method has the advantage that only one measurement point is required to determine the flux. The sampling frequency should, however, be high enough to measure all turbulent scales that contribute to the wind stress.

The assumption that the measured turbulent flux dominates the wind stress fails when high wind speeds are encountered as wave heights start to become of the same order of magnitude as the instrument height [typically stationed at \( O(10) \) m away from the ocean surface]. As the wave-boundary layer thickness is approximately \( 3.7H_b \) (Chalikov 1995), turbulence instruments are thus usually deployed well within the wave-boundary layer during tropical cyclones where wave-induced stresses cannot be ignored (Babanin et al. 2018). The eddy-correlation method alone is then insufficient to characterize \( u_w \) during extreme wind events. Hence, structural details of the stress contributions within the wave-boundary layer are required to improve the understanding and predictability of wind stresses during tropical cyclones.

This study presents observations and estimates of wind stress and stress contributions during extreme wind conditions. Wind measurements and stress estimates are corrected for instrument motions and buoyancy effects.
Through the modeling of the wave-induced stress we show that wind stress estimates from turbulent flux measurements alone underestimate the wind stress during high wind speeds. We do so by using data from a fixed offshore platform, located near the storm track of Tropical Cyclone Olwyn in March 2015.

2. Methods

a. Experiment overview

Measurements were taken from a fixed offshore platform located on the north shelf of Western Australia (116°8.202'E, 19°35.136'S), 135 km from the nearest coastal line and at a local water depth of 124 m (lowest astronomical tide; Fig. 1). The site is within the latitude range of strong cyclonic activity and is an area prone to one of the highest occurrences of tropical cyclones in the world (Peduzzi et al. 2012). For observational and modeling purposes, the platform contains various instruments to measure atmospheric and oceanographic conditions. In 2014, a data acquisition program was implemented to measure and study surface fluxes during tropical cyclones, data of which is used in this study.

In 2015, the instruments recorded momentum fluxes during the near passage of Severe Tropical Cyclone Olwyn. The cyclone center passed at approximately 150 and 300 km from the fixed offshore platform with minimum central pressures of 955 and 950 hPa, respectively (Fig. 2). The events occurred within a one month time frame, in March and April 2015. Very few other cyclones with reasonable proximity to the platform were recorded since then, especially due to the very quiet 2015/16 cyclone season.

Water surface displacements were recorded by four lasers gauges (Optech Sentinel 3100) in a rectangular array of 1.3 m x 1.7 m positioned on the flare bridge at approximately 28 m above mean sea level (MSL; see Fig. 1). The distance to the water surface is concurrently sampled at a frequency of 5 Hz, allowing for the measurement of high-frequency wave up to 2.5 Hz. Laser attenuation due to sea spray for winds above 20 m s^{-1} were calibrated in laboratory experiments (Toffoli et al. 2011).

Wind speeds were measured by two ultrasonic MasterPro anemometers fixed along a 12-mm moored wire with one end terminating under the platform’s flare bridge. The wire was kept under tension by an anchor weight positioned near the sea floor. The three-dimensional air velocity components are continuously measured at a sampling frequency of 20 Hz. With this configuration the two anemometers are placed over a vertical line within a 28-m air gap, at chosen heights of about 14.8 and 8.8 m MSL (Fig. 1). The aim of this configuration is to avoid flow distortion effects and large angles typically produced by ship motions. The two high-frequency air velocity measurements at different vertical levels also allow direct measurements of the vertical profiles of wind and wind stress in the atmospheric boundary layer. Wind sensors installed on the top of the flare and on the main platform are not used as these sensors are more susceptible to flow distortion by the structure. Several other atmospheric properties are measured at 29 m MSL on the flare bridge, including air temperature, relative humidity, and barometric pressure. To calculate the air–sea temperature difference, water temperature is obtained from a CM-04 current
lent stress

Without correction of wire motion, the measured turbulence of the MRU; and rotation matrix; which depends on the yaw, pitch, and little on the horizontal velocity component corrections on the vertical velocity the anemometer pitch and roll angles produce large corrections on the measured velocity component. It is observed that the impact of the wire translation velocity on the velocity measurements is observed to be negligible (up to 0.05%). The two velocity components were then corrected by

\[ u = R(u_M + A), \]

where \( u \) is the corrected air velocity vector; \( R \) is the rotation matrix; which depends on the yaw, pitch, and roll angles of the MRU; and \( A \) is the translational horizontal velocity vector of the MRU. The subscript \( M \) refers to the measured velocity component. It is observed that the anemometer pitch and roll angles produce large corrections on the vertical velocity \( w \) (average of 100%), but little on the horizontal velocity component \( U \) (0.5%). Without correction of wire motion, the measured turbulent stress \( \tau \) would be overestimated by up to 16% for the largest wind speeds observed in this study (Fig. 3). The impact of the wire translation velocity on the velocity measurements is observed to be negligible (up to 0.05%). The two velocity components were then corrected by

\[ U = w_M \sin(\theta) + U_M \cos(\theta), \]
\[ w = w_M \cos(\theta) - U_M \sin(\theta), \]

where \( \theta = \arctan(\omega/\Omega) \).

A 10-min moving average for \( U \) is applied to identify nonstationary effects. Atmospheric conditions were regarded to be stationary if the moving average velocity gradient was within \( \pm 3 \times 10^{-2} \text{ m s}^{-2} \) and records were at least 15 min long. The time series were then de-spiked by excluding data which deviated at least four times the standard deviation from their respective mean values. Reynolds averaging is applied over periods of 10 min and records where the mean horizontal velocity \( \Omega \) was smaller than 5 m s\(^{-1}\) are not considered in this study.

c. Estimation of wind stress

The total wind stress \( \tau = \rho u^2 \) is defined by Eq. (3) and, following measurements of \( \Omega \) at the two different anemometer heights, can then be determined through

\[ u_* = \kappa \frac{\Omega(z_1) - \Omega(z_2)}{\ln(z_1/z_2) - \psi(z_1/L) + \psi(z_2/L)}, \]

where \( L \) is the Obukhov length scale, which can be interpreted as the height above the ocean surface where the production of turbulence by buoyancy is similar in magnitude to that produced by velocity shear. Length scale \( L \) is estimated by (e.g., Drennan et al. 2003)

\[ L = \frac{-u_*^3}{\kappa g [H/(c_p T_o) + 0.61 E/L_c |\rho_f|].} \]

where \( c_p \) is specific heat at constant pressure; \( T_0 = T_a + \gamma z \) is the reference potential temperature, with air temperature \( T_a \) and the adiabatic lapse rate \( \gamma \); and \( L_c \) is the latent heat of vaporization. The bulk formulations of the surface heat flux \( H \) and rate of evaporation \( E \) are defined by

\[ H = \rho c_p C_T \Upsilon_{10N} \Delta \gamma, \]
\[ E = \rho L_c C_E \Upsilon_{10N} \Delta q, \]

where \( \Upsilon_{10N} \) is the neutral mean wind speed at 10 m [i.e., see Eq. (3) and its description]; \( \Delta \gamma = T_1 - T_0 \) is the potential temperature difference between the sea surface \( T_s \) and reference height \( T_0 \); and \( \Delta q = q_s - q(z) \) is the specific humidity difference, where \( q_s \) is saturation specific humidity and \( q(z) \) is the measured specific humidity. Parameters \( C_T \) and \( C_E \) are the Dalton and Stanton numbers, respectively, and a value of 0.0012 is used for both (Jeong et al. 2012; Komori et al. 2018). Temperature and humidity parameters were obtained from a meteorological station positioned at the flare bridge at 21.2 m above the lower anemometer. To calculate \( L \), the wind speed from the upper anemometer was neutrally converted to the height of the meteorological station. The sea surface temperature was approximated by the
CM-04 current meter reading located 10 m below the surface.

\[
\psi(z/L) = \begin{cases} 
2 \ln \left( \frac{1 + \phi}{2} \right) + \ln \left( \frac{1 + \phi^2}{2} \right) - 5.4z/L, & \text{if } z/L < 0 \\
-2 \tan^{-1} \theta + \pi/2, & \text{if } z/L > 0 
\end{cases}
\]

where \( \phi = (1 - 17z/L)^{1/4} \). Finally, to obtain \( u_\ast \), Eqs. (7)–(10) can be solved iteratively, which is found to converge for all records.

d. Estimation of viscous stress

The viscous stress is determined following a simple drag model:

\[
\tau_v = \rho C_v U_{10}^2,
\]

(11)

where \( U_{10} \) is estimated through interpolation of the postprocessed mean wind speed at the two anemometer heights within the constant-flux layer. The viscous drag coefficient \( C_v \), can be estimated by (Tsagareli et al. 2010):

\[
C_v = -5 \times 10^{-3} U_{10} + 1.1 \times 10^{-3}.
\]

(12)

For wind speeds above 22 m s\(^{-1} \), \( C_v \) is kept at zero.

e. Estimation of wave-induced stress

Two methods are used to estimate the wave-induced stress. The first approach determines \( \tau_w \) at the ocean surface (\( z = 0 \)) by subtracting the viscous from the total shear stress [determined through Eqs. (7)–(10)]:

\[
\tau_w(0) = \rho u_\ast^2 - \tau_v(0).
\]

(13)

Though this is an implicit method, as it uses a priori knowledge of the total shear stress through measurements of the shear velocity [Eq. (3)], it provides additional insight in the accuracy of the momentum flux observations.

The second approach uses the wind input source function to determine the wave-induced stress:

\[
\tau_w = \int_{\omega} F_{in} \omega c(\omega) d\omega,
\]

(14)

where \( F_{in} \) is the wind input source function, \( c(\omega) \) is the phase speed of the wave propagation, and \( \omega \) is the radian frequency. The wind input source function is given by

\[
F_{in}(\omega) = \rho \omega g \gamma(\omega) S(\omega).
\]

(15)

Here, \( g \) is the gravitational acceleration, \( \gamma(\omega) \) is the temporal growth rate of wave energy, and \( S(\omega) \) is the energy density spectrum. For \( \gamma \), we use the parameterization by Donelan et al. (2006), as it is shown to be suitable for a wide range of wind and wave conditions

\[
\gamma = G \sqrt{B_n \left( \frac{U_{10}}{c} - 1 \right)^2},
\]

(16)

where \( B_n(\omega) = [\omega^q E(\omega)/2G^2]A(\omega) \) is the spectral saturation, \( A(\omega) = 1.12(U_{10}/c)^{1/5} (\omega/\omega_p)^{-0.95} + 1/2\pi \) is the directional spreading function (Babanin and Soloviev 1998), and \( G \) is the sheltering coefficient defined by

\[
G = 2.8 - 1.0 \left\{ 1 + \tanh \left[ 10 \sqrt{B_n \left( \frac{U_{10}}{c} - 1 \right)^2} - 11 \right] \right\}.
\]

(17)

The wave-induced stress, as determined by either Eq. (13) or (14), decreases with distance from the sea surface. The distance at which \( \tau_w \) has a negligible contribution to the wind stress \( \tau \) is of the order of the dominant wavelength of the wave field. As potential flow theory predicts and exponential decay for the wave-induced pressure (e.g., Donelan et al. 2006), the wave-induced stress reduction \( \alpha \) within the wave boundary layer is characterized by an exponential function as well:

\[
\alpha(z) = \exp(-\beta k_p z),
\]

(18)

where \( \beta = 1 \) is a coefficient (Donelan et al. 2006) and \( k_p \) is the peak wave number.

f. Estimation of turbulent stress

Turbulent stresses are obtained through the covariances of the horizontal and vertical components of the turbulent wind velocity [Eq. (4)]. As no MRU is present in the lower anemometer, the Reynolds stress measured at \( z = 8.8 \) m is corrected linearly according to the motion correction found for the anemometer at \( z = 14.8 \) m. This assumes that the wire between the anemometers is a line, which is a reasonable assumption as the wire is moored and therefore tensioned.

To assure that turbulent flux measurements are not restricted by the sampling frequency of the anemometers,
the normalized ogives of the turbulent stresses (the cumulative summation of the turbulent shear stress spectrum $S_{Uw}$) should saturate before the sampling frequency. Examples of normalized ogives suggest that saturation is reached well before the sampling frequency (Fig. 4) and, as such, a higher sampling rate will have negligible impact on the mean turbulent flux. Low-velocity cases tend to reach saturation earlier due to a smaller separation of turbulent length scales. The low-velocity case compares well to the saturated ogive of Miyake et al. (1970) which has a comparable mean wind speed of about 5.6 m s$^{-1}$. Hence, these ogives can be used as reference curves to account for turbulent stress contributions not captured by lower-resolution anemometers.

3. Measured wind and waves during Cyclone Olwyn

During the near passage of the tropical cyclone the 10-min averaged wind speeds at $z = 10$ m (interpolated between the two anemometers) were in the range 5–22 m s$^{-1}$ (Fig. 5a), with maximum gust (20-s average) of 27.4 m s$^{-1}$ at the upper anemometer. The wind direction was consistently from east-northeast (90°–45°) before and during the recording of the strongest winds. After the passage of the cyclone the wind direction shifted to westerly (270°). Observations of $C_D$ for large wind speed, $C_D = 5 \times 10^{-3}$–9 $\times 10^{-3}$ (Fig. 5b), are considerably larger than those recorded by others for similar wind speeds, that is, $C_D \approx 2 \times 10^{-3}$ (e.g., Holthuijsen et al. 2012; Powell et al. 2003; Edson et al. 2013). In section 5, the three outliers at $C_D \approx 9 \times 10^{-3}$ and the generally large values of $C_D$ are further discussed.

The waves during the event reached significant wave height ($H_s$; i.e., $4/\sqrt{\pi}m_0$ where $m_0$ is the total variance of the power spectral density of sea surface elevation $S$) of 6.6 m (Fig. 5c). The period of the spectral peak $T_p$ was of 10 s during the highest winds recorded. The development of the wave parameters lead to the conclusion that the waves during the passage of the cyclone were predominantly forced by the local winds. Long period swells were practically nonexistent.

4. Results

Comparison of the shear velocity determined from the mean velocity profile $u_w$ against the measured Reynolds stresses at the two anemometer heights is shown in Fig. 6. For $u_w < 0.3$, the turbulent momentum flux reasonably equals the wind stress (i.e., $\tau_c \approx \tau$), whereas for increasing shear velocity, the contribution of the turbulent stress to the total stress decreases. The increasing difference between the measured turbulence fluxes between the two anemometers for larger $u_w$ suggests that the anemometers become increasingly embedded within the wave boundary layer. For the same reason, the turbulent stress measured at $z = 8.8$ m is smaller than the turbulent stress measured at $z = 14.8$ m.

To identify the wave-induced stress $\tau_w$ as the source of the discrepancy between the turbulent flux and wind stress measurements, the wave-induced stress is first estimated at the ocean surface according to Eq. (13). As the viscous stress is negligible outside a very thin layer near the surface, the wind stress can then be compared against the summation of the reduced wave-induced stress (i.e., $\sigma \tau_w$) and turbulent stress at the two anemometer heights (Fig. 7). The inclusion of the wave-induced stress in the momentum flux estimates at the anemometer heights shows excellent agreement with the wind stress measured from the mean velocity profile.

Independently, the wave-induced stress can be modeled through the wave growth rate parameterization of Donelan et al. (2006) [Eqs. (14)–(17)]. The estimated wind stress at the sea surface [i.e., $\tau(0) = \tau_v + \tau_w$], shows good agreement, with the exception of the three largest wind stress measurements (Fig. 8a). Similarly, the total momentum flux at the two anemometer heights can be estimated by the sum of the reduced wave-induced stress and the turbulent stress (Fig. 8b). Also here, good agreement is observed between the independent estimates of the total stress in the constant-flux layer.
5. Discussion

Observations of wind stresses during the near passage of Tropical Cyclone Olwyn show that the observed difference between the wind stress and the turbulent momentum flux in the wave boundary layer is balanced by the wave-induced stress and viscous stress (Figs. 7, 8). There are, however, three instants observed where these stresses do not balance. While these outliers coincide with the highest measured wind stresses in the dataset, they do not correspond to the largest observed wind speeds (see dashed lines in Fig. 5). They occurred during large accelerations of the wind speed, about 3 m s\(^{-1}\) in 45 min. When the contribution of the wave-induced stress [estimated using Eqs. (14)–(17)] to the total stress in the constant-flux layer is evaluated (Fig. 9), it suggests that the three outliers (note, the three outliers are those with the highest \(u^*_w\)) deviate from the observed overall trend, particularly for the lower anemometer. As the observed wind acceleration does not seem to cause any predictive uncertainties of the wave-induced stress parameterization used (Donelan and Plant 2009), this deviation from the trend could be interpreted as an overprediction of \(u^*_w\) instead. For instance, using estimates of \(u^*_w\) for the three outliers based on the summation of \(\tau_t\) and \(\tau_w\) (e.g., as in Fig. 8b) to determine a representative drag coefficient, values of \(C_D\) in the range of \(3.4 \times 10^{-3}–5.2 \times 10^{-3}\) are obtained, which are consistent with the other values of \(C_D\) observed in this study.

![Fig. 5. Time series of (a) the mean wind speed at 10 m above the sea surface in black (interpolated between the two anemometers) and wind direction in gray; (b) drag coefficient [as per Eq. (2)]; (c) significant wave height (black) and peak period (gray), between 11 and 13 Mar 2015. Dashed lines indicate the three outliers observed in Figs. 7–8.](image)

![Fig. 6. The measured shear velocity \(u^*_w\) [Eq. (3)] against the turbulent momentum flux \((-\bar{u}\bar{w})^{1/2}\) at heights \(z = 8.8\) m (gray) and \(z = 14.8\) m (black).](image)
Physically, the overprediction of $u_*$ by the mean wind speed profiles could be explained by the slow development of the sea state during accelerating winds and hence a slower response of the shear velocity to such wind speed changes (Donelan and Plant 2009). A slow response of the wave field is, in part, substantiated by a noticeably smaller $H_s$ compared to similar wind speeds in the time series (Fig. 5c). Alternatively, it is also possible that the outliers (with large $u_*$) signify a dynamic transition in momentum transport across the air–sea interface where the aerodynamic roughness reaches saturation (e.g., Donelan et al. 2004; Takagaki et al. 2012).

As $u_*$ corresponds well to the independent estimate of $\sqrt{\alpha \tau_w + \tau_t}/\rho$, the high values of $C_D$ as in Fig. 5b are considered to be accurate. Large values of $C_D$ observed in this study could be the result of the directional misalignment of long waves with the wind during the passage of the cyclone along the measurement site (Young 2006), where the misalignment between the long waves and the wind direction can increase the wind stress (Holthuijsen et al. 2012; García-Nava et al. 2009). This could also explain the different $C_D$ observed for similar wind speed ($\approx 15 \text{ m s}^{-1}$) but different wind direction just before and after the passage of the tropical cyclone (i.e., $C_D \approx 3 \times 10^{-3}$ and $5 \times 10^{-3}$, respectively, for $\bar{U}_{10} \approx 15 \text{ m s}^{-1}$). However, further study is required to determine the exact impact of long waves and directional spreading on $C_D$, particularly its dependency on wind speed.

Due to the increase of the wave-boundary layer thickness $h_{WBL}$ with significant wave height, that is, $h_{WBL} \approx 3.7H_s$ (Chalikov 1995), turbulence flux measurements during extreme wind conditions are generally insufficient to measure wind stresses as these instruments are typically positioned $O(10)$ m above the ocean surface. For instance, it is observed here that for $u_*>1 \text{ m s}^{-1}$, the wave-induced stress contributes to approximately 47% of the wind stress at $z=14.8 \text{ m}$ [i.e., $\alpha \tau_w/(\alpha \tau_w + \tau_t)$] and 63% at the lower anemometer at $z=8.8 \text{ m}$ (Fig. 9). Hence, measurements of wind stresses based on $\tau_t$ alone during extreme wind conditions need to be compensated for the wave-induced stress.

As $\tau_t$ and $\tau_w$ are strongly coupled in the constant flux layer (i.e., when viscous contributions are negligible, the sum of $\tau_t$ and $\tau_w$ is constant), turbulent stress...
observations can be corrected and used to obtain estimates of the wind stress within the wave boundary layer. Given that the magnitude of the wave-induced stress depends on the relative distance to the surface (i.e., \( z/H_s \)), the turbulent stress correction is then formulated as 

\[
\tau_w' = \exp\left(-\frac{mz}{H_s}\right)\tau_i
\]

where \( m \) is a constant of proportionality and likely varies with sea state variables. This assumes that the contribution of the viscous stress is negligible, such that \( \tau_w \approx \tau \) for \( z/H_s \ll 1 \) and \( \tau_w \approx 0 \) for \( z/H_s \gg 1 \). Using Eq. (1), the wave-induced stress at the instrument height can then be expressed in terms of the measured turbulent stress:

\[
\tau_w = \frac{\exp(-mz/H_s)}{1 - \exp(-mz/H_s)}\tau_i.
\] (19)

Here, a best-fit value of \( m = 0.3 \) is used. Comparison of \( \tau_w \) based on the parameterization of Donelan et al. (2006) [i.e., Eqs. (14)–(17)] and Eq. (19) suggest that this simple correction of the turbulent stress can be used to compensate for the missing wave-induced stress (Fig. 10a). Estimating \( \tau_w \) based on observations of \( \tau_i \) alone seems to fail when wind speed and significant wave height become small. In particular, for wind speeds below \(~8\) m s\(^{-1}\) (Fig. 10a), the viscous contributions cannot be ignored anymore (Kudryavtsev and Makin 2001). Through a best-fit (Fig. 10b), the underestimation of the wave-induced stress by Eq. (19) for low wind speeds can be corrected for and yields

\[
\tau_w = \left[\frac{\exp(-mz/H_s)}{1 - \exp(-mz/H_s)} + 0.2\right]\tau_i.
\] (20)

The results of this study suggest that wind stresses in extreme conditions (at least up to \( U_{10} = 22 \) m s\(^{-1}\)) are well estimated based on the stress partitioning of Eq. (1). This implies that the wind stresses generated by high wind speeds can be predicted with knowledge of the

---

**FIG. 9.** The contribution of the wave-induced stress \((\alpha\tau_w)\) to the total shear stress \([(\alpha\tau_w)/(\alpha\tau + \tau_i)]\) at \( z = 8.8 \) m (gray) and 14.8 m (black). Dashed lines correspond to 0.47 and 0.63. Here, \( \alpha\tau_w \) is estimated by the wind input source function parameterization of Donelan et al. (2006) [Eqs. (14)–(17)].

**FIG. 10.** Comparison of wave-induced stress estimates based on the parameterization of Donelan et al. (2006) [Eqs. (14)–(17)] and based on the observations of the turbulent stress using (a) Eq. (19) and (b) Eq. (20). In (a), \( \tau_w \) is compared against the wind speed. Squares and triangles represent measurements at anemometer heights \( z = 8.8 \) m and \( z = 14.8 \) m, respectively.
wave field and average wind speed only based on the parameterization of Donelan et al. (2006) [i.e., \( \tau(0) = \tau_v + \tau_w \)], or by correcting measurements of the turbulent momentum flux by wave-induced stresses following Eq. (20).

6. Conclusions

Wind stress observations during the near passage of Tropical Cyclone Olwyn are presented using measurements of wind speed profiles and turbulent momentum fluxes. During low wind speeds and small wave heights, turbulent flux measurements are sufficient in describing wind stress as typical instruments heights, \( O(10) \) m, are outside the wave-boundary layer. However, during extreme winds, significant wave heights are often large such that turbulence instruments are deeply embedded within the wave-boundary layer. Our results confirm that at such events, the discrepancy between the wind stress and the turbulent stress is balanced by the wave-induced stress. The wave-induced stress for \( u_w > 1 \) m s\(^{-1}\) contributes to 63% and 47% of the wind stress at 8.8 and 14.8 m above the ocean surface, respectively. While this implies that stress measurements during extreme wind conditions cannot be captured by turbulent momentum flux observations alone, we show in this study that the required wave-induced stress is well predicted by 

\[
\tau_w = \tau_v \exp(-0.3z/Hs)[1 - \exp(-0.3z/Hs)]^{-1} + 0.2\tau_v,
\]

using only observations of the turbulent stress and significant wave height.
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