Energetics of Seamount Wakes. Part I: Energy Exchange

B. PERFECT
Mechanical Engineering, University of Washington, Seattle, Washington

N. KUMAR
Civil and Environmental Engineering, University of Washington, Seattle, Washington

J. J. RILEY
Mechanical Engineering, University of Washington, Seattle, Washington

(Manuscript received 1 May 2019, in final form 30 December 2019)

ABSTRACT

Seamounts have been theorized to act as “stirring rods,” converting barotropic flow into an unsteady wake, turbulence, and diapycnal mixing. The energetics of these processes are not well understood, but they may have implications for basin-scale mixing calculations. This study presents the results of a series of simulations for idealized seamounts in steady barotropic flow, with varying degrees of stratification and rotation. The kinetic energy within each simulation domain is decomposed into the mean kinetic energy, unsteady eddy energy, and turbulent kinetic energy; evolution equations are derived for each. Within the evolution equations, energy exchange terms arise, which relate the various forms of kinetic energy and potential energy. Key exchange terms, such as the rate at which the mean flow is converted into eddy energy, are compared across the Froude–Rossby parameter space. It is shown that the conversion terms associated with mesoscale motions are a function of the Burger number, which is consistent with a quasigeostrophic flow regime. Conversely, conversion terms associated with turbulent processes scale with the product of the Froude and Rossby number. The amount of energy extracted from the mean flows suggests that wake effects may be significant for the parameter range and model assumptions studied. These results suggest that some seamounts may indeed act as oceanic stirring rods.

1. Introduction

Adequately modeling the effects of mixing processes in the ocean is vital for the study of climate (e.g., MacKinnon et al. 2017). The physics that drive ocean mixing are often quite subtle, despite accounting for a significant fraction of the global ocean–atmosphere energy budget. Ever since Munk (1966) remarked about the “missing” mixing in the ocean energy budget, the oceanographic community has been working toward identifying physical processes that contribute to the observed basin-averaged diapycnal diffusivity (Ferrari et al. 2016). One such process is the effect of bathymetry, particularly seamounts. Previous studies have highlighted the ability of seamounts to extract energy from the barotropic flow in the form of internal gravity waves (Nikurashin and Ferrari 2009; Klymak et al. 2010). The global topography-induced internal wave energy flux is estimated to be in the range of 200–750 GW, which is of a similar order of magnitude as the input of wind energy into the ocean (Nikurashin and Ferrari 2011; Wright et al. 2014).

It has also been hypothesized that seamounts might act as “stirring rods” and contribute to water column mixing (Munk and Wunsch 1998). Yet, only recently there has been increased scientific interest in determining the wake dynamics associated with flow patterns past islands and seamounts, and associated energy extraction from the flow field (e.g., Dong et al. 2007; Gula et al. 2016; Dong et al. 2018; Zeiden et al. 2019; MacKinnon et al. 2019). Rare measurements of seamount wakes in the South China Sea reveal deep energetic eddies with a baroclinic structure (Chen et al. 2015). Long-term glider measurements of flow past an...
island in the North Pacific Ocean delineate energetic, ageostrophic events on the time scales from weeks to months and have been categorized using the Rossby number (Zeiden et al. 2019). Synoptic measurements of these island wakes indicate complex three-dimensional stratified flow (MacKinnon et al. 2019). Observations and numerical simulations of stratified flow past sloping headlands also suggest complex flow structure (McCabe et al. 2006; Canals et al. 2009; Callendar et al. 2011), while field studies aimed at mapping diapycnal diffusivity note enhanced mixing associated with topography and sloping boundaries (e.g., Toole et al. 1997; Naveira Garabato et al. 2011; Kunze et al. 2012). Yet, a characterization of the wake dynamics of seamounts in terms of varying stratification and Coriolis parameter is not well understood.

Wake dynamics due to interaction between stratified flow and three-dimensional obstacles have also been considered in laboratory studies. For example, Brighton (1978) and Vosper et al. (1999) report vigorous vortex shedding for 3D obstacles in strongly stratified flow in a laboratory, a result with obvious parallels to a large seamount in an ocean current. These two studies also served as experimental confirmation that when the obstacle’s height significantly exceeds the vertical length scale set by the stratification (i.e., $U/N$, where $U$ and $N$ are the ambient current speed and buoyancy frequency, respectively), the flow predominantly moves around rather than over, and is mostly confined to horizontal planes (e.g., Riley et al. 1976). It is this tendency for the flow to contour around the obstacle that is responsible for the flow separation that enables eddy generation. These studies do not include Coriolis acceleration, however, which is a critical aspect of the seamount wake problem. It is possible to simulate flow past a seamount with both stratification and rotation using a rotating table (e.g., Boyer and Chen 1987; Codiga 1993), however experiments become increasingly difficult to conduct as the stratification and rotation increase. A state-of-the-art 10-m rotating table was recently used to evaluate the internal waves produced by an isolated seamount in an unprecedented parameter space of low Froude and Rossby numbers (Raja 2018). In this study, vortex shedding was also observed, but only treated qualitatively because the focus of the study was on internal wave generation.

Numerical modeling offers an opportunity for a quantitative investigation into seamount wakes; regional models have proven to be effective methods of reproducing observed flow patterns near real topography (Beckmann and Haidvogel 1997; Coutis and Middleton 2002; Dong and McWilliams 2007; Boutov et al. 2010). Traditionally, these models have been used within the context of understanding the hydrodynamics of a specific site, but they have the potential to offer more insight into the underlying physics when used with idealized settings. Idealized regional models for flow past a mountain have been popular within the atmospheric sciences community, though typically the effect of stratification is much weaker than in the ocean and the Coriolis acceleration is usually neglected (e.g., Smolarkiewicz and Rotunno 1989; Schär and Smith 1993; Schär and Durran 1997; Epifanio and Rotunno 2005). Notably, Bauer et al. (2000) performed a series of idealized simulations, much in the same way as the present paper, except the parameters of interest were the Froude number and the aspect ratio of the mountain.

In a study of flow past a sloping headland, Canals et al. (2009) motivate a need to explore how flow past headlands and seamounts varies within the Froude–Rossby number parameter space. Zeiden et al. (2019) also stress working with a framework consisting of nondimensional parameters in order to facilitate comparisons between field observations and idealized numerical studies. Recently, Perfect et al. (2018) performed a series of simulations of an idealized seamount, demonstrating that vortex shedding patterns are strongly dependent on the Froude and Rossby number of the ambient flow. A similar set of wake regimes can be seen in simulations by Srinivasan et al. (2019). While Srinivasan et al. (2019) explores a similar Froude number regime, the Rossby number is held constant and the seamount is much less steep and shorter relative to the bottom boundary layer height.

In this study, simulations from Perfect et al. (2018) are further explored to address the broader question of whether seamounts can act as stirring rods, with a focus on Froude and Rossby number dependence. Particularly, we create a framework for evaluating the energy dynamics of flow past seamounts. Of particular importance is how oceanography-relevant terms such as the diapycnal flux, the rate of eddy generation, and the internal wave flux might be parameterized. Similar approaches based on using a set of energy equations to trace the conversion of energy between different forms have been used for realistic simulations in the Pacific Northwest (MacCready et al. 2009). The parameter space of study is motivated by the range of Froude and Rossby numbers that might be seen by a large seamount in an energetic abyssal current, but as we find in section 2c, this space is broadly applicable through dynamic similarity to a wide range of seamounts.

This article is organized as follows. In section 2, we describe the numerical model and the series of simulations that were conducted. We also offer a brief description of the simulation output, which is described in
In Perfect et al. (2018), we derive a formalism in order to separately describe the energetics associated with the mean flow, the unsteady eddy-scale flow, and the Reynolds-averaged turbulence. The resulting equations yield a set of energy exchange terms that represent important physical processes within the flow. This framework is then applied in sections 4a and 4b, which separately describe the various energy reservoirs, and the rate of energy transfer between them. We identify the terms that determine the leading-order dynamics within the domain and analyze their behavior within the Froude–Rossby parameter space in section 5. Implications for ocean mixing are discussed in section 6, followed by concluding remarks. Analysis of the flux of internal wave energy in these simulations, and comparison with the wake energetics, is reserved for a companion paper (Perfect et al. 2020).

2. Numerical model

a. Model configuration

The analysis in this paper is based on a series of simulations conducted using an idealized domain within the Regional Ocean Modeling System (ROMS) framework (Shchepetkin and McWilliams 2005). ROMS solves the 3D primitive equations, using the Boussinesq and hydrostatic approximations. Evolution equations for the turbulent kinetic energy $k$ (TKE) and dissipation rate $\epsilon$ are simulated using the $k-\epsilon$ realization of the generic length scale closure (Umlauf and Burchard 2003; Warner et al. 2005). The idealized domain consists of an axisymmetric 3500-m Gaussian mountain with a full width at half maximum (FWHM) of 23.4 km surrounded by a flat bottom, as represented in Fig. 1. These dimensions are approximately modeled after those of Fieberling guyot (Brink 1995). The dimensions of the domain are 180 km in the streamwise direction, 120 km in the cross-stream direction, and with a maximum depth of 5000 m. It is discretized with 1/3-km horizontal resolution and 80 vertical terrain-following levels, such that the effective grid size is $540 \times 360 \times 80$. The vertical grid stretching function is chosen to enhance resolution at the bottom and middle of the water column, where the most important dynamics occur.

The boundary layer is modeled using a quadratic drag law with a constant drag coefficient of $2 \times 10^{-3}$, which is consistent with the best practice for regional models established by Arbic and Scott (2008). Turbulence closure is achieved via the $k-\epsilon$ realization of the generic length scale model (Warner et al. 2005; Umlauf and Burchard 2003), but the minimum (specific) turbulent kinetic energy $k$ is reduced from the model default of $7.6 \times 10^{-6}$ to $10^{-10}$ m$^2$ s$^{-2}$. This modification is vital for resolving the TKE trends and also limits the background erosion of the stratification to act on a much longer time scale than the residence time of the flow in the domain. To achieve model stability, a small horizontal pseudo-viscosity $\nu_T$ was added; the seamount Reynolds number based on this viscosity was approximately 2000. The viscous term thus acts as a subgrid-scale term that absorbs the horizontal, downscale transfer of energy and stabilizes the numerical scheme. Sensitivity studies with respect to grid size, drag coefficient, and viscosity were carried out to ensure that the results were robust. Isopycnal mixing is produced by horizontal advection and by the explicit viscosity and implicit (numerical) viscosity in the numerical scheme; shear-produced diapycnal mixing is governed by the turbulence model (Buijsman et al. 2012) and is our primary focus for mixing in this study.

The model is forced with a uniform eastward flow at the western boundary of $U = 0.1$ m s$^{-1}$. The northern and southern boundaries use open-type boundary conditions, intended to radiate out disturbances. The eastern boundary uses a sponge layer to produce a nearly uniform outflow of $U = 0.1$ m s$^{-1}$. The model uses $f$-plane rotation with magnitude $f$, and a linear density profile, such that a single value of $N$ characterizes the background stratification. The vertically uniform buoyancy frequency and velocity profiles are mostly characteristic of the Southern Ocean, but many abyssal seamounts in other parts of the ocean will also experience nearly uniform $N$ and $U$ (e.g., King et al. 2012; Balwada et al. 2016). Common features such as surface intensification of currents and a thermocline are
excluded; while these confounding factors will certainly interact with near-surface seamounts and islands, our aim is to explore the types of mechanisms in seamount wakes rather than the exact features. The free surface boundary conditions enforce a north–south tilt that maintains a geostrophic balance with eastward flow. No other atmospheric or boundary forcing was considered. Each simulation was spun up for approximately 60 days, and then run for an additional 80 days.

b. Model parameterization

The model can be parameterized with six quantities: the seamount height $H$, the FWHM $D$, the Coriolis parameter $f$, the Brunt–Väisälä frequency $N$, the inlet velocity $U$, and the pseudoviscosity $\nu_f$. A natural set of dimensionless groups to describe this model are the Reynolds number ($Re = UD/\nu_f$), the Froude number ($Fr = U/NH$), the Rossby number ($Ro = U/\nu_f D$), the seamount aspect ratio ($H/D$), and the depth ratio (of the seamount height to the water depth). The depth ratio has been demonstrated to be a controlling parameter in determining the vertical extent of the eddies (Boyer and Chen 1987; Srinivasan et al. 2019); here it is maintained at a constant value of 0.6, which tends to limit the formation of Taylor column structures that exceed the height of the seamount. The Reynolds number is approximately 2000, which, in line with Dong et al. (2007), may be assumed to faithfully allow the representation of Taylor column structures that exceed the seamount height to the water depth. Figure 2 presents a mapping of this database to Froude–Rossby space, with the parameter space of the present study overlaid as a black box. Because abyssal currents can be arbitrarily small (and therefore the Froude and Rossby number can also be arbitrarily small), we have only included seamounts for which $U > 2 \text{ m s}^{-1}$.

Site-specific studies of seamounts and island wakes demonstrate that flow patterns can be highly variable and sensitive to the spatial and temporal fluctuations of velocity and density fields (Caldeira and Sangrà 2012; Zeiden et al. 2019; MacKinnon et al. 2019). In considering the vast majority of seamounts for which high-resolution data are not known, let alone reliable bathymetry, tailored studies are not practical. Instead, it is useful to consider simple parameterizations, as in this study, to provide first order estimates of the wake energetics based on parameters that can be readily obtained (i.e., the Froude and Rossby number).

A database of nearly 25,000 seamounts by Kim and Wessel (2011) provides a representative sample of global seamounts, including their locations and approximate sizes. We combine this with velocity, temperature, and salinity fields from HYCOM climatology in order to produce estimates for a bulk Froude and Rossby number associated with each seamount. Figure 2 presents a mapping of this database to Froude–Rossby space, with the parameter space of the present study overlaid as a black box. Because abyssal currents can be arbitrarily small (and therefore the Froude and Rossby number can also be arbitrarily small), we have only included seamounts for which $U > 2 \text{ m s}^{-1}$. Figure 2 paints a picture of a diverse parameter space, even while distilling the complexities of any particular seamount into bulk parameters.

While the current study only considers one seamount height and width, and one current speed, the results are much more general than for these specific conditions. Through dynamic similarity, the Froude and Rossby number dependence should be independent of the seamount size and current speed, as long as the key modeling assumptions are consistent. Under these assumptions, the effects of seamount size and current speed would be governed by scaling laws dictated by the energy rate of mean flow incident upon the seamount.

The modeling assumptions necessary for dynamic similarity are that (i) the flow structure is Reynolds number independent, (ii) the effect of the ocean surface is not important, and (iii) the effect of the bottom boundary layer is the same for the cases considered.
Condition i was convincingly demonstrated by Dong et al. (2007) by considering seamount flows with varying Re. Condition ii requires that the seamount height is no more than about 60% of the depth of the ocean, as described above in section 2b. Finally, condition iii requires that the seamount height dominates the size of the bottom boundary layer, ensuring that the large-scale flow structure is not significantly changed by the presence of a boundary layer. Under these constraints, our findings within the Froude–Rossby parameter space can be applied to seamounts with varying \( f \), \( N \), \( U \), \( D \), and \( H \).

d. Description of simulation results

In Perfect et al. (2018), vortex shedding (see Fig. 3) was observed in the lee of the seamount in each of the simulations. The vortex structures primarily fell under one of two regimes: tall, vertically coherent eddies that spanned the entire height of the seamount, and vertically incoherent eddies that behaved like isolated layers of flow past a cylinder. The transition between coherent and incoherent eddies is governed approximately by a critical Burger number \( \text{Bu}_{\text{crit}} = (\text{Ro}/\text{Fr})^2 = (NH/fD)^2 \) that we label as \( \text{Bu}_{\text{crit}} \). The critical Burger number appears to be between 2 and 12, accounting for simulation data and theoretical arguments. For sufficiently strong stratification (low Fr) the vertical alignment produced by the rotation is overcome by the density stratification and the vortices become decoupled. Physically, the regime shift is related to the relative size of the baroclinic radius of deformation \( R_d = NH/fD \) (Gill 1982) and the seamount diameter. Eddies are locked into a horizontal length scale governed by \( R_d \), until \( R_d \) exceeds the seamount size, at which point the eddies behave similarly to a 2D von Kármán wake based on the local seamount diameter. These conclusions are supported by high-resolution modeling of an equatorial island (i.e., a high-Bu environment) showing strongly three-dimensional eddy patterns at length scales much smaller than the baroclinic deformation radius (Simmons et al. 2019).

3. Equations of motion

The present simulations have a uniform inflow of kinetic energy, which is then transformed, by interaction with the bathymetry, into eddies, internal waves, turbulence, and related potential energy. To trace the pathways between these forms of energy, we derive a set of energy equations that include exchange terms between these different forms. These relationships are presented schematically in Fig. 4.

a. Definition of velocity decomposition

In the output of the ROMS simulations the flow is divided between the spatially and temporally resolved motions and the smaller-scale, higher-frequency turbulence. The unresolved turbulence is represented in ROMS by the evolution equations for \( k \) and \( e \) and associated modeling. The resolved motions may be further divided into steady and unsteady components, using a...
time average over the entire simulation. The ensemble average imposed by the turbulence model, and the simulation time average naturally divide the flow into three components: the time mean flow, unsteady but resolved motions such as eddies and internal waves, and the turbulence. We take advantage of this natural scale separation to analyze our simulations using a three-tiered velocity decomposition. Such a decomposition has been previously utilized by Phillips (1966) in a study of turbulence in a periodic surface gravity wave field and by Hussain and Reynolds (1970) in the study of a periodic wave in a turbulent shear flow. Here, we extend these previous three-tiered decompositions by deriving the appropriate equations for geophysical flow and further developing the terms that arise.

Kang et al. (2016) studied the time mean and Reynolds-averaged unsteady components of a ROMS simulation; we include the terms studied here, but also consider dynamically important terms that arise from the three-tiered equations. These additional terms represent the effects of the turbulence, and significantly, its interaction with the resolved scales. While the turbulence itself is unresolved, it still has a leading order effect on the dynamics, and its effects can be estimated from the Reynolds-averaged quantities that are computed by the RANS model.

The three-tiered decomposition utilized here is defined by two types of averages with the following notation: $\langle \cdot \rangle$, the traditional Reynolds average used in turbulence modeling that is associated with the simulation time step, and $\langle \cdot \rangle$, a time average over a time much greater than that of the large-scale unsteady, eddying motions. In the context of modeled flow past a seamount, take $u_i$ to be the total velocity of the flow, $U_i = \langle u_i \rangle$ to represent the Reynolds-averaged velocity, that is the output of the ROMS code that includes a RANS model, and $u'_i$ to represent the turbulent velocity that is averaged out by the Reynolds averaging. Note that $u'_i$ is not computed by ROMS, but its averaged kinetic energy $k = 1/2 \langle u'_i u'_i \rangle$ is computed by ROMS. Then $u_i = U_i + u'_i$. The term $U_i$ may be further decomposed into a time average over many Strouhal periods $\mathcal{U}_i$, which is time independent, and the unsteady, eddy-scale motion $\tilde{u}_i$, such that $U_i = \mathcal{U}_i + \tilde{u}_i$. The motion at these three scales must sum to the total velocity $u_i$, so

$$u_i = U_i + u'_i = \mathcal{U}_i + \tilde{u}_i + u'_i. \quad (1)$$

The same decomposition holds for all field variables, including the reduced pressure, $\phi = p/\rho_0$ and the buoyancy $b = g(\rho - \rho_0)/\rho_0$ (where $\rho_0$ is the fixed Boussinesq density):

$$b = B + b' = \mathcal{B} + \tilde{b} + b', \quad \phi = \Phi + \phi' = \mathcal{\Phi} + \tilde{\phi} + \phi'. \quad (2)$$

### b. Derivation of the momentum equations

Here we apply the triple decomposition to obtain equations for $\mathcal{U}_i$, $\tilde{u}_i$, and $u'_i$, which will then be used to derive the energy equations for the time-averaged flow, for the unsteady motions related to the wake, and for the turbulence. We start with the Navier–Stokes equations subject to the Boussinesq approximation for a rotating, stratified fluid, represented as

$$\frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} = -\frac{\partial \phi}{\partial x_i} + 2\nu \frac{\partial^2 u_i}{\partial x_j^2} - 2c_{ijk} \Omega \frac{\partial u_k}{\partial x_j} - b \delta_{i3}, \quad (3)$$
where $2\Omega \times U = 2\epsilon_{kli}\Omega_{l}dt_{k}$ is the Coriolis force. We also identify the strain rate $s_{ij} = 1/2[(\partial u_{i}/\partial x_{j}) + (\partial u_{j}/\partial x_{i})]$. The equations for $U_{i}$ and $u'_{i}$ are first obtained from Reynolds averaging Eq. (3):

$$\frac{\partial U_{i}}{\partial t} + U_{i} \frac{\partial U_{i}}{\partial x_{j}} = -\frac{\partial \Phi}{\partial x_{j}} + 2\nu_{r} \frac{\partial \delta_{ij}}{\partial x_{j}} - 2\epsilon_{ijk} \Omega_{j} U_{k} - B_{i} \delta_{ij} - \frac{\partial R_{ij}}{\partial x_{j}},$$

(4)

$$\frac{\partial u'_{i}}{\partial t} + U_{i} \frac{\partial u'_{i}}{\partial x_{j}} = -\frac{\partial u'_{j}}{\partial x_{j}} (\phi_{i}' \delta_{ij} + u'_{i} u'_{j}) - 2\nu s_{ij} - R_{ij},$$

(5)

$$= -u'_{j} \frac{\partial U_{i}}{\partial x_{j}} - 2\epsilon_{ijk} \Omega_{j} U_{k} - b \delta_{ij},$$

where $R_{ij} = \langle u'_{i}u'_{j} \rangle$ is the Reynolds stress. Note at this point $\nu$ has been replaced by $\nu_{r}$ in Eq. (4) for $U_{i}$, as discussed in section 2b. Equation (4) is then split into the steady and the unsteady, eddy components in the following way. The equation for $\overline{U}_{i}$ can be obtained by time averaging Eq. (4), giving

$$\frac{\partial \overline{U}_{i}}{\partial t} + U_{i} \frac{\partial \overline{U}_{i}}{\partial x_{j}} = -\frac{\partial \Phi}{\partial x_{j}} (\Phi \delta_{ij} - 2\nu_{r} \overline{s}_{ij} + \overline{R}_{ij} + \overline{T}_{ij})$$

$$- 2\epsilon_{ijk} \Omega_{j} \overline{U}_{k} - \overline{B} \delta_{ij},$$

(6)

Here it has been convenient to define the eddy component of the Reynolds stress as $T_{ij} = \overline{u}_{i} \overline{u}_{j}$, and then decompose both $\overline{R}_{ij}$ and $T_{ij}$ in terms of their time-averaged and unsteady components as

$$R_{ij} = \overline{R}_{ij} + \overline{R}_{ij}, \quad T_{ij} = \overline{T}_{ij} + \overline{T}_{ij}.$$  

(7)

Finally, writing Eq. (4) in terms of the decomposition $U_{i} = \overline{U}_{i} + \hat{u}_{i}$, and then subtracting Eq. (6) gives the equation for $\hat{u}_{i}$:

$$\frac{\partial \hat{u}_{i}}{\partial t} + U_{i} \frac{\partial \hat{u}_{i}}{\partial x_{j}} = \frac{\partial}{\partial x_{j}} (\hat{u}_{i} \hat{u}_{j} + \phi \delta_{ij} - 2\nu \overline{s}_{ij} + \overline{R}_{ij} - \overline{T}_{ij})$$

$$- \frac{\partial \overline{U}_{i}}{\partial x_{j}} - 2\epsilon_{ijk} \Omega_{j} \hat{u}_{k} - \hat{b} \delta_{ij},$$

(8)

Note that the original Eq. (3) can be recovered by summing the above three equations. The decompositions in $b$, $\varphi$, $s_{ij}$, and the time and rotation terms are recovered trivially. The nine advective acceleration terms originating from the triple decomposition have been indicated with underscore numbering and, when summed together, they are equal to the original advection term $u_{l}(\partial u_{i}/\partial x_{l})$. The Reynolds stress terms cancel, using Eq. (7). Therefore, this trio of equations represents the momentum equation, decomposed into equations for the three components of motion that we are considering.

(c. Derivation of the energy equations)

To obtain the energy equations for these three components of the motion, we multiply the equation in $\overline{U}_{i}$ with $\overline{U}_{i}$, the equation in $\hat{u}_{i}$ with $\hat{u}_{i}$, and the equation in $u'_{i}$ with $u'_{i}$. Then, to obtain the overall energy exchanges, the equations are volume integrated and time averaged, producing a balance between surface flux terms and volumetric energy conversion terms. These conservation equations are as follows:

**Mean flow kinetic energy (MKE = 1/2 $\overline{U}_{i} \overline{U}_{i}$):**

$$\int_{S} \left( \frac{1}{2} \overline{U}_{i} \overline{U}_{i} + \overline{\Phi} \overline{U}_{i} - 2\nu_{r} \overline{T}_{ij} + \overline{U}_{i} \overline{R}_{ij} + \overline{U}_{i} \overline{T}_{ij} \right) n_{j} dS = \int_{V} \left( \overline{R}_{ij} + \overline{T}_{ij} \right) \left( \frac{\partial \overline{U}_{i}}{\partial x_{j}} - \frac{\overline{\Phi}}{\partial x_{j}} - 2\nu \overline{s}_{ij} + \overline{b} \delta_{ij} \right) dV.$$  

(9)

**Eddy flow kinetic energy (EKE = 1/2 $\overline{\hat{u}}_{i} \overline{\hat{u}}_{i}$):**

$$\int_{S} \left( \frac{1}{2} \overline{\hat{u}}_{i} \overline{\hat{u}}_{i} + \overline{\Phi} \overline{\hat{u}}_{i} - 2\nu \overline{s}_{ij} + \overline{u}_{i} \overline{R}_{ij} \right) n_{j} dS = \int_{V} \left( \overline{\hat{u}}_{i} + \overline{\Phi} \overline{\hat{u}}_{i} - 2\nu \overline{s}_{ij} + \overline{b} \overline{\hat{u}}_{ij} \right) dV.$$  

(10)

**Turbulent kinetic energy (TKE = 1/2 $\overline{u'_{i}u'_{i}}$):**

$$\int_{S} \left( \overline{u'_{i}u'_{i}} + \overline{\Phi} \overline{u'_{i}u'_{i}} - 2\nu \overline{s}_{ij} + \overline{b} \overline{u'_{ij}} \right) n_{j} dS = \int_{V} \left( \overline{R}_{ij} \overline{\Phi} \overline{u'_{i}u'_{i}} - 2\nu \overline{s}_{ij} + \overline{b} \overline{u'_{ij}} \right) dV.$$  

(11)
Here the viscous and pseudoviscous terms are evaluated as, for example (see Kundu et al. 2004),
\[
2\nu_{ij} \frac{\partial s_{ij}'}{\partial x_j} = 2\nu \frac{\partial (u'_i u'_j)}{\partial x_j} - 2\nu u'_i s_{ij}',
\] (12)
where \( \epsilon = 2\nu (s'_i s'_j) \) is the kinetic energy dissipation rate.

On the right-hand sides of Eqs. (9)–(11), every term represents either viscous or pseudoviscous dissipation, buoyant exchange with potential energy, or an exchange with one of the other energy components. Each term is labeled according to the forms of energy that are being exchanged: M is MKE, E is EKE, T is TKE, V is (real or pseudo) viscous dissipation, and B is potential energy (buoyancy). MB, for example, describes the rate of energy conversion from the mean flow into potential energy. ME, MT, and ET each appear twice in the above equations; because they represent exchange processes among the different scales of kinetic energy, they appear as conjugate pairs that do not alter the total kinetic energy. All of the labeled terms are active throughout the domain, and their role is sketched in Fig. 4. The left-hand-side terms are accounted as energy fluxes through and rates of work at the domain boundaries. The first term on the left-hand side of each of the above equations pertains to the advective flux of kinetic energy at the scale of interest. The second term pertains to pressure work and internal wave radiation. The third term is the viscous or pseudoviscous work being done at the boundary of the domain. The fourth term in Eq. (11) is the flow of turbulent kinetic energy through the domain surfaces due to the turbulence. The remaining left-hand-side terms do not have well-established physical interpretations. In general, the net right-hand-side conversions should be mostly balanced by the pressure work and the flux of kinetic energy, but the large open boundaries and deep domain results in very large uncertainties in the pressure work, preventing a proper budget closure (see also MacCready et al. 2009). The volumetric conversion terms, however, do not suffer from such uncertainty: several terms such as ME, MB, and EB have been accurately computed from ROMS in other energy conversion studies (Dong et al. 2007; Kang and Curchitser 2015).

Note that in Eqs. (9) and (10) the model pseudoviscosity has been used. At these scales of motion, MV and EV represent the loss of energy into the subgrid scale. Mathematically, these terms remove energy from the simulation, though physically they represent a combination of the downscale energy cascade, plus losses to molecular dissipation. Note that the terms in Eqs. (9)–(11) given by Reynolds averaging, which represent averaging over the fluctuating turbulent motions, are modeled in ROMS from the \( k-\epsilon \) generic length scale closure. In this sense, the turbulent conversion terms have modeled representations that are accurate to the same degree as the simulations for which they are computed.

4. Results

The decompositions defined by Eqs. (1) and (2) are applied to the field variables in the output of the 18 simulations outlined in Fig. 3. Then, the energy conversion terms in Eqs. (9)–(11) are computed. To mitigate any spurious boundary effects, the volume over which the conversion terms are analyzed sits fully within the horizontal boundaries of the computational domain. The outer 10 km (30 cells) of the sides (north and south in the model), 13.3 km (40 cells) of the inlet, and 33.3 km (100 cells) of the outlet are excluded. The seamount itself, as well as any upstream effects of the seamount, are included in the analysis domain. Below we present the time-averaged, volume-integrated energy reservoir and energy conversion results for the array of simulations outlined in Fig. 3. We refrain from nondimensionalizing our results, as we conclude that it is easier to understand them in dimensional form. The results can be easily nondimensionalized, however, using the characteristic velocity and length scales from section 2b.

a. Reservoir term evaluation

Neglecting thermal energy produced by dissipation, the energy within the domain exists as either kinetic or potential energy. The kinetic energy may be further partitioned using Eqs. (9)–(11) into the MKE, EKE, and TKE. The potential energy quantity of interest is the available potential energy (APE); this quantity is not decomposed like the kinetic energy quantity of interest.

\[
\text{MKE}(t) = \int \rho_0 \frac{1}{2} \overline{u}_i(x,t) \overline{U}_i(x,t) \, dV, \quad (13)
\]

\[
\text{EKE}(t) = \int \rho_0 \frac{1}{2} \overline{u}_i(x,t) \overline{u}_i(x,t) \, dV, \quad \text{and} \quad (14)
\]

\[
\text{TKE}(t) = \int \rho_0 [k(x,t)] \, dV. \quad (15)
\]

Because the specific turbulent kinetic energy \( k \) is directly output from ROMS, we volume integrate this quantity directly rather than the turbulent velocities themselves, which are not computed. The APE is computed via the sorting method established by Winters et al. (1995). It should be noted that, because the analysis domain contains an inflow and outflow, the time series...
for the APE does not evolve as for a closed system. Fluctuations in APE may be due to baroclinic processes and irreversible mixing, but also boundary fluxes.

Each time series for an energy reservoir tends to oscillate about a mean, which is reported as a bulk value for each simulation. In Fig. 5 the range of bulk reservoir values over all simulations are compiled in the form of a boxplot for each energy reservoir. Each boxplot, then, contains a dataset of 18 time-averaged reservoir values. The middle two quartiles of the data fall within the box, whose central line is the median, and the nonoutlier extremes are indicated by the bars above and below the box. Outliers are displayed as individual red markers. Because the majority of the flow within the domain is unperturbed by the seamount, most of the energy exists as MKE, and there is very little intersimulation variability for this reservoir. The EKE and APE contain similar amounts of energy, approaching 10% of the MKE, with the EKE containing somewhat more. The TKE is several orders of magnitude below the MKE. The energy-containing submesoscale motions are largely resolved by the simulations, and thus do not need to be included in the turbulence modeling. We note that there is approximately a decade of variability in the APE and EKE between simulations, and the TKE contains nearly two decades of variability. These intersimulation differences will be discussed in detail in section 5a.

b. Conversion term evaluation

The volumetric terms labeled in Eqs. (9)–(11) represent rates of conversion between different forms of energy. The exchange terms (ME, MT, ET) represent the transmission of energy between the mean flow, the eddies, and the turbulence; the buoyancy terms (MB, EB, TB) represent the rate of production of potential energy through buoyancy; MV and EV represent energy losses from the mean flow and the eddies into the subgrid scale; and TV represents losses from turbulence into heat due to turbulent dissipation. These terms each exhibit complex spatial and temporal patterns, which might be related to the emergence of various fluid instabilities (as studied by Dong et al. 2007; Srinivasan et al. 2019), but such a treatment is beyond the scope of this work. For the current study, we restrict our analysis to the volume-integrated, time-averaged conversion terms, and assess the aggregate spatial distribution between the bottom boundary layer (BBL) and the free stream. The intent here is to relate the bulk energetic quantities of interest to the underlying control parameters and establish useful relationships for future parameterization. It is necessary to separate out the BBL because for many terms [e.g., TV, in agreement with MacCready et al. (2009)] nearly all of the conversion is concentrated in the BBL, and these processes are not significantly affected by the presence of the seamount. Each of the terms are therefore split into two components: the BBL contribution, which is defined to be the bottom 100 m of the domain, and the free stream contribution, comprising the remainder of the domain. A summary of the conversion terms is presented in Fig. 6. Each boxplot represents the distribution of the time-averaged conversion for all simulations, as was done with Fig. 5. Each panel contains the volumetric conversion terms that appear in the MKE (Fig. 6a), EKE (Fig. 6b), and TKE (Fig. 6c) equations. Terms are presumed to be net sinks in their respective kinetic energy equation. Terms that act as sources of energy are indicated with a negative on the abscissa label. The exchange terms each appear twice, once as a source, and again as a sink in the conjugate scale of motion. The dominant term in both the mean and eddy equations is ME, representing the massive energy transfer from the mean flow into unsteady vortices. The TKE equation is dominated by the BBL partition of TV, which is numerically consistent with the formulation of MacCready et al. (2009), which finds that $TV = \rho_0 C_D |u|^3$. The eddy losses to the subgrid scale and to buoyancy (EV and EB) are both significant terms, which will also be discussed in greater detail in section 5b.

5. Energetics scaling

It is desirable to evaluate how the energetics terms discussed in the previous section depend on rotation and stratification. Of particular importance, in addition to
the reservoir terms, are the most significant pathways by which energy is removed from the mean flow (ME and MT), and removed from the eddy motions (EV and EB). These latter terms govern the leading-order behavior that describes the stirring and mixing that takes place in the lee of the seamount. While this analysis cannot prescribe a universal parameterization, it can suggest how the effects of rotation and stratification might enter such a parameterization. To our knowledge, this is the first parametric analysis of these terms.

a. Reservoir term scaling

The energy reservoirs for each simulation are plotted in Fig. 7. Symbols represent the time mean of that reservoir for a particular simulation, and the error bars denote the associated standard deviation of the time series. The different symbols/colors indicate groupings of simulations with the same Coriolis parameter. The EKE data, given in Fig. 7a, approximately collapse when plotted against the Burger number, \( \left(\frac{NH}{fD}\right)^2 \). The two strongest stratification cases, for \( f = 8 \times 10^{-5} \text{ s}^{-1} \), appear to be outliers; otherwise, the EKE grows with Bu until it saturates near \( B_{\text{crit}} \) and then remains at a constant maximum value. We believe that this behavior is due to the eddy size scaling observed by Perfect et al. (2018) and Srinivasan et al. (2019); below \( B_{\text{crit}} \), the eddies generally do not exceed \( R_d \), the baroclinic deformation radius, which scales with \( \sqrt{N/f} \propto \sqrt{B_u} \). However, above \( B_{\text{crit}} \), the eddy length scale is determined by the seamount size, which manifests as an upper bound on eddy size, limiting the growth of EKE for \( B_u > B_{\text{crit}} \). The dashed line indicates a \( B_{\text{crit}}^{1/2} \) scaling, which matches well with the data. These findings establish a simple scaling law for the energy contained in the wake of a seamount of a given size and ambient velocity, but perhaps more importantly appear to impose an upper bound on that energy.

Figure 7b plots the APE versus the Burger number. Again, the data approximately collapse, in this instance forming a peak near \( B_{\text{crit}} \). In its linearized form, the APE scales as the square of the product of the buoyancy frequency and the isopycnal displacement. The isopycnal displacement is governed by both the rotation and the stratification; at very high stratification the isopycnal displacement is suppressed. With strong rotation, vertically coherent eddies appear to limit the growth of displacements. We find that the critical Burger number provides the optimum balance between rotation-dominant and stratification-dominant systems; the point where vortices decouple (see Fig. 3) corresponds to the maximum APE. While the existence of a maximum APE is a straightforward consequence, its value and association with \( B_{\text{crit}} \) are novel results. The falloff in APE at high-Bu scales approximately as \( B_{\text{crit}}^{1/2} \), or equivalently, \( f/N \).

The TKE, in contrast with the EKE and APE, scales poorly with \( B_u \) as demonstrated in Fig. 7c). When plotted against \( Fr \ Ro \) as in Fig. 7d, however, the three lines at various rotation values collapse. The collapsed data suggest that the TKE reservoir scales like \( (Fr \ Ro)^{3/2} \). This relationship seems to be robust across most of the parameter space, except possibly for very low Burger number. Unlike the EKE and APE, the TKE scaling does not change significantly near \( B_{\text{crit}} \). This result is consistent with the idea that both rotation and stratification act to suppress 3D turbulence (Praud et al. 2006), but somewhat surprising given that the eddies that provide the energy input for the turbulence obey a very different scaling. We conclude that the TKE is approximately independent of the eddy structure and appears to have no memory of the geometry of the seamount. Rather, the TKE is determined by the more fundamental properties of geophysical turbulence. An alternate interpretation...
of the Fr Ro scaling is possible if the Froude number is redefined in terms of a bulk Richardson number. Consider $U/H$ to be a measure of the bulk shear caused by the seamount. Then,

$$\text{Fr} = \frac{U/H}{N} = \text{Ri}^{-1/2}, \quad (16)$$

and

$$\text{Fr Ro} = \frac{\text{Fr}^2 \text{Ro}}{\text{Fr}} = \text{Ri}^{-1} \text{Bu}^{1/2}. \quad (17)$$

This relationship establishes a Burger number dependence for the TKE, but also indicates that the TKE depends on the inverse Richardson number. With increased stratification, the bulk Richardson number is increased, which reduces turbulence generated from flow shear.

### b. Conversion term scaling

The pathways that describe how the mean flow is converted into unsteady and turbulent motions, ME and MT, are plotted in Fig. 8. The shape and scaling for the ME conversion term (Fig. 8a) is nearly identical to that of the EKE scaling in Fig. 7a. In agreement with Dong et al. (2007), we find that most of the conversion happens within one diameter of the seamount. A significant and novel consequence of this finding is that the upper bound on the EKE is imposed upon the eddies at their time of creation, and not as a result of the rotation and stratification acting on the eddies as they advect.

The MT term (Fig. 8b) shares many of its characteristics with the TKE reservoir (Fig. 7d). The curves for both terms collapse when plotted against the product of the Froude and Rossby number. The suggested scaling line, however, is steeper for the MT conversion $[(\text{Fr Ro})^2]$
than for the TKE reservoir \([\text{Fr} \text{ Ro}]^{3/2}\). We attribute this difference to the fact that the TKE equation contains several terms of leading order importance (see Fig. 6) and encompasses the effects of a variety of physical processes. MT, however, is driven purely by shear in the mean flow. The nature of the scaling for MT suggests that the primary driver for this term has no memory of the large-scale wake structure, and instead depends on the properties of rotating, stratified turbulence.

The largest sinks in the eddy kinetic energy equation are the losses to the model pseudoviscosity (EV) and buoyancy (EB). EV (see Fig. 9a) exhibits small error bars, indicating that the EV contains very little temporal variation. The time mean values largely fall in a narrow band around \(5 \times 10^6 \text{ W}\); only three data points fall more than 40% away from this value. In general, stronger rotation always produces a lower conversion value, but the dependence on stratification is much more complex, especially for low Bu. No nondimensional scaling was found that could sufficiently collapse the data, and so the Burger number is used as the ordinate. We attribute the lack of a viable scaling to the wide range of physical processes that contribute to this term. The horizontal gradients that contribute to the EV conversion are active both near to the seamount, where a large local Rossby number contributes to centrifugal instability (e.g., Srinivasan et al. 2019), and in the far-field wake, where eddies may decay by instability or directly by viscosity. Furthermore, the viscosity in ROMS, which is a combination of numerical viscosity and an explicit pseudoviscosity that acts as a subgrid-scale viscosity, necessarily models subgrid-scale dynamics. The effect of this term, then, is likely influenced by the modeled pseudoviscosity, which is different from the real viscosity in an oceanographic context. In sum, we find that this term is highly complex, and likely requires further study in specific regions of the wake, and with higher-fidelity codes.

The buoyancy term, EB (Fig. 9b), contains significantly more temporal variability than the EV term, as indicated by the large error bars. This term may also be referred to as the baroclinic conversion rate, in the sense of eddy energy being generated via instability from the potential energy reservoir (Dong et al. 2007). However, we find that, over the domain, the EB term is positive, representing a net production of potential energy from the EKE reservoir. This term includes all effects of unsteady vertical advection of a density anomaly, encompassing eddy motions as well as internal waves that may or may not leave the analysis domain. The generation of buoyancy tends to happen in bursts, resulting in significant uncertainty in the time series. However, there appears to be a broad peak in the EB conversion that encompasses \(B_{u,\text{crit}}\). The chaotic regime associated with the initiation of eddy decoupling forms conditions that are particularly amenable to the generation of potential energy.

6. Discussion

a. Quasigeostrophy

The prevalence of Burger number scalings for quantities such as the EKE, ME conversion, and EB conversion suggests that the eddy processes can be parameterized, at least partially, by the Burger number. It follows that the
Burger number should enter into the leading-order dynamics that govern flow past a seamount. We find that this hypothesis can be satisfied if the flow past the seamount can be considered to be approximately quasi-geostrophic (QG). While QG eddies are well studied (e.g., Stegner and Dritschel 2000; Dritschel and De La Torre Juárez 1996), it has not been previously established how the energetics of topographically generated eddies relate to quasigeostrophy. When properly nondimensionalized, the QG equations depend only on the Burger number as the sole nondimensional parameter (Pedlosky 1987, Eq. 6.8.11). This relationship is often obscured through the use of dimensional variables, or by the use of alternate names or representations for the Burger number. The Burger number has variously been expressed as the square of a nondimensional height (Srinivasan et al. 2019), the stratification parameter (Pedlosky 1987), the ratio \((L_{r}/D)^{2}\) (e.g., Pedlosky 1987; Perfect et al. 2018), and as other ad hoc symbols.

The question of whether flow past a seamount can be considered to be quasigeostrophic is then important for justifying a Burger-number-based parameterization of the seamount energetics. To assess whether the present simulations are near a QG regime, velocities can be decomposed into balanced (geostrophic) and unbalanced (ageostrophic) motions. The density field in the simulations can be used to compute a geostrophic velocity, and when this velocity is subtracted from the simulation velocity, the residual can be considered to be the ageostrophic component. In doing this, we find that the only significant ageostrophic motions are very near the seamount and, depending on \(f\), there comprise between 5% and 20% of the horizontal flow velocity; therefore, in general, the overall flow is approximately consistent with QG flow.

The literature shows that a small bulk Froude and Rossby number are neither sufficient nor necessary for establishing quasigeostrophy. MacKinnon et al. (2019) finds significant ageostrophic motions in an island wake that would normally fall into the QG regime, and conversely, Williams et al. (2010) demonstrates that many flow scenarios that exist outside of the traditional requirements for the QG regime may in fact be well described by quasigeostrophy. So while the demonstrated Burger number dependence of quantities such as the mean to eddy conversion fit within QG theory, this is not a foregone conclusion, because these relationships have not previously been demonstrated in relation to flow past topography. To wit, other quantities such as the EV conversion term do not conform to this, and present ongoing questions related to how they might be parameterized. We suggest that EV, for example, may represent a blend of QG and non-QG processes; fluid instabilities that are not relevant to QG theory can also play a role that may only become apparent in certain simulations.

b. Far-field influences

When the eddies advect out of the analysis domain, they still contain considerable energy. Typically 50%–80% of the EKE is unconverted into other forms of energy, and still leaves the domain as unsteady eddy motion, as indicated in Fig. 10a. In Fig. 10a, the streamwise distribution of EKE (i.e., averaged in time, cross stream, and vertical) for each simulation is normalized by its respective total EKE (see Fig. 7a).
The dashed line is the mean across all simulations, while the shaded region around it indicates the range of normalized EKE values across all simulations. The streamwise distribution of EKE exhibits a strong degree of similarity among all simulations. This novel result suggests that both regimes of eddy structure are subject to the same rate of decay as they advect downstream. A typical distribution for the EKE, averaged in the cross-stream direction, is given in Fig. 10b. The eddy energy is primarily located toward the bottom of the domain and tends to decay both vertically and in the streamwise direction. Cases with very low Burger number (and a depth ratio approaching unity) may exhibit some EKE well above the seamount summit, though Perfect et al. (2018) did not detect any substantial vorticity above the summit.

The EKE boundary flux term [the first right-hand-side term of Eq. (10)] represents a significant amount of energy whose fate is likely to be converted into internal waves, turbulence, and diapycnal mixing. In the treatment of the energetics of flow past a seamount, the eddy motions that advect out of the domain cannot be neglected. In a realistic ocean, the EKE leaving the domain can later generate turbulence, internal waves, dissipation and mixing, and can also interact with other topography or coherent flow structures.

c. Diapycnal diffusivity

It is often useful to quantify the effect of energetic events in the ocean in terms of the associated diapycnal diffusivity (e.g., Munk 1966; Waterhouse et al. 2014). The diapycnal diffusivity refers to a diffusion coefficient associated with turbulent mixing of density (Osborn 1980):

$$K_p = \frac{g(w' \rho')}{\rho_0 N^2},$$

(18)

In Fig. 11a, we calculate the time-averaged, volume-averaged diapycnal diffusivity for the present simulations, obtained from the modeled turbulent buoyancy flux. Except for the strongest two stratifications tested, the diapycnal diffusivity scales with Fr Ro, peaking at $3 \times 10^{-3} \text{m}^2 \text{s}^{-1}$. The largest calculated diapycnal diffusivities are consistent with findings in the vicinity of Fieberling Guyot, a large midlatitude seamount (Kunze and Toole 1997). This significantly exceeds open-ocean estimates of around $10^{-5} \text{m}^2 \text{s}^{-1}$ and would constitute one of the extreme mixing events that are believed to keep the basic-averaged diapycnal diffusivity around $10^{-4} \text{m}^2 \text{s}^{-1}$ (Munk and Wunsch 1998). This constitutes the first study demonstrating seamount wake mechanisms that could produce contribute to the missing mixing picture.

The lowest calculated diffusivities, however, are well below even open-ocean estimates; this is because the background diffusivity for the simulations was reduced to $10^{-9} \text{m}^2 \text{s}^{-1}$, and so a typical background ocean mixing state was omitted. Because only the mixing in the simulation was either associated with the seamount
wake or effectively molecular, we interpret the cases with very low $K_p$ as contributing effectively no additional mixing over whatever background value would ordinarily be appropriate.

Because the volume over which the diffusivity is averaged is somewhat arbitrary, a better measure of the impact of the seamount that could be better parameterized is the total turbulent buoyancy flux, presented in Fig. 11b. This quantity is identical to the TB term in Eq. (10), when expressed in terms of ROMS output: $TB = g \int_V -K_p(\partial \rho / \partial z) \, dV = g \int_V \nabla \cdot \mathbf{h} \, dV$. The TB term does not have a simple scaling relationship with any combination of the Froude and Rossby numbers. In general, however, increasing rotation decreases TB. For a constant Rossby number and varying Froude number, TB has a peak at the Froude number for which $Bu = Bu_{crit}$. The two limiting cases of very strong and very weak stratification both correspond to cases with weak diapycnal mixing. In the case of strong stratification, vertical motion is arrested, and so little mixing beyond molecular diffusivity may take place. In the opposite case of stratification approaching zero, vertical motion exists, but the potential energy of that motion tends toward zero. This effect is especially evident in the points for $f = 8 \times 10^{-5} \text{s}^{-1}$ in Fig. 11b, where both weak and strong stratification both yield substantially lower diapycnal diffusivity.

7. Conclusions

Through the use of a set of high-resolution simulations, we have explored the energetic aspects of flow past a seamount for a variety of rotation and stratification conditions. We find that energetic quantities related to quasigeostrophic motions (i.e., production of eddies, EKE, and unsteady buoyancy production) scale with the Burger number, consistent with theory (Majda 2003; Pedlosky 1987). Furthermore, the nature of this dependency suggests that there are important changes near $Bu_{crit}$, which is associated with the vertical decoupling of the eddies (Perfect et al. 2018). In contrast, quantities that are more closely related to turbulence and are not considered relevant to the quasigeostrophic regime exhibit a dependence on Fr Ro. These quantities increase with Fr Ro, which is consistent with the idea that turbulence is suppressed by the presence of rotation and stratification.

The above results motivate the need to further investigate seamount wakes. Because seamounts are mostly unresolved in global models, it may be important to include the effect of wakes in topographic parameterizations. The present results suggest that a Burger number–based parameterization could be a useful starting point in this regard and give values for such a parameterization for a range of the Burger number. Several major open questions remain, however. The first, which is the subject of Perfect et al. (2020), pertains to how the energy flux into the seamount wake compares to the energy flux of internal waves for an isolated seamount. This is a necessary comparison in order to justify the inclusion of wake effects in addition to internal wave radiation. Some other remaining questions are how the energetics of seamount wakes are affected by tides, nonuniform currents, nonuniform stratification profiles, and more realistic bathymetry. Recent work such as
Zeiden et al. (2019) has opened the door for in situ measurements of seamount wakes; this study establishes an idealized case for comparison and suggests several potentially important phenomena for future investigation.

The mathematical structure of section 3 could also be applied to another scenario of interest—the case where tides are included. A phase average over the tidal period could be used in place of the time average. The equations of motion would then partition the flow into the unsteady but phase-averaged eddy motion, the motions occurring within each tidal phase, and the turbulence. Such simulations and analyses are possible but require significantly more computational resources and analysis. Because of the relevance of the problem with a steady, nontidal flow, the more complex tidal problem is left for future work.
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