Hydraulics and Mixing of the Deep Overflow in the Lifamatola Passage of the Indonesian Seas
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ABSTRACT

Hydrographic measurements recently acquired along the thalweg of the Lifamatola Passage combined with historical moored velocity measurements immediately downstream of the sill are used to study the hydraulics, transport, mixing, and entrainment in the dense overflow. The observations suggest that the mean overflow is nearly critical at the mooring site, suggesting that a weir formula may be appropriate for estimating the overflow transport. Our assessment suggests that the weir formulas corresponding to a rectangular, triangular, or parabolic cross section all result in transports very close to the observation, suggesting their potential usage in long-term monitoring of the overflow transport or parameterizing the transport in numerical models. Analyses also suggest that deep signals within the overflow layer are blocked by the shear flow from propagating upstream, whereas the shallow wave modes of the full-depth continuously stratified flow are able to propagate upstream from the Banda Sea into the Maluku Sea. Strong mixing is found immediately downstream of the sill crest, with Thorpe-scale-based estimates of the mean dissipation rate within the overflow up to $1.1 \times 10^{-2} \text{W kg}^{-1}$ and the region-averaged diapycnal diffusivity within the downstream overflow in the range of $2.3 \times 10^{-3}$ to $10.1 \times 10^{-2} \text{m}^2 \text{s}^{-1}$. Mixing in the Lifamatola Passage results in $0.6$–$1.2$ Sv ($1 \text{Sv} = 10^6 \text{m}^3 \text{s}^{-1}$) entrainment transport added to the overflow, enhancing the deep-water renewal in the Banda Sea. A bulk diffusivity coefficient estimated in the deep Banda Sea yields $1.6 \times 10^{-3} \pm 5 \times 10^{-3} \text{m}^2 \text{s}^{-1}$, with an associated downward turbulent heat flux of $9 \text{W m}^{-2}$.

1. Introduction

The Indonesian Throughflow (ITF) is a conduit for mass, heat, and freshwater transports from the Pacific to the Indian Ocean, playing an important role in regional and global climate (e.g., Schneider 1998; Wajsowicz and Schneider 2001; Gordon 2005; Pandey et al. 2007; Yuan et al. 2011, 2013). Most of the approximately $15$ Sv of the throughflow is from the North Pacific Ocean (Gordon et al. 1999, 2003a, 2010; Gordon 2005; 1 Sv $= 10^6$ m$^3$ s$^{-1}$) and is concentrated in the western reaches of the Indonesian Archipelago, especially in the Makassar Strait ($\sim 11.6$ Sv from Gordon et al. 2010). Waters of South Pacific origin, however, enter the Indonesian Seas via the eastern route (Fig. 1a), i.e., through the Maluku Sea into the Lifamatola Passage ($\sim 2000$ m) or through the Halmahera Sea (blocked below $550$ m) into the internal Banda Sea (Li et al. 2020). Lower thermocline Antarctic Intermediate Waters and deeper Circumpolar Deep Waters are observed to enter the Banda Sea through the Lifamatola Passage (Talley and Sprintall 2005), mix with upper waters of the ITF, and eventually exit into the Indian Ocean via the Timor and Ombai Passages (Gordon et al. 2003b).

Temperature profiles collected during a cruise in 1985 suggest the presence of a dense overflow within $\sim 500$ m above the sill of Lifamatola Passage ($1^\circ 47'S, 126^\circ 56'E$). This flow first spills into the $5000$-m-deep Seram Sea, and then into the $7000$-m-deep Banda Sea across another $3500$-m-deep sill (see Fig. 5 in van Aken et al. 1988).
The descending isotherms downstream of the sill crest along the thalweg of the Lifamatola Passage (van Aken et al. 1988; also see descending isotherms in Fig. 2) suggest hydraulic control, i.e., an asymmetry of flow characters (thickness, speed, etc.) across the sill. The asymmetric isotherms are typical of a subcritical-to-supercritical transition of a hydraulic flow, which implies blockage of certain types of internal waves from propagating upstream. So far, a quantitative evaluation of the flow hydraulics, which is important for understanding the communication of the Indian Ocean with the Pacific Ocean through the Lifamatola Passage, has not been conducted.

Downstream of a controlling sill, the supercritical flows are often subject to shear instability, breaking lee waves, and hydraulic jumps (e.g., Tessler et al. 2010; Alford et al. 2014; Cusack et al. 2019), resulting in substantial mixing and water mass modification (Bryden and Nurser 2003) accompanied by entrainment of overlying fluid with an increasing transport over distance. For example, the Denmark Strait overflow transport is almost doubled as a consequence of the entrainment dilution (Girton and Sanford 2003). The overflow transport is estimated to be 2.5 Sv by van Aken et al. (2009) from a mooring deployed slightly downstream of the sill in the Lifamatola Passage. We may thus expect that the deep overflow eventually enters the Banda Sea with a larger transport than at the sill due to the entrainment. The downstream mixing and entrainment transport have not been quantified before.

To maintain a steady-state balance of volume and heat budgets in the deep Banda Sea, the deep overflow entering the Banda Sea must be lifted up through mixing to depths shallower than those of the sills of the exit straits of the Indonesian Seas. Direct mixing measurements and numerical modeling have suggested that mixing in the Indonesian Seas is highly variable, with enhanced tide-induced diapycnal mixing at sills and over continental shelves (Field and Gordon 1996; Hatayama 2004; Koch-Larrouy et al. 2007; Koch-Larrouy et al. 2015; Nagai et al. 2017). Microstructure observations of the central Banda Sea in the upper 300 m (Alford et al. 1999) and upper 1500 m (Koch-Larrouy et al. 2015), respectively, have shown very low mixing rates (~10^{-6} m^2 s^{-1}).
In a basin-averaged view, the diapycnal diffusivity coefficient in the Banda Sea estimated from an advection–diffusion model is on the order of $10^{-4} \text{ to } 10^{-3} \text{ m}^2 \text{ s}^{-1}$ (van Aken et al. 1988; Ffield and Gordon, 1992; Hautala et al. 1996; van Aken et al. 2009). The spatial-averaged upwelling and mixing in the deep Banda Sea may be reevaluated by quantifying the volume and heat budgets of the basin, in which the fluxes of the entrainment downstream of the Lifamatola Passage are considered.

Since the hydrographic data of the historical cruises are not publicly available, this study will utilize a set of full-depth conductivity–temperature–depth (CTD) measurements recently collected along the axis of the overflow as well as 17 months of ADCP velocity data collected with a mooring deployed during 2005–06. This study will evaluate the hydraulics, mixing, and entrainment in the Lifamatola Passage. The CTD and mooring data are described in section 2. In section 3, the conditions for hydraulic control are assessed using the mooring data, and it is argued that the control is, in fact, present. Based on this finding, we predict volume fluxes from various “weir” formulas (i.e., estimating volume transport from stratification in different cross-section shapes) compared with fluxes estimated from the mooring downstream of the sill are quantified, and we use the results to formulate a budget leading to estimates of the upwelling velocity and mixing rate within the Banda Sea. Discussion and conclusions appear in section 5.

2. Data

A mooring has been deployed slightly downstream of the crest of the sill in the Lifamatola Passage as part of the International Nusantara Stratification and Transport (INSTANT) program twice: from January 2004 to July 2005, and from July 2005 to December 2006 (van Aken et al. 2009; dataset available on http://www.marine.csiro.au/~cow074/instantdata.htm). The depth for the second mooring deployment was 2017 m. The two RDI 75-kHz ADCPs with a measuring range of 500–600 m were mounted at depths of ~800 (looking upward) and ~1400 m (looking downward), and data were recorded in 8-m bins. Two Aanderaa RCM 11 acoustic current meters were mounted between the ADCPs at an interval of about 300 m. Temperatures and salinities were measured by three mounted Sea-Bird Electronics Microcats (SBE37SM) about every 300 m between ~800 and ~1400 m, and one additional SBE37SM was mounted at 10 m above the bottom. Considering that a substantial loss of ADCP coverage occurred in the first deployment and that the second deployment had a better SBE37SM coverage near the bottom, we will only employ measurements from the second deployments.

In consideration of data voids due to mooring blowdown during strong tides, van Aken et al. (2009) suggested that the throughflow of the Lifamatola Passage may be approximately treated as a superposition of a steady residual flow and tidal motions. The tidal motions were first estimated using a harmonic analysis (Pawlowicz et al. 2002) and then subtracted from the hourly velocity data to obtain a time series of the residual currents. We therefore filled the missing records with a summation of the mean of the residual currents and the tidal constitutes at fixed depth levels via linearly interpolating the raw data onto a 10-m grid between 300 and 2000 m (Fig. 3c). Similarly, hourly hydrographic profiles were constructed at depth levels every 50 m between 850 and 2000 m by filling the missing data with the tidal harmonics (Figs. 3a,b). The different grid spacings were determined considering that the bin size of ADCP measures was 8 m and the typical blowdown distance of an SBE37M was 30 m within a sampling interval.

A joint survey of the Indonesian Seas by the Institute of Oceanology of the Chinese Academy of Sciences and the Research Center for Oceanography of the Indonesian Institute of Sciences was conducted on board R/V BJ8 during 29–30 September 2017. Nine full-depth CTD casts were made along the thalweg of the passage (dataset available on http://itf.qdio.ac.cn/xzbxz/), with
the shortest horizontal spacing of about 4 km near the crest of the sill (Fig. 1b). The hydrographic profiles were measured using an SBE 911 plus CTD and gridded onto a 1-m grid. The accuracy and resolution of the CTD sensors are 0.002 and 0.001 psu for salinity and 0.001 and 0.0002°C for temperature, respectively.

High-quality hydrographic measurements from CTD have also been collected as part of the international World Ocean Circulation Experiment (WOCE) Hydrographic Program in the 1990s in the Indonesian Seas (dataset available at http://cchdo.ucsd.edu; Gordon et al. 2003b). The historical dataset used in this study consists of an aggregate of 72 hydrographic profiles in the Banda Sea that have been measured by four cruises from the year 1993 to 1998, covering the upper ocean from the surface to 2000–3000 m (Fig. 1a).

3. Transport and hydraulics in the Lifamatola Passage

a. Observed transport estimates

The mean ADCP velocity profile combined with the high-resolution (1’ × 1’) topography from ETPO1 (dataset available on https://www.ngdc.noaa.gov/mgg/global; Amante and Eakins 2009), are used to estimate the Lifamatola Passage volume transports in the along-thalweg direction, which is aligned northwest to southeast at a compass angle of 150.5° (Fig. 1b). Instead of characterizing the overflow and water mass by its potential density, we define the overflow in terms of Conservative Temperature (Θ) since the density is mostly controlled by temperature in the deep Lifamatola Passage. Conservative Temperature Θ, which is proportional to potential enthalpy (h°), obeys a simple conservation law (see appendix C) and leads to a precise measure of heat flux (McDougall 2003). Conservative Temperature Θ and h° are derived from the in situ temperature and salinity using the new equation of state of seawater TEOS-10 (McDougall and Barker 2011). The mean overflow transport is obtained from interpolating the mean velocities onto a 10-m grid and integrating from the seafloor to a selected Conservative Temperature (Θ) surface.

The Conservative Temperature section along the thalweg of the Lifamatola Passage displayed in Fig. 2 is constructed from nine CTD casts made in 2017 and from the time-mean mooring measurements. The deep flow that spills down across the sill is largely confined to waters colder than Θ = 3.6°C. Moreover, of the surfaces that participate in the spilling, those in the range 3.0°C < Θ < 3.6°C tend to experience no further descent as they enter the Seram Sea, whereas surfaces with Θ ≤ 3.0°C continue to descend, suggesting a possible role in ventilation of the deep basins downstream. In the following, we estimate mean volume transport for waters bounded above by the Θ = 3.0°C and 3.6°C surfaces as well as several others.

Also required for transport estimates is information regarding the lateral (cross-passage) extent and the structure of the flow. The cross-section chosen to estimate the transport below Θ = 3.6°C is indicated by the
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**Fig. 3.** (a) Potential density σθ (kg m⁻³), (b) squared buoyancy frequency N² (s⁻²), (c) mean velocity V (m s⁻¹), (d) gradient Richardson number Ri, and (e) Conservative Temperature Θ (°C) from mooring measurements. Black thick profiles indicate time averages from mooring observations, and two gray thin profiles represent the 10th and 90th percentiles of variability, except for the black thick profile in (d) indicating Ri estimated from the time-mean V and N². The dash–dotted line in (d) indicates Ri = 1/4. The long horizontal black solid and dashed lines denote the depths of Θ = 3.4°C and 3.6°C, respectively.
dark line in the inset map of Fig. 1b, with the solid dots at each end marking the lateral boundaries. The north- eastern boundary (1°44.21'S, 127°00.61'E) is chosen as the isobath that matches the elevation of the Θ = 3.6°C surface at the mooring. Since to the southwest the topography shallows to a crest at about 1700-m depth and then deepens further to the west (Fig. 1c), we define the topographic crest as the position of our western boundary, with the isobath that matches the elevation of the sill crest) by calculating Froude numbers based on different simplifications of the mean flow.

By fitting the observed velocity and stratification to a 1.5-layer model configuration, one can make a crude estimate of the hydraulic state described by the common Froude number \( F = V/\sqrt{gD} \), a ratio of the advection speed to the phase speed of long internal gravity waves. The 1.5-layer model assumes an active lower layer with uniform velocity \( V \) and thickness \( D \) and a quiescent upper layer, with a density jump represented by the reduced gravity \( g' \) at the interface. Earth’s rotation is neglected due to the very large ratio of internal deformation radius to the channel width. The flow is hydraulically supercritical, critical, or subcritical according to \( F < 1, F = 1, \) or \( F > 1 \), respectively. The transition of subcritical-to-supercritical overflow is expected to take place at the critical or control section, which generally coincides with the crest of the sill, and can be shifted elsewhere, usually downstream, as a result of bottom drag or entrainment (Pratt 1986; Gerdes et al. 2002).

The estimation of reduced gravity \( g' = g(\Delta \rho/\rho_0) \), which is proportional to the density jump \( \Delta \rho \) across the interface, can be problematic. As shown in Figs. 3a and 3b, no distinct density jump is evident in the time-average density profile, only a band of weakened stratification between \( \Theta = 3.4^\circ \) and \( 3.6^\circ \). If we choose the \( \Theta = 3.4^\circ \) surface as the interface, and estimate the upper-layer density as that averaged between \( \Theta = 3.4^\circ \) and \( \Theta = 3.6^\circ \), and the lower-layer density and velocity as the vertical average below \( \Theta = 3.4^\circ \), then \( g' = 6.5 \times 10^{-4} \) kg m\(^{-3}\). The estimated Froude number of the mean flow is about 0.8, which would be lower had we chosen the upper-layer density to be a vertical average between \( \Theta = 3.4^\circ \) and the sea surface.

A more sophisticated version of the Froude number was derived by Nielsen et al. (2004), who accounted for the shear and density variations in the lower layer using “shape” coefficients \( \alpha \) and \( \beta \) (see appendix A for definitions). The resulting Froude number \( F = (\alpha/\beta)^{1/2}V/\sqrt{gD} \) tends to be larger than the 1.5-layer estimate (Nielsen et al. 2004; Girton et al. 2006). For the present case, evaluation of this Froude number using the same value of \( g' \) as given above leads to a value of 1.1.

A third estimate, also based on an idealization of the flow, is to calculate the wave propagation speed of the first baroclinic mode for a flow with vertically uniform buoyancy frequency \( N \) and velocity \( V \) in the lower layer, and with quiescent and homogenous fluid above. This approach assumes that the weakly stratified layer between \( \Theta = 3.4^\circ \) and \( 3.6^\circ \) decouples the stratified
underlying flow from shallower regions and avoids estimation of $g'$. In the long-wave limit, the waves of the first baroclinic mode are analogous to waves in the 1.5-layer model. The propagation speed of the first mode is $c_{-1} = V - 2ND/\pi$, with the negative sign of the subscript representing upstream-propagating waves relative to the mean flow (see section 6.2 in Baines 1995). The corresponding Froude number yields $F_1 = \pi V/(2ND)$, which compares the flow speed with the phase speed of the first baroclinic mode for a quiescent fluid. Here we take the lower layer $N$ and $V$ as the vertical averages of the measured values below $\Theta = 3.4^\circ$C, we find a wave propagation speed of $-0.03\text{m s}^{-1}$ (i.e., very slow upstream propagation) and $F_1 = 0.9$.

All three estimates are quite close to unity, suggesting that the flow is nearly critical at the mooring location. Although the lack of velocity measurements upstream and downstream prevents evaluation of the hydraulic states there, the near-criticality of the flow near the sill crest is consistent with the inspected subcritical-to-supercritical hydraulic transition from the descending feature of isotherms observed both in the hydrographic profiles from van Aken et al. (1988) and Fig. 2.

c. Hydraulic transport estimates

There are two types of transport (or “weir”) formulas that relate the volume transport $Q$ to the observed stratification and topography. The first type requires knowledge of the stratification far upstream of the control section, and assumes the flow there is nearly quiescent, as in a large reservoir. Since our knowledge of the upstream conditions is limited, we employ a second class of formulas that depend only on the measured stratification at the mooring location, where the overflow is presumed to be critical. The results of the previous section suggest that this is approximately so. The transports for rectangular, triangular, and parabolic cross sections are given in the context of the 1.5-layer model described above (Pratt and Whitehead 2008; Chow 1959):

\[ Q = W\sqrt{gD/2} \] (Rectangular), \hspace{1cm} (1)

\[ Q = \frac{\gamma_L + \gamma_R}{2}\left(\frac{g'D^5}{2}\right)^{1/2} \] (Triangular), \hspace{1cm} (2)

\[ Q = 2\left(\frac{2}{3}\right)^{3/2}\left(\frac{g'}{\delta}\right)^{1/2}D^2 \] (Parabolic), \hspace{1cm} (3)

For a rectangular cross section, $W$ and $D$ stand for the uniform channel width and layer thickness, respectively. For the other two cross sections, $D$ represents the layer thickness at the deepest point of the idealized geometry. Parameters $\gamma_L$ and $\gamma_R$ are the slopes of the left-hand side and right-hand side walls (facing downstream) of the triangular cross section ($\gamma_L = W_L/D$, $\gamma_R = W_R/D$, with $W_L$ and $W_R$ the widths of the flow interface to the left and right of the deepest point), and $\delta$ represents the curvature of the channel bottom at the sill for parabolic cross section ($\delta = 4D/W_c^2$, where $W_c$ is the width of the interface).

Assuming that the overflow is critical at the mooring location and the flow interface coincides with the $\Theta = 3.4^\circ$C isotherm, one can determine the best fit $\gamma_L$, $\gamma_R$, $\delta$, and $D$ to the cross-section topography using a least squares fit (see the triangle and parabola in Fig. 1c). For the rectangular weir formula, $W$ and $D$ in (1) are determined by the mean channel width below the level of the interface $\int_{h=0}^{h=\delta} w(z) dz/D$, where $h$ is the bottom depth and the distance between the deepest depth and the interface, respectively. The rectangular, triangular, and parabolic weir formulas arrive at transports of 2.2, 2.6, and 2.8 Sv, respectively. We note that these hydraulic estimates of the volume flux are subject to uncertainty regarding flow criticality at the mooring station as well as uncertainty due to the estimate of $g'$ and that the direct mooring measurements are also subject to a high degree of uncertainty due to the unknown spatial structure of the flow. In this regard, all three weir formulas estimates lie reasonably close to the mooring measurement of 2.4 Sv, although the rectangular and triangular weir formulas give results that are closest to the observed value.

d. Wave blockage and upstream propagation: Wave modes for continuously stratified shear flow

A more general approach to assess the flow criticality, preferable where the flow lacks a clear layer interface, is to consider the wave modes of the continuously varying density and velocity profiles over the full water column, though this analysis does not easily lead to a weir formula. Here we summarize a computation of the wave modes at the mooring site, not only to assess the proximity of the flow at the mooring to hydraulic criticality but also to determine whether there are waves that are able to propagate upstream, from the Indian Ocean–Banda–Seram Sea regions, into the Maluku Sea and regions farther north.

We limit discussions to two-dimensional, infinitely-long waves since they tend to propagate more rapidly than waves with the same modal structure but finite wavelengths and are generally the key to upstream influence. The “upstream influence” refers to the ability of a sill or width contraction to regulate certain features of the flow far upstream and is generally communicated by long waves. These properties are
discussed more fully in Pratt and Whitehead (2008) and Baines (1977, 1995).

The effects of Earth’s rotation are ignored. The discrete vertical wave modes and corresponding propagation speeds are the eigenfunctions and eigenvalues of the Taylor–Goldstein (hereafter TG) equation:

\[
\dot{w}'' + \frac{N^2}{(V - c)^2} - \frac{V''}{V - c} - k^2 = 0,
\]

with \(\dot{w}(0) = \dot{w}(D) = 0\). Here \(\dot{w}(z)\) gives the vertical structure of vertical velocity due to the wave, \(c\) is the horizontal propagation speed of a vertical mode, \(N^2(z)\) is the squared buoyancy frequency, \(V(z)\) is the horizontal fluid velocity (positive in the direction of the Lifamatola outflow), \(\nabla^2(z)\) represents the vorticity gradient due to the vertical shear, and the primes denote differentiation with respect to \(z\). The vertical structure of the along-channel velocity of perturbation is given by \(\dot{w}(z) = -(ik)\dot{w}'(z)\). For stationary \((c = 0)\), long waves \((k = 0)\), \(F^2\) is called the Scorer parameter (Scorer 1949).

We will refer to \(F^2\) with arbitrary \(c\) and \(k\) as the generalized Scorer parameter. Where the function \(F^2\) is positive, the solutions for \(\dot{w}\) oscillate in the \(z\) direction. Sufficiently large \(V''\) can cause \(F^2\) to become negative, in which case the restoring mechanism associated with stratification has been vanquished by shear (Hogg et al. 2001). We use a code developed by Smyth et al. (2011) to solve (4), and we set \(k = 10^{-6}\text{ m}^{-1}\) in all cases in order to approximate long waves since the nondispersive character of these waves is key to hydraulic control. The profile of the generalized Scorer parameter \(F^2\) for each mode is calculated to assess the nature of wave modes given \(k \sim 0\) and corresponding wave propagation speed \(c\) (usually nonzero).

Mean profiles of \(V\) and \(N^2\) from the mooring measurements only cover ranges of 300–2000 m and 850–2000 m, respectively. In order to compute wave modes for the full-depth profiles, we extend the velocity profile above 300 m by filling data voids with zeros and construct a full-depth \(N^2\) profile by linearly interpolating the potential density profiles between CTD stations 4 and 5, which lie immediately upstream and downstream of the mooring. The potential density profile is then processed with a fourth-order Butterworth low-pass filter with a cutoff distance of 50 m to eliminate small-scale inversions due to intermittent overturns. The profile of \(N^2\) is computed from the smoothed density profile and linearly interpolated onto a 10-m grid. The constructed \(V\) and \(N^2\) profiles ranging over 0–2000 m (Fig. 4a) are then used to solve the TG equations. Although the true bottom depth is 2007 m, we treat the deepest data point at 2000 m as the lower boundary where a free-slip boundary condition (nonzero velocity) is implied. This choice of boundary condition for the background flow is consistent with the inviscid TG equation for disturbances. The Richardson number is greater than 1/4 at nearly all \(z\) for this profile, with just a few values lying
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![Fig. 4. Modal structure of selected normalized eigenvectors \(\dot{w}(z)\) and \(\dot{v}(z)\) as determined by the numerical solution of the Taylor–Goldstein equation. The vertical modes correspond to upstream propagating waves \((j = -1, -2, -3)\). (a) The full-depth squared buoyancy frequency profile \(N^2\) \((s^{-2})\) from CTD measurements (red) and the velocity profile \(V\text{ m s}^{-1}\) from mooring measurements (black), while the dashed line indicates that the velocity profile above 300 m is filled with zeros. (b),(c) Vertical structure of the three modes in terms of \(\dot{w}(z)\) and \(\dot{v}(z)\), respectively, based on the profiles in (a). (d) The modified stratification and velocity profiles. The stratification profile (red) assumes a homogeneous upper layer. The solid and dash–dotted velocity profiles (black) assume an inactive layer placed above a moving layer with depth-dependent and uniform velocities, respectively. (e),(f) The gravest modes \((j = -1)\) of the profiles in (d). The solid and dash–dotted modes in (e) and (f) are based on the solid and the dash–dotted velocity profiles in (d), respectively. Phase speeds are color-coded and listed with units of \(\text{m s}^{-1}\), with the negative sign representing upstream propagation. The dashed and solid lines in (d)–(f) indicate the locations of the \(\Theta = 3.6^\circ\) and \(3.4^\circ\) surfaces, respectively.](image-url)
slightly below 1/4. Were it the case that the Richardson number was greater than 1/4 at all \( z \), it is known that an infinite number of discrete vertical modes \( \bar{w}_j(z) \) and corresponding eigenvalues \( c_j \) exists (Drazin and Reid 1981; Baines 1995). Each mode comes in a pair [denoted \( \bar{w}_j(z) \) and \( \bar{w}_{-j}(z) \)], corresponding to waves that attempt to propagate downstream and upstream relative to the mean flow. Figures 4b and 4c show that the gravest vertical modes of the full-depth profiles are largely determined from the strongly stratified subsurface layer (~100 m) and correspond to waves propagating on a shallow waveguide. They are insensitive to the velocity and stratification within the deep overflow. Modes \( j = -1, -2, -3 \) have negative propagation speeds in the range \(-0.82 \) to \(-2.48 \text{ m s}^{-1} \), suggesting that they are able to propagate from the Seram Sea to the Maluku Sea unimpeded. The generalized Scorer parameter \( P^2 \) (Figs. 5a–c) shows the largest positive values dominated by the stratification term in the upper part of the water column at around 100 m, suggesting that the large near-surface stratification provides the primary restoring tendency to the corresponding waves. It should be noted that the velocity profile above 300 m is arbitrarily filled with zeros, but the upstream propagation tendency would not be affected unless the shallow velocities were positive and approached the propagation speeds listed above.

Identification of the waves whose upstream propagation is arrested by the overflow, and that are therefore hydraulically relevant, is more problematic. There are many modes with large numbers of zero-crossings that have near-zero phase speed and are arrested, or nearly so, by the deep flow, and therefore are difficult to interpret (e.g., Pratt et al. 2000; Hogg et al. 2001). However, the situation may be simplified by invoking an argument that has its origins in literature pertaining to shear instabilities and overturns that may lead to a horizontal layer around the interface of the overflow (within the mixed layer with a homogeneous, inactive layer). We use the time-mean profiles of \( N^2 \) and \( V \) from mooring measurements, with estimated Richardson numbers mostly larger than 1/4 within the overflow (Fig. 3d).

Sensitivity tests were made by choosing different levels between \( \Theta = 3.6^\circ \) and 3.4\(^\circ\)C as the interface. Profiles of \( V \) and \( N^2 \) for one such choice along with profiles of the corresponding gravest mode are given by solid curves in Figs. 4d–f. Each choice of interface yields a gravest mode \( (j = -1) \) with maximum amplitude of \( \bar{w}_{-1} \) and zero-crossing of \( \bar{v}_{-1} \) located at the same level around the interface of the overflow (within the range of \( \Theta = 3.4^\circ-3.6^\circ C \)). The waves so obtained all propagate slowly upstream, with speeds \( c_{-1} \) ranging from \(-0.08 \) to \(-0.17 \text{ m s}^{-1} \). To put these values into context, an equivalent Froude number \( V/(V - c_{-1}) \) (a ratio of the flow speed and the phase speed of the first baroclinic mode for a quiescent fluid), where \( V = 0.45 \text{ m s}^{-1} \) is the layer-average velocity, would lie in the range 0.73–0.85, which is only slightly below the range of
estimates for layer-model Froude numbers given earlier. For comparison, we also show the solution of the TG equation with uniform overflow velocities (black dash-dotted velocity profile and vertical modes in Figs. 4d–f).

The wave propagation speed of mode $j = -1$ is found to be very close to zero ($c_{1} = -0.01 \text{ m s}^{-1}$), which is consistent with the estimate of $-0.03 \text{ m s}^{-1}$ assuming uniform $N^2$ and $V$ (see section 3b). Interestingly, we find that the effects of shear on the structure of deep modes are particularly pronounced near the bottom. As shown in Figs. 5d–f, the generalized Scorer parameter $\hat{F}$ of the shear flow is positive and dominated by the velocity curvature term, suggesting that the vorticity gradient provides the main restoring tendency for the corresponding waves.

4. Mixing and entrainment

The Conservative Temperature section (Fig. 2) shows features of an internal hydraulic jump in the $\Theta = 3.6^\circ\text{C}$ surface rebound near CTD site 6. It also reveals two weakly stratified, wedge-like structures bounded by $\Theta = 3.8^\circ\text{C}$ and $3.6^\circ\text{C}$ between CTD sites 3 and 6, and by $\Theta = 3.4^\circ\text{C}$ and $3.2^\circ\text{C}$ between CTD sites 4 and 7, respectively. The former mixed wedge is located above the spilling overflow. The latter is marked with “MW” in Fig. 2 and its upper surface is later used to define the entrainment interface. Mixed wedges are common in other examples of oceanic and atmospheric overflows (e.g., Peltier and Clark 1979; Pawlak and Armi 1997; Farmer and Armi 1999). The above characteristics suggest vigorous turbulent mixing downstream of the hydraulic control section, which may lead to amplification of the volume transport of the downstream overflow plume during its descent.

In this section, we attempt to evaluate the diapycnal mixing and entrainment downstream of the Lifamatola Passage, and then infer ventilation, mixing, and turbulent heat flux in the downstream Banda Sea basin. We assume that the diapycnal mixing is approximately the mixing normal to isotherms since density is mostly controlled by temperature in this region.

a. Estimates of diapycnal mixing coefficients

We estimated the interfacial mixing of the Lifamatola Passage overflow by evaluating Thorpe-scale overturning lengths from CTD casts. Diapycnal diffusivity estimates have also been made from the mass and heat budgets integrated over control volumes. The former are local estimates, and the later provide a spatial integral view of the mixing.

1) THORPE-SCALE-BASED ESTIMATES

One widely used estimate of the turbulent dissipation rates is based on Thorpe scales (Thorpe 1977), which assumes that the density inversions are due to the turbulent mixing. The turbulent dissipation rates $\varepsilon$ and corresponding diapycnal diffusivity coefficients $K$ of individual overturns, shown in Fig. 6a, were estimated at all nine CTD stations using Thorpe scales estimated from Conservative Temperature profiles and Osborn’s model for the relationship between $\varepsilon$ and $K$ (details are described in appendix B). Identified overturns with large $\varepsilon$ and $K$ are found concentrated downstream of the crest of the sill, while fewer overturns and weaker mixing are found upstream of the crest. At CTD sites 5 and 6, regions of large overturns are separated by the $\Theta = 3.4^\circ\text{C}$ isotherm, which is associated with the two mixed wedges described above (also seen in Fig. 2). High mixing levels are also found within the descending flow downstream of the CTD site 6, but weaker values are seen at the final section (CTD site 9), where the flow is laterally unconfined by bathymetry.

To assess the spatial variation of dissipation rates across the sill, we calculated the depth average of the dissipation rate within the overflow as

$$\varepsilon = \frac{1}{H} \sum \varepsilon_i h_i, \quad (5)$$

where $H$ is the thickness of the overflow, $\varepsilon_i$ and $h_i$ are the dissipation rate and thickness of an individual overturn within the overflow layer. The upper boundary of the overflow was chosen to be the $\Theta = 3.4^\circ\text{C}$ isotherm since the time-mean overflow velocities at the mooring location are found mostly confined below this isotherm and it is a convenient choice for doing the budget calculation detailed in sections 4b and 4c. In regions where no overturns were detected, we alternatively assume a background $\varepsilon$ of zero and $0.2 \times 10^{-7} \text{ W kg}^{-1}$, and we compute the corresponding lower and upper bounds of $\varepsilon$. The value $0.2 \times 10^{-7} \text{ W kg}^{-1}$ is different from a typical oceanic background level of $O(10^{-10}) \text{ W kg}^{-1}$ [observed in the abyssal Brazil basin by St. Laurent et al. (2001)]: instead, it indicates the upper limit for unresolved overturns (with Thorpe scales smaller than 1 m) and is calculated using the maximum background buoyancy frequency of $N = 3 \times 10^{-3} \text{ s}^{-1}$ determined from the resolved overturning regions within the overflow. A corresponding estimate of the upper limit of $K$ for unresolved overturns is $0.4 \times 10^{-3} \text{ m}^2 \text{s}^{-1}$. As shown in Fig. 6b, the highest values of $\varepsilon$ ($0.6-1.1 \times 10^{-7} \text{ W kg}^{-1}$) are found immediately downstream the crest of the sill (CTD sites 5–7), where the mixed wedge is located and hydraulic jumps are suggested, while the regions upstream and further downstream have smaller $\varepsilon$. The differences between upper and lower bounds of $\varepsilon$ at these locations are less than $0.1 \times 10^{-7} \text{ W kg}^{-1}$. 
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The spatial pattern seen in the mean overflow dissipation rates is also found in the diapycnal diffusivity coefficient averaged over isothermal layers within the overflow (Fig. 6c). The layer average is calculated as

$$\bar{K} = \frac{1}{\Delta \Theta} \sum K_i \delta \Theta_i,$$

where $\Delta \Theta = 0.2^\circ C$ is the temperature spacing, and $K_i$ and $\delta \Theta_i$ are the diffusivity coefficient of an overturn and the change of the sorted Conservative Temperature values across the overturning region, respectively. The value of $\bar{K}$ was calculated within layers centered at isotherms ranging from 2.6$^\circ$ to 4.0$^\circ$C. The values of $\bar{K}$ averaged over CTD sites 5–8 are 2.0–4.6 times of those averaged over all profiles within layers below the overflow interface (the 3.4$^\circ$C isotherm), suggesting an enhancement in tracer diffusion immediately downstream of the mooring, although the averages are subject to large uncertainties due to the very small set of data (e.g., only four overturns are identified within the layer 2.6$^\circ \pm 0.1^\circ$C). In fact, following the standard error propagation methods (Bevington and Robinson 1992), the standard error of the mean is estimated to be larger than the region averages. However, the means still lie well above the maximum value of diffusivity for unresolved overturns (gray dashed line in Fig. 6c), and using this background $K$ only increase the results by at most $1 \times 10^{-3} m^2 s^{-1}$. The diffusivity coefficients averaged over CTD sites 5–8 range from $2.3 \times 10^{-3}$ to $10.1 \times 10^{-3} m^2 s^{-1}$ within the overflow layer, and these values are 1–5 times of the bulk estimate in the deep Banda Sea, $2.2 \times 10^{-3} m^2 s^{-1}$ given by van Aken et al. (2009). This suggests that a mixing hotspot is located downstream of the hydraulically controlled sill in the Lifamatola Passage. We caution that the correlations between temperature gradients and local diffusivity coefficients can significantly affect the actual region-averaged dispersion. Using an approach presented by Wagner et al. (2019), we estimate that the spatial variation of temperature gradients can modulate the diffusivity coefficient averaged across the sill by a factor...
ranging from 0.7 to 1.6 for layers within the overflow. Our data do not have the resolution in time and space required to assess whether and in which layer this factor would be statistically significantly different from one.

2) ESTIMATES BASED ON THE THERMODYNAMIC BUDGET

As an alternative, we can make a bulk estimate of the interfacial diapycnal diffusivities assuming the advective fluxes of a water property are balanced by the diffusive fluxes (Hogg et al. 1982; Whitehead and Worthington 1982). Here we chose the water property to be the Conservative Temperature $\Theta$. The conservation laws and procedure, which are described in detail in appendix C, involve identification of a control volume that is bounded upstream by the vertical cross section at the mooring site, above by the $\Theta = 2.6^\circ{C}$, and below by the seafloor.

The reason why we choose to work with the $\Theta = 2.6^\circ{C}$ isotherm is that it was detected very close to the bottom at CTD site 8. However, the actual surface is not well constrained due to the lack of measurements near the sea bottom and to the coarse resolution of the CTD casts. Two plausible estimates of the depths of the $\Theta = 2.6^\circ{C}$ isotherm along the thalweg can be made based on available data and interpolation. One choice is to draw a polyline (black dashed line in Fig. 2) connecting all the three locations where the overflow of $\Theta = 2.6^\circ{C}$ has been observed (the mooring station, CTD sites 5 and 8). Another estimate is to include an additional data point from CTD site 7 (red dashed line in Fig. 2): there the deepest measurement ($\Theta = 2.7^\circ{C}$) was taken within 50 m from the bottom, and we assume the layer below this depth contains waters with $\Theta \leq 2.6^\circ{C}$.

The diapycnal diffusivity coefficient $K$ estimated from two control volumes ranges, $2 \times 10^{-2} - 9 \times 10^{-2} \text{m}^2 \text{s}^{-1}$ and $2 \times 10^{-2} - 11 \times 10^{-2} \text{m}^2 \text{s}^{-1}$ [Eq. (C3)], both computed using volume and heat fluxes based on the assumption of laterally uniform velocity. For the jet-like velocity distribution mentioned in section 3a, based on the same definitions of the control volume, $K$ lies in the ranges $1 \times 10^{-2} - 5 \times 10^{-2} \text{m}^2 \text{s}^{-1}$ and $1 \times 10^{-2} - 6 \times 10^{-2} \text{m}^2 \text{s}^{-1}$. The contribution from the dissipation term is less than $10^{-6} \text{m}^2 \text{s}^{-1}$. The range of $K$ mostly results from uncertainties in the estimate of the spatial-average interfacial enthalpy gradients $(\partial h/\partial z)|_{(i)}$, which is determined from the enthalpy gradients at CTD site 5 and at the mooring station using first-order differences with grid size ranging from 4 to 200 m. We disregard the value at CTD site 8 since the $\Theta = 2.6^\circ{C}$ isotherm approaches the bottom there. The estimate based on the potential enthalpy budget gives a spatial-average view of the mixing over the $\Theta = 2.6^\circ{C}$ surface spanning from the crest of the sill to the downstream where it grounds, and is an order of magnitude greater than the region-averaged estimates from Thorpe scales.

b. Entrainment estimate

An important consequence of mixing around the interfacial region is the downward entrainment of mass into the overflow and the consequential increasing transport. For the 1.5-layer model configuration, the entrainment process can be represented by a velocity component across the interface separating the layers (Gerdes et al. 2002). For a continuously stratified overflow, identification of the boundary across which entrainment is measured is less clear. Here we choose the $\Theta = 3.4^\circ{C}$ surface as a reasonable interface and define a lower-layer control volume that is bounded above by this surface and extends from the mooring section downstream to CTD site 7 or 8. This definition distinguishes the water that sinks to great depth in the Banda Sea from water that moves towards the Banda Sea but does not sink appreciably. Other choices of the interface are certainly possible. As detailed in appendix C, the downward entrainment across this interface can be estimated by again combining budgets for mass and potential enthalpy. The lack of direct velocity data at the downstream section requires an approximation, namely, that the potential enthalpy flux there is equal to the depth-average potential enthalpy, which we know, times the vertical integral of the horizontal velocity, which is not known. This simplification allows us to eliminate the unknown velocity integral and close the problem.

Use of the above procedure, with the depth-average potential enthalpy at the downstream section estimated from the vertical arithmetic mean and area-weighted mean, yields volume entrainment rates of 0.6–0.7 and 1.0–1.2 Sv, respectively [Eq. (C4)]. The gap between the two estimates indicates the uncertainty of the estimated entrainment due to lack of knowledge of the downstream velocity profile. The results are relatively insensitive to the diapycnal diffusivity along the interface, the choices of downstream sections, and the dissipation rate within the control volume. Summing the overflow transport (2.4 Sv) at the mooring station and the downstream entrainment yields a total volume flux of 3.0–3.6 Sv below $\Theta = 3.4^\circ{C}$ (~1500 m at mooring location). The updated overflow transport is about 20%–40% larger than the 2.5 Sv below 1250 m estimated by van Aken et al. (2009), which includes some water above $\Theta = 3.4^\circ{C}$ that may not be affected by entrainment as it moves downstream.

c. Ventilation, mixing, and turbulent heat flux in the Banda Sea

The cold deep branch of the ITF passes through the Lifamatola Passage, descends into the deep Banda Sea,
and is thought to account for the deep ventilation in that basin (Wyrtki 1961; Gordon et al. 2003b; van Aken et al. 1988, 2009). A mean upwelling velocity of 50 m yr⁻¹, responsible for the deep-water renewal, was estimated by van Aken et al. (1988) using a deep transport estimate of 1 Sv below 1500 m divided by the surface area of the Banda Sea. This transport was later updated to 2.5 Sv by van Aken et al. (2009) leading to a proportionally larger upwelling of 125 m yr⁻¹. From the 72 WOCE profiles, the average depth of the Θ = 3.4°C surface in the Banda Sea lies at 1555 ± 84 m (with uncertainties represented by one standard derivation) and the corresponding area is (6.1 ± 0.1) × 10¹¹ m². Substituting the interface area at the average depth of the Θ = 3.4°C surface, our estimated mooring transport of 2.4 Sv, plus the entrainment of 0.6–1.2 Sv into Eq. (C5) yields an upwelling rate of ~160–190 m yr⁻¹, 25%–50% larger than the value without entrainment.

Van Aken et al. (1988, 2009) estimated the diapycnal diffusivity coefficient in the Banda Sea using the approach of Munk (1966) in which an advection–diffusion length scale is estimated from data. Their early estimate 9 × 10⁻⁴ m² s⁻¹, valid for an inflow of 1 Sv, was later raised to 2.2 × 10⁻³ m² s⁻¹ in accordance with their revised transport estimate of 2.5 Sv. Here we present a slightly different estimate based on the mass and thermodynamic budgets for a control volume that is bounded upstream by CTD site 8 and above by the Θ = 3.4°C surface, which is topographically confined within the Banda Sea. Note that any downward entrainment downstream of mooring station would eventually upwell across the same (Θ = 3.4°C) surface and would therefore not alter the thermodynamic budget. The control volume is shown schematically in Fig. Cl and the calculation is detailed in appendix B. The estimated diapycnal diffusivity coefficient over the Θ = 3.4°C surface is 1.6 × 10⁻³ ± 5 × 10⁻⁴ m² s⁻¹, with uncertainties (one standard error) mostly due to the unknown spatial dependence of the vertical gradient of the potential enthalpy at the upper boundary of the control volume. The contribution from the uncertainty of area is on the order of 10⁻⁵ m² s⁻¹. The potential enthalpy profiles calculated from the WOCE measurements were subsampled onto a 100-m grid. The vertical gradients were computed using first differences at mid-points of bins and then interpolated to desired levels.

Based on the same control volume, we estimate a downward turbulent heat flux of 9 W m⁻² at the Θ = 3.4°C surface [Eq. (C8)]. Van Aken et al. (2009) proposed that a downward heat flux of 28 W m⁻² is required to support upwelling of the cold deep branch of ITF from below 1250 m (~3.2°C) to about 1000 m (~5.0°C) in the Banda Sea, from whence it can enter the Indian Ocean. Their estimate assumes that no flow passes through the Lifamatola Passage between the two depths, although the same authors reported a ~1.4-Sv northward flux above 1250 m. Their estimate would be lower if the advective heat flux above the overflow were included (Gordon et al. 2010). Our estimate of turbulent heat flux avoids the assumption of zero advective heat fluxes above the overflow layer and instead provides an estimate of the heat flux required to maintain the stratification at the level of the Θ = 3.4°C isothermal surface in the Banda Sea.

5. Conclusions and discussions

In this study, we use hydrographic data from a recent cruise in combination with hydrographic and velocity data from the INSTANT mooring to study the hydraulic control of the Lifamatola Passage deep overflow and the associated mixing and entrainment downstream. The Froude numbers and long wave modes of the flow suggest that the overflow is near-critical slightly downstream of the sill. Hydrographic measurements from full-depth CTD casts show deep waters spilling over the sill crest and descending along the downstream slope of the Lifamatola Passage, suggesting a supercritical overflow. Intense mixing downstream of the sill is suggested by plentiful finescale density inversions in the CTD profiles. The spilling overflow entrains overlying waters along its path, as a consequence of mixing, and enters the deep Banda Sea, where it upwells and exits to the Indian Ocean.

Our estimate of 2.4 Sv of volume transport below the 3.4°C Conservative Temperature surface agrees moderately well with results from all three of the idealized weir formulas for critical flow, although most closely with the rectangular or triangular weir formulas. Based on Thorpe scale estimates, we find that for the overflow delimited by the 3.4°C interface, the mean dissipation rate is up to 1.1 × 10⁻⁷ W kg⁻¹ downstream of the mooring location and the diapycnal averaged diffusivity averaged over downstream isothermal layers ranges from 2.3 × 10⁻³ to 10.1 × 10⁻³ m² s⁻¹. A bulk diapycnal diffusivity estimated from a thermodynamic budget ranges from 2 × 10⁻² to 11 × 10⁻² m² s⁻¹ at the 2.6°C interface. This mismatch may be caused by lack of hydrographic measurements near the 2.6°C interface. The associated entrainment transport is estimated to be 0.6–1.2 Sv, bringing the total overflow transport of water colder than 3.4°C to 3.0–3.6 Sv. The diapycnal diffusivity coefficient and downward turbulent heat flux required to reach thermal equilibrium with the upwelling cold water are 1.6 × 10⁻³ ± 5 × 10⁻⁴ m² s⁻¹ and 9 W m⁻² at the 3.4°C surface within the Banda Sea.

Van Aken et al. (2009) estimated that tidal currents account for ~65% of the along-thalweg current variability...
at the mooring location, but they also identified a month-long record when hydrographic properties in the passage were substantially altered by an intrusion of an anomalous water mass from the Maluku Sea into the passage. The effect of tidal variations on the criticality of the flow can be evaluated by the Froude numbers $F$ and $F_1$ (section 3b) assuming the upper boundary of the overflow at $Q_3 = 3.48°C$. As shown in Fig. 7a, the time-mean values for both $F$ and $F_1$ are close to unity, but their standard deviation is close to 0.5, suggesting potential interruptions of hydraulic control. Instantaneous Froude numbers above and below unity suggest moderately subcritical and supercritical flows over a typical tidal cycle, but these fluctuations may correspond to a shift in the position of the critical section rather than a complete loss of criticality. However, a substantial reduction in Froude number values occurred during the month-long episode (Fig. 7b) identified by van Aken et al. (2009). Further investigation of time dependence is beyond the scope of this work but remains a largely open area of investigation.

Although the gradient Richardson numbers calculated from the mean profiles are generally larger than the critical value 1/4, a few instantaneous values near the bottom are below 1/4 (10th-percentile profile in Fig. 3d), which may indicate presence of shear instabilities (Miles 1961; Howard 1961) of the intermittent flow. The proximity of the passage to the equator also raises the question of whether inertial instability might occur. If a background flow is parallel and inviscid, this flow is geostrophic balanced and the necessary condition for submesoscale instability in the Southern Hemisphere is

$$q = \frac{1}{g} \left( f + \frac{\partial V}{\partial x} \right) N^2 - f \frac{\partial V}{\partial z} > 0,$$  \hspace{1cm} (7)

where $f$ is the Coriolis parameter and $q$ is the Ertel potential vorticity (Hoskins 1974). Inertial instability is favored when the term involving the absolute vertical vorticity (first term) is dominantly positive. Here we assume that the Lifamatola velocity field at the mooring section is parallel and directed along the thalweg, and rotate coordinates so that $x$ in Eq. (7) indicates cross-thalweg direction. Assuming the background overflow is geostrophic and jet-like, with $V$ of $0.45 \text{ m s}^{-1}$, $N^2$ of $2 \times 10^{-6} \text{ s}^{-2}$, $f$ of $-4.6 \times 10^{-6} \text{ s}^{-1}$, and the horizontal and vertical scales of 10 km and 500 m, respectively, we estimate $q = [1.7 \times 10^{-11} + 4 \times 10^{-13}] > 0$, which
suggests that inertial instability is possible. Condition (7) is only satisfied within the northeast portion of the jet-like flow, and the fastest growing disturbance is estimated to be $2\pi/3.6$ days based on Thomas et al. (2013). We note that the assumption of geostrophy may lead to an unrealistic simplification of $q$ in Eq. (7), since the channel width (21 km) is many times smaller than the local Rossby radius of deformation (124 km) and thus the ageostrophic components of the background flow may be nonnegligible. Future high-resolution velocity and hydrographic measurements across the passage could determine the extent to which the flow is geostrophically balanced. Inertial instability might result in meandering of the flow, or perhaps cellular motions in the plane normal to the flow axis, and would therefore be difficult to detect using the present data.
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APPENDIX A

The “Shape” Coefficients

The “shape” coefficients that account for vertical variations in velocity and density are defined following Nielsen et al. (2004):

$$\alpha = \frac{\int_{h}^{h+D} v(z)^2 \, dz}{DV^2},$$  \hspace{1cm} (A1)

$$\beta = \frac{\int_{h}^{h+D} \int_{z}^{h+D} \rho'(z') \, dz' \, dz}{D^2 \overline{\rho}^2},$$  \hspace{1cm} (A2)

where $V = \int_{h}^{h+D} v(z) \, dz/D$, $\overline{\rho} = \int_{z}^{h+D} \rho'(z) \, dz/D$, $h$ is the bottom depth, and $\rho'(z) = \rho(z) - \rho_0$ is the difference between density at $z$ and the density of a homogeneous overlying layer.

APPENDIX B

Diapycnal Diffusivity and Turbulent Dissipation from Thorpe Scales

The Thorpe scale $L_T$ is defined as the root-mean-square of the vertical displacements (Thorpe displacements) required re-sorting of the density profile to form a stable configuration (Thorpe 1977). In order to remove the noise associated with salinity spikes, we compute the Thorpe displacements based on Conservative Temperature instead of density from CTD measurements. Another justification for using temperature profiles is that the temperature sensor has a lower noise level than the conductivity sensor. We note that 90% of the density stability ratios $R_p$ within overturns are less than −3.0, suggesting that the overturns are primarily temperature-stratified. The ratio $R_p$ quantifies the relative contributions of the vertical gradients of temperature and salinity to the stratification, and a range of −0.5 to 2.0 has been used to identify salinity-stratified overturns and salt fingers (St. Laurent and Schmitt 1999; Ijichi and Hibiya 2018). An overturn is delimited by its upper and lower boundaries, where the cumulative Thorpe displacements become zero. Limited by the CTD resolution (about 1 m), we can only resolve overturns that are larger than 2 m or Thorpe scales $L_T$ larger than 1 m. Also, we employ the procedure developed by Thorpe (1977) of rejecting any overturn in which the sorted profile differs from the original profile by less than the noise level. This is done to avoid introducing spurious overturns and upward biasing of the dissipation rate estimates. The noise level of the Conservative Temperature is taken to be the CTD accuracy for temperature, 0.001°C.

The dissipation rate of turbulent kinetic energy $\varepsilon$ can be estimated under the assumed linear relationship of $L_T$ and Ozmidov scale $L_O$ (Ozmidov 1965):

$$\varepsilon = a^2 L_T^3 N^3,$$  \hspace{1cm} (B1)

where $a = L_O/L_T$ is the proportionality factor and $L_O = e^{12} N^{-3/2}$ is the Ozmidov scale, the expected vertical scale of the largest possible overturn. We choose $a = 0.8$, which holds under a range of different oceanic mixing conditions (Dillon 1982). $N$ is the background buoyancy frequency, against which the turbulence works. Since the Conservative Temperature is used as a surrogate for density, “pseudo” potential density profiles constructed only from temperature measurements are used to estimate $N$ (Mater et al. 2015). Following Smyth et al. (2001), $N$ in an overturning region is calculated from a bulk density gradient defined by the root-mean-square...
of the differences between the unsorted and sorted pseudo buoyancy values divided by the Thorpe scale. A commonly used estimate of the diapycnal diffusivity coefficient is given by (Osborn 1980)

$$K = \Gamma e N^{-2},$$

in which the mixing coefficient $\Gamma$ is taken as the conventional value of 0.2 (Gregg et al. 2018).

**APPENDIX C**

**Thermodynamics Formulation in Terms of Potential Enthalpy**

The mass conservation equation and thermodynamic equation with respect to the potential enthalpy $h^o$ may be written as

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \nu) = 0,$$  \hspace{1cm} (C1)

$$\frac{\partial (\rho h^o)}{\partial t} + \nabla \cdot (\rho \nu h^o - \rho K \nabla h^o) = \rho e.$$ \hspace{1cm} (C2)

For steady state conditions, (C2) specifies that the net advective fluxes into the control volume is balanced by a (usually negligible) sink due to dissipation within the control volume, and by the diffusive fluxes out of the control volume. Combining this budget with the mass budget and applying the result to various control volumes (Fig. C1) allows us to approximate properties like diffusivity and entrainment. Typically, the control volume is delimited by the upstream flow entrance and downstream exit, and by the bottom and an overlying constant Conservative Temperature surface. Under this definition of control volume, the diffusive flux due to the gradient of $h^o$ that is tangential to a conservative surface is zero. In the below calculations, we will refer to $K$ in (C1) and (C2) as “diapycnal diffusivity coefficient” since density is mostly controlled by temperature in the study region.

a. Diapycnal diffusivity in the Lifamatola Passage overflow

Here we define a control volume bounded upstream by the cross section at the mooring station ($S_1$) and a constant Conservative Temperature surface ($S_i$). $h^o = h_i^o$, which grounds just downstream of the region of most intense mixing. Subtracting the volume integral of (C2) from the product of $h_i^o$ and integral of (C1), we obtain a bulk estimate of the diapycnal diffusivity coefficient:

$$K_i = \frac{\int_{(S_1)} \rho \nu h^o dS - \int_{(S_i)} \int \rho \nu h^o dS - \int \int \rho e dV}{\rho \int \frac{\partial h^o}{\partial z} \Bigg|_{(S_1)}}$$ \hspace{1cm} (C3)
where $S_i$ and $S_l$ also represent the surface areas.

b. Entrainment estimate at the Lifamotola Passage

Here the control volume is bounded by the cross section at the mooring station $(S_1)$, a vertical cross section $(S_2)$ located downstream of $(S_1)$, and an upper interface $(S_{i1})$ with constant Conservative Temperature. The approximation of the potential enthalpy at $(S_2)$ is represented by the depth average value $\overline{h_2}$ (i.e., $\int_{(S_2)} h^\rho \omega dS = \overline{h_2} \int_{(S_2)} \rho \omega dS$). Without knowing the downstream velocities, this procedure eliminates the advection term at the downstream section $(S_2)$ by subtracting the volume integral of (C2) from the product of $h_2$ and integral of (C1). The volume flux corresponding to cross interface entrainment is given by

$$ Q_e = \frac{\overline{h_2} \int_{(S_1)} \rho \omega dS - \int_{(S_1)} h^\rho \omega dS - \rho_{i1} K_{(i1)} \frac{\partial h^\rho}{\partial z} |_{(i1)} S_{i1} - \int \rho \omega dV}{(h_{i1} - \overline{h_2}) \rho_{i1}}. \quad (C4) $$

c. Diapycnal diffusivity in the Banda Sea

The control volume is bounded by section $(S_2)$ and the extension $(S_{i2})$ of $(S_{i1})$ into the Banda Sea, where it grounds. The upwelling velocity at $(S_{i2})$ can be obtained by integrating (C1) over this control volume:

$$ w_{(i2)} = \frac{\int_{(S_1)} \rho \omega dS + \rho_{i1} Q_e}{\rho_{i2} S_{i2}}. \quad (C5) $$

The diapycnal diffusivity coefficient at $(S_{i2})$ can be obtained by subtracting the volume integral of (C2) from the product of $h_2$ and integral of (C1):

$$ K_{(i2)} = \frac{\int_{(S_1)} \rho \omega dS - \int_{(S_1)} h^\rho \omega dS - \int \rho \omega dV}{\rho_{i2} \frac{\partial h^\rho}{\partial z} |_{(i2)} S_{i2}}. \quad (C6) $$

The advective fluxes at section $(S_2)$ in (C6) can be eliminated by integrating (C1) and (C2) over another control volume bounded by $(S_1)$, $(S_2)$, and $(S_{i1})$ while assuming $\int_{(S_2)} h^\rho \omega dS = \overline{h_2} \int_{(S_2)} \rho \omega dS$. These procedures arrive at

$$ K_{(i2)} = \frac{\int_{(S_1)} \rho \omega dS - \int_{(S_1)} h^\rho \omega dS + (h_{i1} - h_{i2}) \rho_{i1} Q_e - \rho_{i1} K_{(i1)} \frac{\partial h^\rho}{\partial z} |_{(i1)} S_{i1} - \int \rho \omega dV}{\rho_{i2} \frac{\partial h^\rho}{\partial z} |_{(i2)} S_{i2}}. \quad (C7) $$

The potential enthalpy flux over the interface $(S_{i2})$ is

$$ H_{(i2)} = K_{(i2)} \rho_{i2} \frac{\partial h^\rho}{\partial z} |_{(i2)}. \quad (C8) $$

Since the potential enthalpy is a measure of heat, (C8) also represents the turbulent heat flux, with positive $H$ implying downward turbulent heat fluxes.
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