Adaptation of the Predicted Particles Properties (P3) Microphysics Scheme for Large-Scale Numerical Weather Prediction
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ABSTRACT: A parameterization for the subgrid-scale cloud and precipitation fractions has been incorporated into the Predicted Particle Properties (P3) microphysics scheme for use in atmospheric models with relatively coarse horizontal resolution. The modified scheme was tested in a simple 1D kinematic model and in the Canadian Global Environmental Multiscale (GEM) model using an operational global NWP configuration with a 25-km grid spacing. A series of 5-day forecast simulations was run using P3 and the much simpler operational Sundqvist condensation scheme as a benchmark for comparison. The effects of using P3 in a global GEM configuration, with and without the modifications, were explored through statistical metrics of common forecast fields against upper-air and surface observations. Diagnostics of state variable tendencies from various physics parameterizations were examined to identify possible sources of errors resulting from the use of the modified scheme. Sensitivity tests were performed on the coupling between the deep convection parameterization scheme and the microphysics, specifically regarding assumptions in the physical properties of detrained ice. It was found that even without recalibration of the suite of moist physical parameterizations, substituting the Sundqvist condensation scheme with the modified P3 microphysics resulted in some significant improvements to the temperature and geopotential height bias throughout the troposphere and out to day 5, but with degradation to error standard deviation toward the end of the integrations, as well as an increase in the positive bias of precipitation quantities. The modified P3 scheme was thus shown to hold promise for potential use in coarse-resolution NWP systems.
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1. Introduction

Clouds are an important component of the atmosphere due to their impacts on the general circulation and on the hydrological cycle. They affect longwave and shortwave radiative transfer, they affect atmospheric dynamics through latent heat release and absorption during phase changes of water and mass loading of condensate, and water is returned to the surface through precipitation. Despite their importance, the representation of clouds and cloud processes remain one of the largest sources of uncertainty in general circulations models (GCMs) and numerical weather prediction (NWP) models (Klein and Jakob 1999; Jiang et al. 2012; IPCC 2013).

In atmospheric models, clouds and precipitation are represented by a combination of physical parameterizations that are each targeted at a specific subset of moist processes. These include “implicit” (subgrid-scale) clouds generated by the boundary layer scheme and the convection parameterization—which is often subdivided into shallow, midlevel, and deep convection through separate parameterization schemes—and “explicit” clouds from the gridscale condensation scheme (e.g., McTaggart-Cowan et al. 2019). Depending on the model grid spacing and the resulting degree to which different types of clouds are resolved, these “moist physics” schemes vary in their relative importance. For example, with horizontal grid spacings less than a few hundred meters, deep convection is considered to be resolved (Bryan et al. 2003; Lebo and Morrison 2015), and thus the convection parameterizations are not activated and moist physics is usually treated entirely by the “explicit” condensation scheme. Conversely, in models with horizontal grid spacings > 10 km, convection schemes are necessary and generally play a larger role with coarser grid spacing (Grell and Freitas 2014).

Regardless of the resolution, the gridscale condensation scheme plays a crucial role in atmospheric models, though to different degrees and using different methods, depending on the grid spacing and the corresponding relative contributions of the implicit schemes. The terminology used in the scientific literature to describe condensation schemes is often inconsistent and confusing. To facilitate discussion in this article, the following terminology is used. A gridscale condensation scheme can, in general, be considered to consist of the following three components: 1) the subgrid cloud fraction parameterization (SCF, or cloud “macrophysics” scheme); 2) the microphysics scheme; and 3) the precipitation scheme. The cloud fraction (CF) provided by the SCF component is the percentage of the grid element that is covered by cloud (and is saturated), even though the gridscale relative humidity
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may be less than 100%. The microphysics scheme computes the bulk effects of a complex set of cloud microphysical processes. If precipitating hydrometeors are advected by the model dynamics, the precipitation is said to be prognostic; if precipitation is assumed to fall instantly to the surface upon production, it is considered diagnostic. The precipitation “scheme” is not a separate component per se, since it simply reflects the level of detail in the microphysics parameterization, but it is a useful concept to facilitate the comparison of different gridscale condensation parameterizations.

With a wide range of grid spacings in current NWP models, there is a wide variety of types of condensation schemes and degrees of complexity in their various components. For example, convective scale models have typically used detailed bulk microphysics schemes (BMSs, i.e., the hydrometeor size distribution is assumed as an empirical function), inherently with no SCF component (the CF is either 0 or 1) and with prognostic precipitation, while large-scale global models use condensation parameterizations, sometimes referred to as “stratiform” cloud schemes, typically with much simpler microphysics and diagnostic precipitation but with more emphasis on the details of the SCF. However, with continually increasing computer resources and decreasing grid spacing (both in research and operational prediction systems), the distinction between schemes designed for specific ranges of model resolutions is disappearing and condensation schemes are being designed or modified to be more versatile and usable across a wider range of model resolutions. With many operational NWP systems now at the convective scale (HRDPS; 1 HRRR; 2 NAM CONUS nest; 3 UKV-UM; 4 AROME; 5 COSMO), detailed BMSs are now widely used as the gridscale condensation scheme.

Necessary modifications to adapt a BMS to increasing grid spacing include: 1) the incorporation of a nonbinary SCF; 2) possible modifications for use with large model time steps; and 3) possible simplifications to the parameterized microphysical processes (e.g., Forbes et al. 2012; Chosson et al. 2014; Dietlicher et al. 2018). Also, adapting a detailed BMS into a large-scale model generally includes recalibration of other moist parameterization schemes so that they work in optimal balance.

The Meteorological Service of Canada (MSC), which includes the government weather service of Environment and Climate Change Canada (ECCC), runs several NWP systems to provide numerical guidance at a range of spatial and temporal scales. All MSC atmospheric prediction systems, including short-range and medium-range deterministic and ensemble NWP systems as well as a seasonal prediction system, use the Global Environmental Multiscale (GEM) weather prediction model (Côté et al. 1998; Girard et al. 2014). This article describes a continuation of a modernization project to unify the package of physical parameterizations used in MSC’s operational NWP systems over a wide range of resolutions and for the general improvement of the global hydrological cycle (McTaggart-Cowan et al. 2019). While most of the atmospheric physical parameterizations in GEM have been updated, the gridscale condensation scheme used in most NWP systems has not been modified for many years.

Two different gridscale condensation schemes are currently used in operational GEM-based NWP systems. In late 2018, the single-category configuration of the Predicted Particle Properties (P3) microphysics scheme (Morrison and Milbrandt 2015a, hereafter MM15a) was implemented into the High Resolution (2.5 km) Deterministic Prediction System (HRDPS; Milbrandt et al. 2016). In all of the other NWP systems at MSC, the Sundqvist et al. (1989) condensation scheme is used. The Sundqvist scheme uses a diagnostic SCF and a very simple microphysics component that includes a single prognostic variable for the total nonprecipitating condensate mass, and hence has diagnostic precipitation. In the past, the use of this scheme for all large-scale MSC prediction systems was justifiable, given the coarser model resolutions and limited computer resources. However, it has been recognized that Sundqvist is no longer appropriate for the current operational systems. For example, the Regional and Global Deterministic Prediction Systems (RDPS and GDPS, respectively) suffer from a systematic upwind displacement of precipitation (e.g., Mo et al. 2019), Sundqvist underpredicts ice water content (IWC) aloft (Chosson et al. 2014), and a prescribed (constant) effective radius of ice crystals is used for the computation of cloud optical properties for the radiative transfer scheme. Thus, a more detailed condensation scheme—with a better representation of in-cloud microphysical processes and with prognostic precipitation—could be beneficial to some MSC prediction systems.

To this end, development has been done at ECCC to adapt the P3 microphysics scheme for use in coarser resolution models. In P3, a new approach to represent ice was proposed by MM15a and Milbrandt and Morrison (2016), where a user-specified number of freely evolving (i.e., not predefined) ice-phase hydrometeor categories are used. It was shown in Morrison and Milbrandt (2015b) that even with a single ice category, the P3 scheme can simulate different types of weather events at least as well or better than traditional (category-based), state-of-the-art schemes, and at a reduced computational cost. Although originally developed as a proof-of-concept research scheme, it soon became clear that P3 could be suitable for kilometer-scale NWP systems. In the work presented herein, P3 was modified by incorporating a SCF scheme, thereby allowing for subgrid-scale clouds to form and exist in subsaturated grid boxes. The SCF is similar to the one used in Sundqvist, where the diagnostic cloud fraction is based on a height-dependent relative humidity threshold.
The objectives of this article are to document the changes made to the P3 scheme and to examine the effects in a NWP context. We also explore the requirements of properly interfacing P3 with the deep convection scheme. Tests are performed using a 25-km GEM configuration based on the operational GDPS. The remainder of this article is organized as follows. Section 2 provides a description of the modified cloud microphysics scheme as well as an illustration of its general behavior in a simple 1D model. Section 3 summarizes the different techniques used at ECCC to validate the GEM NWP systems under development. Section 4 examines the potential of the modified P3 scheme for use in GEM compared with the operational Sundqvist scheme. The importance of realistically interfacing the modified cloud microphysics and deep convection schemes is addressed in section 5. Concluding comments are given in section 6.

2. Description of the modified cloud microphysics scheme

a. Overview of the P3 scheme

A complete description of the P3 scheme version used as the starting point of the development described in the following section can be found in MM15a. A brief overview of the scheme is provided here. Table 1 lists the symbols used in this article. The liquid phase of P3 is a typical two-moment, two-category scheme, with prognostic equations for the mass mixing ratios \( q \) and number mixing ratios \( N \) of cloud water and rain. The particle size distribution (PSD) of each category is described by a complete gamma function. P3 scheme differs from the traditional category-based microphysics schemes by abandoning the use of predefined ice-phase types (e.g., ice, snow, etc.) with fixed parameters for bulk physical properties and predicts the continuous evolution of the physical properties of “free” ice-phase hydrometeors through a careful selection of prognostic variables. In the 2.5-km HRDPS and in this work, P3 uses one ice-phase category whose PSD is described by a complete gamma function and with four prognostic variables: the total ice mass mixing ratio \( q_{i,tot} \), the rime mass mixing ratio \( q_{i,rim} \), the total ice number mixing ratio \( N_{i,tot} \), and the bulk rime volume mixing ratio \( B_{i,rim} \). These prognostic variables have been specifically chosen in order to predict important ice physical properties, such as bulk particle density, rime mass fraction, mean particle size, etc. The evolution of any prognostic microphysical variable \( \varphi \in \{ q_i, N_i, N_{i,tot}, q_{i,rim}, N_{i,tot}, B_{i,rim} \} \) has the form:

\[
\frac{\partial \varphi}{\partial t} + u \cdot \nabla \varphi = \frac{\partial \varphi_{\text{micro}}}{\partial t} - \frac{\partial \varphi_{\text{sed}}}{\partial t},
\]

where the left-hand side includes the dynamical tendencies (advection), \( u \) is the wind vector, and the terms on right-hand side are the microphysical process rates (source/sink terms) and sedimentation tendencies, respectively. The source/sink terms include microphysical process rates such as nucleation, diffusional growth, collision–collection, freezing, and melting.

b. The subgrid cloud and precipitation fraction component

The adaptation of a detailed BMS for use in models with large grid spacings (>10 km) requires the implementation of a subgrid cloud fraction (SCF) component. The approach described in Chosson et al. (2014) has been applied to P3. In addition to providing a CF, this scheme also diagnoses the fraction of the grid where precipitation is likely to occur, which may be different from the CF; thus, the full parameterization is referred to as the SCFP (subgrid cloud and precipitation fraction). The SCFP scheme uses a simple diagnostic method to represent the fraction of the grid box where cloud formation and decay occur. It is based on an assumed fixed-width top-hat PDF to represent the subgrid-scale variability of total water mass mixing ratio, uniformly distributed around its grid-mean \( \bar{q} \pm \Delta q \) (see Fig. 1). The term \( \bar{q} \) is the sum of grid-mean water vapor mixing ratio \( q_v \) and grid-mean cloud condensate mixing ratio \( q_{cond} \); the latter defined as cloud water mixing ratio \( q_v \), plus total ice mixing ratio \( q_{i,tot} \). From the saturated portion of the PDF, one can diagnose the cloud fraction \( a \) and the mean

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>Cloud fraction</td>
<td>—</td>
</tr>
<tr>
<td>( B_{i,rim} )</td>
<td>Volume mixing ratio, rime ice</td>
<td>( \text{m}^2 \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( N_i )</td>
<td>Number mixing ratio, cloud</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( N_{i,dtot} )</td>
<td>Number mixing ratio of detrained ice</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( N_{i,tot} )</td>
<td>Number mixing ratio, total ice</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( q_i )</td>
<td>Number mixing ratio, rain</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( q_{cond} )</td>
<td>Mass mixing ratio, condensate (cloud + total ice)</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( q_{i,rim} )</td>
<td>Mass mixing ratio, rime ice</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( q_{i,tot} )</td>
<td>Mass mixing ratio, total ice</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( q_{min} )</td>
<td>Minimum mixing ratio for cloudy air</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( q_r )</td>
<td>Mass mixing ratio, rain</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( q_{sat} )</td>
<td>Saturation mixing ratio</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( q_r )</td>
<td>Mass mixing ratio, total mass</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( q_{rd} )</td>
<td>Mean in-cloud total water mixing ratio</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( q_{re} )</td>
<td>Mean clear-sky total water mixing ratio</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( q_{re} )</td>
<td>Mean in-cloud mixing ratio, vapor</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( q_{re} )</td>
<td>Mean clear-air mixing ratio, vapor</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( \Delta q )</td>
<td>Width of the PDF of total water mixing ratio</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( q_{cond} )</td>
<td>Grid-mean mass mixing ratio, condensate</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( q_{i} )</td>
<td>Grid-mean mass mixing ratio, total</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( q_{i} )</td>
<td>Grid-mean mass mixing ratio, vapor</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( q_{i} )</td>
<td>Grid-mean mass mixing ratio, total ice</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( q_{i} )</td>
<td>Grid-mean mass mixing ratio, cloud</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( CWC )</td>
<td>Cloud water content</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( IWC )</td>
<td>Ice water content</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( CWP )</td>
<td>Cloud water path</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( IWP )</td>
<td>Ice water path</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( RWP )</td>
<td>Rainwater path</td>
<td>( \text{kg}^{-1} )</td>
</tr>
<tr>
<td>( r_{e} )</td>
<td>Effective radius, cloud (droplets)</td>
<td>( \text{m} )</td>
</tr>
<tr>
<td>( r_{e} )</td>
<td>Effective radius, ice</td>
<td>( \text{m} )</td>
</tr>
<tr>
<td>( RH_e )</td>
<td>Critical relative humidity</td>
<td>—</td>
</tr>
<tr>
<td>( r_{m,i} )</td>
<td>Volume-mean radius, ice</td>
<td>( \text{m} )</td>
</tr>
<tr>
<td>( T )</td>
<td>Air temperature</td>
<td>( ^\circ\text{C} )</td>
</tr>
<tr>
<td>( T_d )</td>
<td>Dewpoint temperature</td>
<td>( ^\circ\text{C} )</td>
</tr>
<tr>
<td>( Z_g )</td>
<td>Geopotential height</td>
<td>( \text{m} )</td>
</tr>
</tbody>
</table>
in-cloud total water mixing ratio $q_{cl}^{cl}$ (see Fig. 1). For the sub-saturated portion, one can diagnose the mean clear-sky total water mixing ratio $q_{cl}^{cl}$ (see Fig. 1). As the cloud condensate is present only in the cloudy fraction of the grid box, one can also derive the in-cloud mean water vapor mixing ratios $q_{cl}^{cl}$ and the cloud-free mean water vapor mixing ratios $q_{cl}^{cl}$. From the prognostic grid-mean variables of $q_{cl}$, $q_{cond}$, and saturation mixing ratio (with respect to liquid or ice, depending on the temperature) $q_{sat}$, one can obtain the cloud fraction $a$, and the in-cloud mean $q_{cl}^{cl}$ and cloud-free mean $q_{cl}^{cl}$, through the following equations:

$$a = \frac{q_{cl} + \Delta q - q_{sat}}{2\Delta q}, \text{ with } 0 \leq a \leq 1;$$

$$q_{cl}^{cl} = q_{cl}^{cl} - q_{cond} = \frac{q_{cl} + \Delta q + q_{sat} - q_{cond}}{2};$$

$$q_{cl}^{cl} = q_{cl}^{cl} - \Delta q + q_{sat}.$$  

An empirical relationship between the PDF width ($\Delta q$ is a measure of the subgrid moisture variability) and a vertical profile of the critical threshold relative humidity $RH_{cr}$, described in Fig. 2 (as implemented in the operational GEM model for the Sundqvist scheme), is established:

$$\Delta q = q_{sat}(1 - RH_{cr}).$$

Note that $q_{cl}^{cl} = q_{cl}$ when the CF is zero.

The fact that precipitation can appear within a fraction only of the cloud is also taken into account and Chosson et al. (2014) also proposed an initial subgrid precipitation fraction potentially different from the cloud fraction that triggers the precipitation, whose effect is to increase the precipitation fraction. In the modified P3, cloud droplets and ice particles are considered to be uniformly distributed within the cloudy fraction of the grid cell, and rain drops are considered to be uniformly distributed within the precipitation fraction part of the grid cell. As will be shown in section 4, an already positive moist precipitation bias was exacerbated by the transition to the modified P3, so the precipitation fraction is set equal to the cloud fraction in this work. A maximum-random overlap assumption is employed to determine how clouds overlap with each other in the model column (Geleyn and Hollingsworth 1979). In situations where cloud water and ice sediment into a subsaturated environment ($a = 0$), it is assumed that the precipitation fraction takes the value of the computed cloud fraction at the above level, without any modification of the local cloud-free mean water vapor mass mixing ratio.

At the beginning of the P3 time step, the SCPF component provides the in-cloud mean values of $q_{cl}$ and $N_{v}$, that is, $q_{x} = q_{cl}^{cl}$ for $x = c$ or $i$, tot, required to calculate the in-cloud mean microphysical processes rates. The grid-mean rates are then obtained by multiplying the in-cloud mean rates by the CF. For liquid condensation/evaporation (CON/EVP) and ice deposition/sublimation (DEP/SUB), the in-cloud mean $q_{v}^{cl}$ or cloud-free mean $q_{v}^{cl}$ value of water vapor mixing ratio is used to compute the in-cloud and cloud-free mean saturation mixing ratio, and the result is multiplied by its corresponding CF; $q_{v}^{cl}$ is also used for ice melting (MLT) and wet growth of ice (WET) as P3 adopts the relative humidity-dependent Lin et al. (1983) and Musil (1970) parameterizations for these processes, respectively. All prognostic microphysical variables are then updated with these grid-mean tendencies. The SCPF scheme is called again before sedimentation to update the in-cloud mean values of $q_{cl}$ and $N_{v}$ for the calculation of the physical hydrometeors properties and the bulk fall speed needed for sedimentation. At the end of the microphysics time step, the SCPF then provides the CF, which is used by the radiative transfer scheme.

Large-scale NWP models use much longer time steps than kilometer-scale models, for which detailed BMSs were originally designed, thus adaptation of a detailed microphysics scheme may also require modification for use with longer time steps. This is essentially an optimization, but it is necessary for consideration in an operational model. In the implementation of P3 in GEM, the microphysics routine is substepped (i.e., it is called multiple times consecutively) such that the time step used by the microphysics has a maximum value of 60 s. This is done primarily because in P3 the microphysical process rates are computed and applied separately from sedimentation.
which means that with large model time steps and no substepping hydrometeors can sediment a great distance without any interaction with the environment; the microphysics substepping mitigates this problem. Also, further substepping within the sedimentation computation (which is essentially 1D advection) is performed to ensure numerical stability.

**c. Coupling with the deep convection scheme**

The gridscale condensation schemes (Sundqvist and P3) interact directly in GEM with the deep convection and radiative transfer schemes. The convection schemes may detrain anvil, mid and low-level condensate to the gridscale scheme. Detrained condensate is provided to the microphysics by simply adding the ice and/or water mass(es) to the appropriate prognostic hydrometeor mixing ratio variable(s). Additional assumptions, described in section 5, about total number mixing ratio(s) are needed since P3 is a two-moment scheme. The radiative transfer scheme requires the CF and cloud optical properties (cloud optical depth, single scattering albedo, and asymmetry factor) from the combined implicit schemes and the gridscale condensation scheme. This CF for the radiation scheme is computed assuming random overlap between clouds from each source (moist parameterization) when using Sundqvist. With P3, random overlap is assumed for implicit sources and minimum overlap is then assumed between these clouds and the explicit clouds from P3 (with or without the SCPF). The optical properties are parameterized as a function of cloud water/ice water path (CWP, IWP) and cloud water/ice effective radius ($r_{e,c}, r_{e,i}$) and are thus highly dependent on the details of the microphysics. CWP and IWP are computed directly by summing cloud water and ice mass mixing ratio provided by each cloud source. The total condensate mass from Sundqvist is partitioned diagnostically into cloud water and ice (Boudala et al. 2004) and $r_{e,c}$ values are computed as a function of the CWP and an assumed droplet number concentration, depending on the surface type (ocean and land). Limits of 4 and 17 μm are imposed on $r_{e,c}$, whereas $r_{e,i}$ is assumed to have a fixed value of 15 μm everywhere. In P3, the effective radius is directly computed from the PSD of each hydrometeor category. These values are directly used to compute the cloud optical properties. Limits of 4–40 μm and 10–70 μm are imposed on $r_{e,c}$ and $r_{e,i}$, respectively, in order to respect the limits of the radiation tables used in GEM (McTaggart-Cowan et al. 2019; Milbrandt et al. 2018). For the implicit clouds, $r_{e,c}$ is computed as described above for clouds from Sundqvist except that $r_{e,i}$ is assumed to have a fixed value of 30 μm. The optical properties from the explicit and implicit sources are then aggregated leading to the final computed values that are used for the subsequent radiative transfer calculations.

**d. Test in a 1D kinematic model**

The modified P3 scheme is first tested with a simple 1D kinematic column model (described in Milbrandt et al. 2014) to illustrate that the code produces physically reasonable results. Table 2 lists the condensation scheme configurations used in this study. The first three were tested in the 1D model and include the version of the Sundqvist scheme used in GEM (SUND), the single-category P3 scheme (P3), and the modified P3_SCPF Modified version of P3 with the subgrid cloud and precipitation fraction scheme

<table>
<thead>
<tr>
<th>Runs</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUND</td>
<td>Sundqvist-based cloud microphysics scheme</td>
</tr>
<tr>
<td>P3</td>
<td>Original version of P3 cloud microphysics scheme</td>
</tr>
<tr>
<td>P3_SCPF</td>
<td>Modified version of P3 with the SCPF</td>
</tr>
<tr>
<td>P3_SCPF_Rmi20</td>
<td>As in P3_SCPF, but with a prescribed volume mean radius $r_{mi}$, on the order of 20 μm, used to derive the total number mixing ratio of ice crystals detrained from the deep condensation scheme into the explicit P3 scheme</td>
</tr>
<tr>
<td>P3_SCPF_Rmi40</td>
<td>As P3_SCPF_Rmi20, but with $r_{mi} = 40 \mu m$</td>
</tr>
<tr>
<td>P3_SCPF_Rmi60</td>
<td>As P3_SCPF_Rmi20, but with $r_{mi} = 60 \mu m$</td>
</tr>
</tbody>
</table>

P3 scheme with the SCPF component activated (P3_SCPF). SUND is included here for comparison since it contains a SCF with similar relative humidity criteria to diagnose the CF as in P3_SCPF (Fig. 2) and the behavior of Sundqvist (in GEM) is known. Weak upward air motion is prescribed in the 1D model for the first 3 h, followed by downward motion (Figs. 2 and 3), mimicking a typical nonconvective gridscale vertical velocity in a large-scale (~25 km) 3D model. The 1D model is initialized with the same sounding used in Chosson et al. (2014) to represent a deep midlevel cloud layer with overlying cirrus. The column is divided into 51 vertical levels with a constant grid spacing of 245 m and a top at 15-km altitude. The time step used is 60 s and the duration of the simulations is 360 min.

Figures 3a–c show time evolution of the vertical profiles of the CF, condensate water paths and precipitation rates. For P3 and P3_SCPF, the cloud water path (CWP), rainwater path (RWP), and ice water path (IWP) are the vertical integrals of the cloud water, rainwater, and ice mass contents, respectively. For SUND, the cloud water path (CWP) and ice water path (IWP) are the vertical integrals of the total condensate mass content, partitioned into liquid and ice based on temperature.

For P3, the CF in a grid point is 1 if there is any “cloud” and 0 otherwise, where it is considered “cloudy” if either $q_{c} > q_{min}$ and/or if both $q_{i,total} > q_{min}$ and $r_{e,i} < 100 \mu m$ (otherwise the ice is considered to be precipitation and does not contribute to cloudiness) with $q_{min} = 10^{-14} \text{kg kg}^{-1}$. Even though both P3_SCPF and SUND have the same relative humidity threshold, higher CF values are produced with SUND compared to P3_SCPF (Figs. 3e,f). Compared to SUND, P3 allows ice particles to consume the available moisture by diffusional growth in a more realistic way (in principle), which may explain the increase of $q_{i,total}$ in P3.

The fact the SCPF allows condensation before the gridscale saturation is achieved may explain why the overlying thin ice cloud is absent in P3 but present in P3_SCPF and SUND.

Condensation occurs earlier in P3_SCPF and SUND and there are greater peak values of the water paths and cloud lifetime compared to P3 (Figs. 3d–f). The higher quantity of surface precipitation in P3_SCPF compared to P3 is attributable to the earlier generation of condensate with the SCPF scheme leading to more production of rainwater aloft. SUND takes longer to produce precipitation at the surface than...
P3_SCPF and has overall smaller surface rain rates. Given that the CWP and cloud fraction are smaller in P3_SCPF (Figs. 3b,e), despite having the same forcing applied, we hypothesize that the differences in precipitation rates are related to a much higher precipitation efficiency in P3_SCPF owing to a combination of smaller autoconversion rates compared to SUND and that greater removal of cloud water through accretion by the prognostic precipitation (i.e., a more physical/better representation of ice/droplet interaction compared to SUND).

The interface of the new SCPF component in P3 appears to give reasonable results in the 1D model, at least in terms of the desired effects of producing clouds and possibly precipitation before gridscale saturation is reached. Having illustrated that the modified P3 appears to be working correctly and as intended, it is now practical to examine in detail its behavior in a more realistic 3D model context.

3. Data and methodology

To examine further the impacts of the SCPF component of the modified P3, the three condensation schemes discussed in the previous section have been used to run a series of simulations.

### Table 3. Summary of GEM model configuration.

<table>
<thead>
<tr>
<th>Model aspect</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid</td>
<td>Horizontal grids: 417 × 417 points, Δx = 25 km</td>
</tr>
<tr>
<td></td>
<td>Vertical grid: 84 staggered hybrid levels</td>
</tr>
<tr>
<td>Time step</td>
<td>Δt = 720 s</td>
</tr>
<tr>
<td>Model initialization scheme</td>
<td>4D incremental analysis update (4D-IAU) applied over a 6-h assimilation window (i.e., from t − 3 h to t + 3 h) (Buehner et al. 2015)</td>
</tr>
<tr>
<td>Shallow convective scheme</td>
<td>Bechtold scheme (Bechtold et al. 2001)</td>
</tr>
<tr>
<td>Deep convective scheme</td>
<td>Kain–Fritsch scheme (Kain and Fritsch 1990, 1993)</td>
</tr>
<tr>
<td>Planetary boundary layer scheme</td>
<td>TKE with statistical representation of subgrid-scale cloudiness (MoisTKE) (Bélair et al. 2005)</td>
</tr>
<tr>
<td>Radiation scheme</td>
<td>Li–Barker correlated-k distribution radiative transfer scheme (called every 1 h) (Li and Barker 2005)</td>
</tr>
<tr>
<td>Surface scheme</td>
<td>Interactions between Soil, Biosphere, and Atmosphere (ISBA) land surface scheme (Noilhan and Planton 1989; Bélair et al. 2003)</td>
</tr>
</tbody>
</table>
“hindcast” simulations using GEM with a configuration based on MSC’s operational global model, and are evaluated in the following section. In this section, the various formal verification techniques used at ECCC to validate the NWP systems under development are described.

### a. The NWP system framework

All operational deterministic and ensemble NWP systems run at MSC use the GEM forecast model (Côté et al. 1998; Girard et al. 2014). GEM is a nonhydrostatic atmospheric model that solves the fully compressible Euler equations using implicit time differencing and semi-Lagrangian advection. GEM uses an Arakawa-C grid in the horizontal (Mesinger and Arakawa 1976) and a Charney–Phillips grid in the vertical (Charney and Phillips 1953), with staggered thermodynamic and momentum levels. The operational Global Deterministic Prediction System (GDPS) uses a yin–yang grid, which consists of two overlapping limited-area domains around the globe, similar to a baseball (Qaddouri and Lee 2011).

The GEM simulations presented below were run with a 25-km global grid, with a configuration based on the GDPS (see Table 3). Note, the grid spacing of the operational GDPS was recently decreased to 15 km (McTaggart-Cowan et al. 2019). The larger grid spacing used in this study provides a more rigorous testing of the modified P3 since the SCPF plays a more important role at coarser resolution. Furthermore, this scale continues to be of interest to operational NWP (e.g., for global ensemble and seasonal prediction systems). A limited number of tests (not shown) were also performed with a 15-km grid spacing; the overall findings were similar to those with 25 km.

### b. Standard skill scores

For consideration of changes to NWP system configurations to be implemented operationally, they are evaluated
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objectively by comparing forecast skill scores of the experimental version to the operational configuration (the control). At ECCC, a set of 80 reference cases (40 winter and 40 summer) is typically used. The runs start at 0000 or 1200 UTC for 5-day integrations and are separated by 36 h to provide meteorologically independent cases. The winter cases used in this study span the period from 0000 UTC 16 December 2016 to 1200 UTC 18 February 2017; the summer cases are from 1200 UTC 17 June 2016 to 0000 UTC 21 August 2016.

Standard skill scores (bias and standard deviation) for model forecasts are then computed against radiosonde observations to evaluate the upper-air fields such as the temperature $T$, dewpoint depression $T - T_d$, geopotential height $Z_g$, zonal $U$, and meridional $V$ wind speeds over the globe and specific regions. The scores are computed at every 24-h lead time. The dataset includes radiosondes whose measurements are tied to international reference standards (Laroche and Sarrazin 2013).
The 24-h accumulated precipitation (PR24) surface field is evaluated through the frequency bias index (FBI) calculated using the nearest neighbor over North America. The FBI is the ratio between the number of simulated events and the number of observed events, that is, it indicates the tendency to overestimate (>1) or underestimate (<1) precipitation events according to different thresholds. Quality check controls were performed based on the Canadian Precipitation Analysis for precipitation observations (CaPA; Mahfouf et al. 2007; Lespinas et al. 2015) and based on an algorithm specific to MSC’s station-based verification package (EMET; Lemay and Husson 2017).

c. Tendency diagnostic

A tendency diagnostic tool, described in Zadra et al. (2014), was used to assess the first-order impact of the modified P3 scheme to physical changes in the GEM simulations. For 5-day integrations, temperature and moisture tendencies were extracted from all the contributing parameterizations as well as from the dynamics (i.e., resolved transport tendencies). All tendencies were averaged in time and in space over the globe and over specific regions. To complete the tendency diagnostic, time averaged vertical profiles of macro and microphysical properties and time series of the total precipitation rate, spatially averaged over certain regions, were calculated. The state variables averaged in time and globally such as the planetary albedo (AP) and the radiative flux at the top of the atmosphere (TOA) and surface (SFC) give a good indication of the cloud radiative effect. Verification of the planetary albedo makes it possible to ensure good radiative balance of the model. Satellite observations indicate that the
4. Impacts of using P3 (and SCPF) in a global model

In this section, we examine the effects of using P3, with and without the SCPF activated, in the 25-km global GEM configuration. A series of 5-day forecasts were run using SUND, P3, and P3_SCPF. The Sundqvist scheme has been used in the GDPS for many years and the GEM physics parameterizations (moist schemes and radiative transfer) have been calibrated to work optimally with this scheme; thus, SUND run series serves as a control. It was expected that the default P3 would result in degraded scores (and this is indeed what the evaluation below shows), because it was designed for near cloud-resolving model configurations and no calibration with the other physics schemes was done. Comparison of results with P3 and P3_SCPF, with SUND as a reference point, allow further evaluation of the new SCPF component.

a. Effects on clouds

Figure 4 provides a qualitative visual glance at the impacts of the different model configurations described in Table 4 on clouds through the all sky outgoing longwave radiation (OLR) at the TOA. The observations come from the Clouds and the Earth’s Radiant Energy System (CERES) SYN1deg-1Hour products that are Level 3 products containing 1° hourly averaged observed TOA OLR (Doelling et al. 2013, 2016) from the
National Aeronautics and Space Administration (NASA). The lowest values of OLR seen in the tropics correspond to cold cloud tops of cirrus anvils. While Fig. 4b shows that with SUND, the cirrus anvil cover is too low and the cloud tops are too warm (low), Fig. 4c shows that with P3 (similar with P3_SCPF, not shown), the coverage becomes significantly overestimated in the convective areas of the tropics.

b. Preliminary standard skill scores

Figures 5–8 present skill scores for $Z_g$ and $T$ at lead times of 24 and 120 h and for the globe and the tropics. Differences in skill scores for dewpoint depression and wind speeds between the configurations exhibit similar sensitivity as in the analysis of $T$, therefore they are not shown. As seen in Figs. 5 and 6, significant degradations in scores with P3 are evident early in the integrations (at 24 h; Fig. 5) and they amplify over time (at day 5; Fig. 6). These are at a maximum in the upper tropical troposphere (Figs. 5e,f and 6e,f) but are also present in other regions and in the winter season (not shown). In particular, it can be seen that below 500 hPa, with P3 the cold bias increases compared to SUND and the bias grows in time (Figs. 5b,d,f and 6b,d,f). Above 500 hPa, P3 behaves in the opposite way, resulting in a warm bias compared to SUND. This is more prominent in the tropics (Figs. 5f and 6f). The $Z_g$ is also deteriorated with P3 in mid and upper levels in the tropics.

In contrast, P3_SCPF results in a warm bias over most of the column (Figs. 7b,d,f and 8b,d,f). The bias below 500 hPa is similar or even slightly better than SUND, and greatly
improved compared to P3. This suggests that it is possible to reduce errors in T at lower levels and improve the simulation by coupling P3 to SCPF. However, in mid and upper levels, the warm bias is accentuated, even compared to P3, which deteriorates that aspect of the forecasts throughout the integration, especially in the tropics (Figs. 7f and 8f). The same applies to the Zg bias, which is reduced with P3, improving the simulation (except for the tropics), but accentuated toward a positive bias with P3_SCPF resulting in a notable deterioration (Figs. 7a,c,e and 8a,c,e).

Figures 9 and 10 show the FBI as a function of precipitation thresholds for P3 and P3_SCPF, respectively, compared to SUND over North America. The bias is slightly improved in P3 for thresholds less than 10 mm and slightly deteriorated for higher amounts. P3_SCPF has the opposite effect. As in the 1D simulations, P3_SCPF produces considerably more precipitation in GEM compared to P3 and SUND. These results show that the switch to a condensation scheme with detailed microphysics, with or without a CF component, has considerable impact on the simulation, even at a lead time of 24 h. Negative impacts appear to be maximum in the tropics in the upper troposphere (cirrus anvil region) as well as in the boundary layer.

c. Impact on model tendencies, radiation, and cloud properties

To understand better the direct impact of P3 and P3_SCPF as well as the indirect effects through interactions with the other physics parameterizations, a tendency diagnostic is performed on simulations from a single case, supplemented by an analysis of the radiation and cloud properties. Starting from the analysis of 1200 UTC 5 July 2016, 5-day integrations were performed with SUND, P3, and P3_SCPF. Figure 11 shows vertical profiles of the CWC, IWC, and CF, averaged in time and in space, as seen by the radiative transfer scheme. The tendencies for $T$ and $Q$ (water vapor mixing ratio) are shown in Figs. 12 and 13, respectively.

The SCPF component reduces the CF, as seen by comparison of P3 and P3_SCPF (Fig. 11c). This affects the shortwave radiation. Table 4 gives the average radiative fluxes at the TOA and at the surface for all simulations. At the TOA, the upward flux of shortwave radiation increases from 96.94 W m$^{-2}$ in SUND to 127.69 W m$^{-2}$ in P3 leading to an increase of the planetary albedo (PA) from 0.294 to 0.387. The reduced CF in P3_SCPF makes it possible to rebalance the net shortwave radiation and thus to reduce the PA to a value of 0.306, which is closer to reality (30%–33% form ISCCP, Rossow and Zhang 1995) (Table 4). At mid and upper levels, P3 and P3_SCPF produce higher IWC than SUND (Fig. 11b). Note, cloud ice is treated much differently in P3 than Sundqvist, which has diagnostic precipitation and thus does not retain precipitating ice across time steps. Moreover, P3 includes moisture depletion by diffusional growth of ice (including precipitating particles) more realistically, which helps explain the increase of IWC in P3 and...
P3_SCPF. The tendency of P3_SCPF is to warm (Fig. 12d) and to dry slightly (Fig. 13b) the air in anvil cirrus clouds compared to P3 and SUND. These clouds are detrained from the deep convection scheme (Figs. 12c and 13a). These tendency changes partly compensate for those in the deep convection scheme. The increase of IWC in the mid and upper levels, both in P3 and P3_SCPF compared to SUND, strongly affects both the shortwave and longwave radiation (Figs. 12a,b). The optically thicker cirrus layers in P3 and P3_SCPF result in extra absorption and heating from the shortwave as well as a relative warming from upwelling longwave below the cirrus clouds relative to SUND. This is consistent with the upper-air scores showing an increase of $T$ with altitude (Figs. 5–8) related to the higher IWC in P3 and P3_SCPF compared to SUND. Chosson et al. (2014) showed that the Sundqvist scheme underpredicts IWC aloft in GEM, so the higher IWC with P3 suggests the potential for general simulation improvements with a switch to a detailed condensation scheme. However, results seen in Fig. 4c show that the increase in IWC is probably exaggerated in P3.

At low levels P3 produces higher CWC than P3_SCPF and SUND (Fig. 11a). This is consistent with the tendency of P3 to cool (Fig. 12d) and to moisten (Fig. 13b) due to evaporation or sublimation of low-level clouds, which originate primarily from detrainment by the shallow convection scheme (Figs. 12e and 13c), more so than with P3_SCPF or SUND. These tendency changes partly compensate for those in the shallow convection scheme. Reduced CWC in P3_SCPF compared to P3 is also consistent with the 1D model tests showing earlier production of condensate and greater production of rain using the SCPF component (Fig. 3).

The P3 scheme interacts with the deep convection scheme by gridscale condensate tendencies (solid and liquid) from the latter, through detrainment of condensate, and produces much higher IWC than SUND. This suggests that it may be possible to improve the results by modifying the coupling between P3 and the deep convection scheme.

5. Sensitivity to detrained anvil cirrus clouds properties

In GEM, the deep convective scheme detrains condensate to the gridscale condensation scheme through tendencies of prognostic variable(s) (ice and/or liquid) for condensate mass. With Sundqvist, this is straightforward since it has a single variable for the total, nonprecipitating cloud condensate. Since P3 is a two-moment scheme for all hydrometeor categories, it is necessary to make assumptions about the mean particle sizes and/or total number mixing ratios of the detrained ice $N_{\text{detrain}}$ and/or liquid since the current convection schemes in GEM only consider mass. In the original implementation of P3 in GEM, the coupling with the deep convection scheme is described as follows. For a positive liquid condensate mass tendency from convection, the detrained droplet number added to the microphysics scheme is prescribed based on an assumed concentration of
background cloud condensation nuclei (CCN; 80 cm$^{-3}$) or, if gridscale cloud water is already present, the new final $N_c$ is recalculated by assuming the mean size of detrained droplets is equal to that of existing cloud at a given grid point. Similarly, for a positive ice mass tendency from the convective scheme, $N_{i\_detrain}$ is prescribed by either temperature-dependent ice nucleation parameterization (Cooper 1986) or, if gridscale ice is already present, $N_{i\_detrain}$ is recalculated by assuming a mean size of detrained ice is the same as the existing ice. $P_3$ also predicts the rime mass $q_{i\_rim}$ and bulk rime volume $B_{i\_rim}$ mixing ratios of ice. Detrained ice is assumed to be frozen drops, thus the new $q_{i\_rim}$ is assumed to be equal to the total (rime plus deposition) ice mass $q_{i\_tot}$ and the new $B_{i\_rim}$ is prescribed such that the bulk density is 917 kg m$^{-3}$.

However, simulation results can be quite sensitive to the assumptions of the detrained ice properties when the microphysics scheme is two-moment (e.g., Grell et al. 2018). To examine the sensitivity of the GEM simulations to the assumed properties of detrained ice from the deep convection scheme, three 5-day integrations were run with $P_3$_SCPF, similar to the simulations shown above, but with different values of the ice volume-mean radius $r_{mi\_i}$ used to prescribe $N_{i\_detrain}$ of the portion of ice detrained from the deep convection scheme to the grid scale.

The following observations of observed cirrus ice crystals were used to guide the sensitivity tests. The total ice number concentration in cirrus clouds is generally between 5 and 500 L$^{-1}$, with the exceptions noted in convective regions and cirrus anvils in which much higher ice number concentrations were observed (Heymsfield et al. 2017; Garrett et al. 2005). Garrett et al. (2005), Jensen et al. (2009), and Frey et al. (2011), examined the evolution of tropical cirrus anvils using in situ measurements. Garrett et al. (2005) showed that ice crystals smaller than 50 $\mu$m dominated the size distributions in cirrus anvils. Frey et al. (2011) distinguished the properties of clouds within young outflow events in contrast to aged outflow events. For clouds within young outflow events, they observed ice crystal number concentrations of up to 8300 L$^{-1}$ with $r_{mi\_i}$ of about 90 $\mu$m. In contrast, clouds within aged outflow events have reduced IWC and $r_{mi\_i}$ due to sedimentation over the anvil lifetime. Jensen et al. (2009) also showed the ability of the strong updrafts in fresh outflow to loft large ice crystals into the upper troposphere. In their sampled anvil cirrus, they derived $r_{mi\_i}$ ranging from 30 to 60 $\mu$m. Schumann et al. (2011) discussed the ratio between $r_{mi\_i}$ (used in modelization) and $r_{mi\_i}$ (derived from in situ measurements) of ice crystals in cirrus. This ratio ranges from 0.4 to 1.1 with a mean value of 0.7 for a $r_{mi\_i}$ less than 55 $\mu$m. According to the results of these studies, $r_{mi\_i}$ of 20, 40, and 60 $\mu$m have been chosen to prescribe $N_{i\_detrain}$ from the deep convection scheme in $P_3$ in the three sensitivity tests using $P_3$_SCPF but with a modified coupling to the convection; these runs are referred to as $P_3$_SCPF_Rmi20, $P_3$_SCPF_Rmi40, and $P_3$_SCPF_Rmi60, respectively.

Figure 14 shows vertical profiles of the CWC and IWC and the CF, averaged in time and in space, as seen by the radiation scheme. The tendencies for $T$ and $Q$ are shown in Figs. 15 and 16, respectively. In the mid and upper troposphere, an increase in the prescribed volume-mean radius of ice particles detrained from the deep convection scheme into $P_3$ results in less IWC with maximum values between $14 \times 10^{-3}$ and $11 \times 10^{-3}$ g kg$^{-1}$.
Fig. 12. Profiles of temperature tendencies averaged in time (a 5-day forecast) and space (global), using the SUND, P3, and P3_SCPF configurations of the forecast model: (a) shortwave radiation, (b) longwave radiation, (c) deep convection, (d) explicit condensation, (e) shallow convection, (f) boundary layer, (g) dynamics and combined-physics tendencies, and (h) the sum of all tendencies. Pressure levels are shown in hPa.
FIG. 13. Profiles of moisture tendencies averaged in time (a 5-day forecast) and space (global), using the SUND, P3, and P3_SCPF configurations of the forecast model: (a) deep convection, (b) explicit condensation, (c) shallow convection, (d) boundary layer, (e) dynamics and combined-physics tendencies, and (f) the sum of all tendencies. Pressure levels are shown in hPa.
for detrained $r_{mi}$ of 60 and 40 μm. The CF is also lower (Figs. 14b,c). The CF from P3_SCPF is similar to that of P3_SCPF_Rmi20, suggesting that our default configuration of P3_SCPF leads to a higher number mixing ratio of small ice crystals for detrained condensate.

Changes in the CF and IWC mostly affect the $T$ tendency from both shortwave and the longwave radiation (Figs. 15a,b). Table 4 gives the average TOA radiative fluxes for the three simulations. As the detrained ice particle volume-mean radius increases, the IWC in mid and upper levels decreases and the effects of high cloud trapping longwave radiation and reflecting shortwave radiation decrease leading to a smaller temperature tendency from the radiation scheme (Figs. 15a,b). This leads to a profile of total temperature tendency, which is the sum of tendencies from all of the physics schemes, close to zero for P3_SCPF_Rmi60 (Fig. 15h). Impacts on the tendency for moisture from all of the physics schemes are weak (Fig. 16).

The impact on the overall model results are examined by running the 2016–17 summer series using the P3_SCPF_Rmi60 configuration. Comparisons were made to skill scores from the P3_SCPF_Rmi20 configuration (with the original coupling to convection) and to those from SUND, which is the reference configuration for these global GEM runs. As seen in Figs. 17 and 18, P3_SCPF_Rmi60 shows a clear improvement in biases and standard deviation of $T$ errors against radiosonde compared to P3_SCPF (Figs. 17 and 18) and to the original P3 (not shown). When compared to SUND, our global GEM reference model configuration, P3_SCPF_Rmi60 has some dramatic improvement on the bias of $T$ and $Z_g$ at 24 h (Fig. 19), though with some degradation of the standard deviation of $Z_g$ errors at upper levels (Fig. 19a). By day 5, there is a mix of improvements and degradations (Fig. 20). Precipitation (not shown) continues to be much higher with P3_SCPF_Rmi60 and is likely excessive. We remark that unlike with P3, the moist physics and radiation schemes have been tuned and calibrated for optimal balance over the years for use with the Sundqvist scheme. Overall, therefore, this is an encouraging result for the prospect of eventually using the modified P3 scheme in a large-scale operational NWP system.

**6. Summary and discussion**

The P3 microphysics scheme has been modified to include a parameterization for the subgrid-scale clouds and precipitation fractions (SCPF) for use in atmospheric models with horizontal grid spacings large enough that unresolved clouds
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FIG. 15. As in Fig. 12, but for the experiment P3_SCPF (black) and with a volume mean radius prescribed at 20 $\mu$m (P3_SCPF_Rmi20; blue), 40 $\mu$m (P3_SCPF_Rmi40; green), and 60 $\mu$m (P3_SCPF_Rmi60; red) to derive $N_l_{\text{detrain}}$ from the deep convection scheme into the explicit P3 scheme.
FIG. 16. As in Fig. 13, but for the experiment P3_SCPF (black) with an volume mean radius prescribed at 20 μm (P3_SCPF_Rmi20; blue), 40 μm (P3_SCPF_Rmi40; green), and 60 μm (P3_SCPF_Rmi60; red) to derive $N_{l,\text{detrain}}$ from the deep convection scheme into the explicit P3 scheme.
contribute significantly to the overall simulation or numerical forecast. After testing in a simple 1D kinematic model, the modified scheme was tested in the GEM model using an operational global NWP configuration with 25-km horizontal grid spacing. Various series of 5-day forecasts were run and compared using standard forecast skill metrics of common meteorological fields computed against radiosonde and surface observations. Different gridscale condensation schemes were used, including Sundqvist and P3, the latter with and without the new SCPF component activated. The tendencies for various state variables from different physical parameterization schemes were examined using a model tendency diagnostic package. This helped to identify the need to modify the coupling between the deep convection scheme and the microphysics. Sensitivity tests were then performed with modifications to the assumed physical properties of hydrometeors detrained from the convective scheme to the gridscale microphysics.

Since the Sundqvist scheme is used in most operational NWP systems in Canada, the series of global GEM runs using Sundqvist was treated as a control against which results with the modified P3 scheme were compared. As with most experiments in which a major component is replaced with another, the results in terms of scores were a mix of improvements and deteriorations. After 24 h, the modified P3_SCPF with a detrained ice size of 60 μm (P3_SCPF_Rmi60) resulted in some significant improvements, in terms of both magnitude and statistical significance, to the bias in temperature and geopotential heights throughout the troposphere and stratosphere compared to...
By day 5, the upper-air temperature biases were net neutral while the biases in geopotential height continued to be improved compared to the runs with Sundqvist. On the other hand, by day 5 the error standard deviation of these fields was degraded, particularly in the boundary layer and at the jet level. Further, an already excessively moist precipitation bias was exacerbated with the switch to the modified P3. The strong sensitivity of the short- and medium-range meteorological guidance quality to the cirrus anvil clouds and their optical properties, seen in these results, highlight the necessity to carefully study and evaluate the quality of the forecast cirrus coverage, microphysical and optical properties.

Nevertheless, the results are very promising overall considering that the GEM model with Sundqvist has been well calibrated and balanced with other physical parameterization schemes over many years to produce optimal results. In contrast, no tuning was done with the use of P3 in this study other than the implementation of the SCPF and the adjustment to the assumed size of ice detrained from the deep convection scheme. To replace Sundqvist with P3 in MSC’s global deterministic system or other NWP systems for use operationally will require a recalibration and rebalancing of the package of moist physics schemes in GEM. Other changes to P3 specifically may also be required, such as the specification of the critical relative humidity threshold (RHc) for the diagnostic cloud fraction that could, for example, be modified based on observational data or even to vary in time (Quaas 2012). Microphysical process rates may also need to be modified further based on the cloud fraction in order to address
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**Fig. 18.** As in Fig. 17, but for experiment P3_SCPF_Rmi60 (in red) compared to P3_SCPF (in blue) on day 5.
the problem of excess precipitation. The replacement of Sundqvist with P3 resulted in an average doubling of the total integration time in the 25-km runs, mainly due to a combination of a more complex scheme (and with substepping), and more prognostic variables to advect in dynamics. One possible optimization would be to simplify P3 and reduce the number of prognostic fields for large-scale (e.g., get rid of the two variables for rimed ice). Note also, by going from 25 to 15 km (e.g., McTaggart-Cowan et al. 2019), the model time step drops by 40%, thus so should the amount of substepping for P3.

This current study is the latest in the series of advances in the P3 microphysics scheme toward developing it into a versatile grid-scale condensation scheme, usable for a variety of weather conditions and over a wide range of spatial scales in atmospheric models. The original P3 scheme proposed in MM15a represented a unique way to represent ice-phase hydrometeors in bulk microphysics schemes. In Milbrandt and Morrison (2016), P3 was expanded to allow for multiple free ice-phase categories. Cholette et al. (2019) added the capability to simulated mixed-phase particles through the addition of a predicted liquid fraction. Paukert et al. (2019) implemented a three-moment rain parameterization, improving the process rates related to rain. Milbrandt et al. (2020) developed a three-moment representation of ice in P3, significantly improving its ability to represent hail. With the implementation of the SCPF in this study, P3 can now be used in model configurations coarser than cloud-resolving and holds promise for eventual use in large-scale NWP systems.
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