ABSTRACT: Blizzard conditions occur regularly in the Canadian Arctic, with high impact on travel and life there. These extreme conditions are challenging to forecast for this vast domain because the observation network is sparse and remote sensing coverage is limited. To establish occurrence statistics we analyzed aviation routine weather reports (METARs) from Canadian Arctic stations between October and May 2014–18. Blizzard conditions occur most frequently in open tundra east and north of the boreal forest boundary, with the highest frequency found on the northwest side of Hudson Bay and over flat terrain in central Baffin Island. Except in sheltered locations, the reported cause of reduced visibility is blowing snow without precipitating snow in about one-half to two-thirds of METARs made by a human observer, even higher at some stations. We produce three products that forecast blizzard conditions from postprocessed NWP model output. The blizzard potential (BP), generated from expert’s rules, is intended for warning well in advance of areas where blizzard conditions may develop. A second product (BH) stems from regression equations for the probability of visibility ≤ 1 km in blowing snow and/or concurrent snow derived by Baggaley and Hanesiak. A third product (RF), generated with the random forest ensemble classification algorithm, makes a consensus YES/NO forecast for blizzard conditions. We describe the products, provide verification, and show forecasts for a significant blizzard event. Receiver operator characteristic curves and critical success index scores show RF forecasts have greater accuracy than BP and BH forecasts at all lead times.

SIGNIFICANCE STATEMENT: Blizzard conditions, defined as visibility 1/4 mile or less in blowing snow or concurrent snow and blowing snow with wind speed > 22 kt (11.3 m s⁻¹), are a regular occurrence in the Canadian Arctic. These extreme conditions can last for hours to days, significantly impacting travel and life. Forecasting is challenging due to sparse observations, lack of radar coverage and continuous satellite coverage, and polar night lasting up to six months. We derive recent occurrence statistics from METARs and describe three forecast products developed to address the need for timely automated forecast guidance. They have been well received by forecasters. One is driven by a machine-learning technique. As methods improve we expect the public to benefit in the future from increasingly better prediction.
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1. Introduction

Blizzards are a regular occurrence in the Canadian Arctic from October to May. The combination of low temperature, strong wind, and low visibility in blowing snow makes this one of the most hazardous of winter weather events (Ricketts and Hudson 2001). Harsh conditions in blizzards can have a significant impact on local communities and on air and overland travel. Phillips (1990) describes a blizzard event at Iqaluit in February 1979 that kept residents indoors for ten days. All forms of travel in the Arctic have been increasing rapidly in recent years as interest grows in the region (Arctic Council 2017). Blizzard conditions can significantly hamper, delay, or make such activity riskier, and may last anywhere from a few hours to several days, particularly north of the boreal forest boundary where open terrain makes blizzard conditions more likely to occur (Ricketts and Hudson 2001).

Several studies document environmental factors necessary for blowing snow which, when it becomes severe, results in blizzard conditions (e.g., Phillips 1990; Li and Pomeroy 1997; Pomeroy et al. 1997; Déry and Yau 1999; Ricketts and Hudson 2001; Baggaley and Hanesiak 2005; Saveljev et al. 2006; Hanesiak et al. 2010). The main environmental considerations are as follows: 1) below-freezing temperature, 2) source of snow (precipitation or snow on the ground), 3) wind speed near the surface strong enough to lift snow off the ground (Li and Pomeroy 1997) or suspend falling snow in the air longer, and 4) snowpack age (Baggaley and Hanesiak 2005).

The Meteorological Service of Canada (MSC) issues a blizzard
warning 18 h in advance if the forecast guidance suggests a sustained period of temperature below 0°C, winds 40 km h\(^{-1}\) (11.1 m s\(^{-1}\)) or stronger, and widespread visibilities \(\leq \frac{1}{4}\) statute mile (SM) (approximately 400 m) or less for at least 6 h north of 60°N and 4 h south of 60°N. The visibility used to issue warnings is the aeronautical Meteorological Optical Range reported in aviation routine weather reports (METARS), measured 2.5 m above the ground according to the World Meteorological Organization standard. Particle size distribution and number density in blowing snow decrease strongly with height above the surface (Xiao and Taylor 2002). Though visibility may be \(\frac{1}{4}\) SM at 2.5 m above the ground it is likely to be significantly less at the level of surface vehicle traffic, say 1.5 m.

Predicting the onset and duration of Arctic blizzards is challenging. The area included in Canadian Arctic forecasts is immense. Surface observations are sparse and located mainly along coasts. Polar orbiting satellites do not provide continuous coverage in space and time. Visible satellite observations are not available during polar night. Where satellite observations are available it can be difficult to determine where blizzards are occurring because it is hard to distinguish blowing snow from snow-covered ground. There is no radar coverage aside from a research radar in Iqaluit (Joe et al. 2020). Verifiable forecasts over most of the Canadian Arctic are limited to a few small local areas with surface observations. Blowing snow processes are not simulated in Canadian numerical weather prediction (NWP) models run for use in operations, hence there is a need for automated guidance products postprocessed from NWP model output to be available for regular use by forecasters.

Tools for predicting blizzard conditions range from a few simple rules of thumb (Ricketts and Hudson 2001), to a comprehensive set of empirical diagnostic regression equations (Baggaley and Hanesiak 2005), to a sophisticated hydrological numerical blowing snow model (Déry and Yau 2001; Yang et al. 2010). The Canadian Center for Meteorological and Environmental Prediction (CCMEP) does not run these models to produce forecasts for use by operational forecasters. To address the need for products, the authors have engaged in developing research products in consultation with forecasters. As a result, we developed a suite of three different automated products that forecast blizzard conditions postprocessed from output generated by NWP models run by CCMEP. One product, the blizzard potential (henceforth BH), is a set of expert’s rules that identify areas where blizzard conditions are likely occurring or may develop. Its intent is for “heads-up” guidance to suggest where forecasters should focus attention, and not for objective point forecasts. A second product (henceforth RF), is generated from regression equations derived by Baggaley and Hanesiak (2005) for the probability of visibility less than 1 km in blowing snow or concurrent blowing snow and precipitating snow (1 km is approximately 0.62 SM). A third product (henceforth RH) is derived by matching observations with a set of predictors calculated from NWP output, and applying the ensemble classification algorithm random forests (Breiman 2001) to predict the chances of blizzard conditions. The latter product assesses the lower-tropospheric environment predicted in NWP output to decide if blizzard conditions are likely to occur, rather than predicting exact visibility and wind speed.

The aim of this paper is to present an analysis of the frequency of observed blizzard conditions in the Canadian Arctic in recent years, to describe the forecast products we have developed, show verification statistics, and describe product performance for a recent blizzard event. The location of specific geographical names referred to throughout the paper is shown in Fig. 1. A nonrefereed condensed version of this article intended for a general audience is Burrows and Mooney (2018). Examples of the BH and RF products discussed here are in Joe et al. (2020) (their Figs. 8 and 9). Details and methodology were not discussed in either of those articles.

2. Frequency of blizzard conditions in recent years

METARs that include visibility at Canadian Arctic observing stations for October–May 2015–17 were analyzed for occurrences of “near-blizzard” and “blizzard” conditions. We define near-blizzard conditions as visibility \(\leq \frac{1}{2}\) SM in snow and/or blowing snow with wind speed > 18 kt, and blizzard conditions as visibility \(\leq \frac{1}{4}\) SM in snow and/or blowing snow with wind speed > 22 kt (1 kt \(\approx 0.51\) m s\(^{-1}\)). There is no official definition for the term “near-blizzard,” we use it here to describe conditions which are poor but do not quite meet the MSC blizzard visibility criterion. This was changed a number of years ago from \(\frac{1}{2}\) SM to \(\frac{1}{4}\) SM, so the descriptor “near-blizzard conditions” encompasses the old criterion. If blizzard or near-blizzard conditions were reported in a METAR within \(\pm 0.5\) h of a synoptic hour they were deemed to occur at that hour. Figure 2 shows the normalized percent of hours that blizzard conditions were reported at each station, obtained by dividing the number of hours that blizzard conditions were reported by the number of hours that reports were available. Normalization was done to facilitate comparison between stations since many hours of observations are routinely missing at many observing stations in the Canadian Arctic, mainly for two reasons. First, METARs at most manned Arctic stations revert overnight to “AUTO” reports derived from unmanned instruments, and some airport stations revert to AUTO reports during daytime periods when no flights are expected. Second, an observer may stop observing and revert to AUTO reporting during severe conditions. The content of AUTO reports varies, and some do not report visibility.

Figure 2 reveals that blizzard conditions occur most frequently at sites east and north of the treeline. Blizzard conditions account for about 1%–3.5% of hourly observations along the northwest Hudson Bay coast and inland. Terrain there is relatively flat open tundra with many lakes. This region is well known to Canadian meteorologists as “blizzard alley.” The frequency of blizzard conditions at most other stations north of the treeline is between about 0.5%–1.5% of hourly observations and is even lower in sheltered locations, particularly those in the rugged eastern and northern Arctic terrain. There, blizzard conditions may not occur at an observing site while they are simultaneously occurring in nearby open country. For example, Dewar Lakes, located on high open tundra in the middle of Baffin Island, recorded a much higher frequency of
blizzard conditions (5.14%) than did other stations on the island. South of the treeline, where wind speeds near the ground are much lower due to sheltering by the boreal forest, the frequency of blizzard conditions is nearly zero.

Figure 3 shows the percent of hours blizzard conditions were classified in METARs as "clear-sky," that is, blowing snow (no precipitating snow) was the only reason reported for reduced visibility. AUTO reports were not included.
Fig. 3. Percent of all hours in METARs reported by a human observer (i.e., AUTO reports excluded) during October–May of 2014–18 with blizzard conditions that could be classified as “clear-sky,” that is, blowing snow only (no precipitating snow) was given as the reason for reduced visibility. Percentage ranges are color coded: ≥67% in black, from <67% to >33% in red, and ≤33% in blue.

(Fig. 4 shows the percent of all METARs reporting visibility at each station that were made by a human observer, that is, were not AUTO reports). Many AUTO machines reporting visibility in the Canadian Arctic have limited capability to determine when only blowing snow (BLSN) is occurring, and often report snow and blowing snow (SN BLSN) if blowing snow reaches the precipitation sensor even if no snow is falling. The percentages should be considered approximate since accuracy depends on the human observer’s ability to determine if only blowing snow is occurring. Overall, clear-sky blizzard conditions occur in about one-half to two-thirds or more of available manned METARs reporting blizzard conditions, except in sheltered areas. Higher percentages occur at sites in open tundra. The percent of clear-sky blizzard conditions reaches around 80% or more in the Kivalliq region on the northwest coast of Hudson Bay and inland to the northwest, at Alert on northern Ellesmere Island, at Tasiujak on the shore of Ungava Bay, and Kimmirut on southern Baffin Island. The importance of predicting wind accurately in the Arctic winter boundary layer is evident.

3. Blizzard and blowing snow forecast products

At MSC’s National Laboratory-West we run three products twice a day that produce hourly forecasts of blizzard conditions. Each is derived differently, each is driven with postprocessed output from CCMEP operational deterministic prediction system (DPS) models at three resolutions: 1) global (GDPS) at 15 km; 2) regional (RDPS) at 10 km; and the Canadian Arctic prediction system (CAPS) at 3 km. Model descriptions are in Girard et al. (2014) and Milbrandt et al. (2016). The blizzard forecast products predict the environment where blizzard conditions are likely to occur over land and over ocean and large lake surfaces with more than 80% ice cover. Precipitation in blizzard conditions is snow, diagnosed from CCMEP model output using a hybrid diagnostic scheme based on the tephigram area method of Bourgouin (2000) and the top-down method (see COMET MetEd Program 2005). Liquid water content in CCMEP models is converted to snow with the Dubé (2003) algorithm. A brief description of the precipitation type diagnosis method is provided with computer code as supplemental material. Description of the three forecast products follows. In this discussion the term “nearest grid point” means nearest grid point having more than 30% land cover.

a. Blizzard potential (BP)

This product derives from rules developed by forecasters in MSC’s Prairie and Arctic Storm Prediction Center to provide a “head’s up” warning well in advance of where blizzard conditions may occur. Figure 5, showing the portion below 500 hPa of the sounding taken at 1200 UTC 29 March 2018 at Baker Lake, contains environmental aspects of blizzard conditions around which the rules are formulated. An AUTO METAR observation taken at the same time as the sounding did not include visibility but reported a 36-kt wind speed. The visibility is not known for certain because the observer ceased taking observations many hours earlier when conditions became extreme, but was likely near zero SM. Some features typical of blizzard conditions are seen in Fig. 5: 1) strong
temperature inversion and low temperature near the ground; 2) strong low-level wind, little direction change in a relatively deep layer; 3) a less stable, more moist mixed layer extending a small distance from the ground. This layer is caused by cooling and moistening of air in the near-surface layer by sublimation after snow is lifted off the ground by the strong wind (Déry and Yau 2001).

Rules for BP categories and expected weather with each category based on forecaster experience are in columns 1–3 of Table 1. Wind speeds in all categories are well above threshold values given in Li and Pomeroy (1997) for snow transport for all types of snowpack, although snowpack condition is not included in BP rules. Blizzard conditions are not expected with categories 1 and 2, and snow may or may not be precipitating, but drifting snow and blowing snow are possible which could cause problems with overland travel. Category 3 applies to the potential for blowing snow in strong winds when snow is not falling. Categories 4 and 5 apply to precipitating snow situations, with higher wind speed in category 5 than category 4. Categories 3 and 5 have the greatest likelihood of blizzard conditions due to the greater wind speed (≥30 kt). Close attention by forecasters is warranted when category 4 is predicted because blizzard conditions can easily develop due to changing visibility in precipitating snow or strengthening wind speed. Columns 4 and 5 in Table 1 show the percent of manned observations reporting drifting snow (DRSN) or blowing snow (BLSN) regardless of visibility in each BP category for 1 October 2015–31 May 2017, excluding June–September. Columns 6 and 7 show the same for 1 October 2018–31 May 2019, the verification period discussed in section 4. Data are for observations (AUTO reports excluded) pooled from seven stations located in open tundra (Resolute Bay, Baker Lake, Cambridge Bay, Gjoa Haven, Arviat, Rankin Inlet, Coral Harbour). We selected these stations to minimize local terrain effects that would not be representative of weather prevalent in nearby open country. Observations (regular and special) were scanned in a one-half-hour window on either side of each synoptic hour, and were stratified by the BP category at the nearest grid point predicted by the most recent RDPS forecast issued 6–17 h previously valid at the same time as each observation. We excluded forecasts issued less than 6 h previously to
avoid potential problems due to NWP model spinup. The results shown in columns 4–7 of Table 1 are reasonable when compared with the expected weather for each BP category. Baggaley and Hanesiak (2005), Li and Pomeroy (1997), and others note that blowing snow is sensitive to wind speed, and the same can be seen in column 5 of Table 1. When the average wind speed is category 0 (less than 22 kt) the percent of observations reporting blowing snow is much less than for other BP categories. The effect of a less stable low-level lapse rate has little or no blowing snow (thus high visibility) falling into each group. Regression curves for threshold wind speed in blowing snow alone were determined for

Table 1. Definition of BP categories, expected weather associated with each category, and percent of manned-only METAR observations reporting drifting snow (% DRSN) or blowing snow (% BLSN), regardless of visibility, in the combined data from seven manned stations located in open tundra listed in section 3c, stratified by BP category. Columns 4–5 are for 1 Oct 2015–31 May 2017, excluding the months June–September; and columns 6–7 are for 1 Oct 2018–31 May 2019. Average wind means the average wind speed in the lowest six RDPS model levels shown in Table 2, which spans a layer of approximately 50 hPa (400 m) above the ground. The “N/A” in columns 2 and 3 for BP category 0 means it does not apply.

<table>
<thead>
<tr>
<th>BP category</th>
<th>Rule: temperature below 0°C, ≥1 cm snow on ground; AND</th>
<th>Expected weather</th>
<th>% DRSN 2015–17</th>
<th>% BLSN 2015–17</th>
<th>% DRSN 2018–19</th>
<th>% BLSN 2018–19</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>14.3</td>
<td>4.0</td>
<td>15.5</td>
<td>4.4</td>
</tr>
<tr>
<td>1</td>
<td>Avg wind speed 22–30 kt; lapse rate of ( \theta_u ) at one or more model levels ≤ 0.02°C hPa (^{-1})</td>
<td>Drifting snow; blowing snow possible if snowpack loose</td>
<td>29.5</td>
<td>49.9</td>
<td>34.3</td>
<td>44.4</td>
</tr>
<tr>
<td>2</td>
<td>Avg wind speed 22–30 kt; snow not precipitating</td>
<td>Drifting snow, or blowing snow if snowpack loose</td>
<td>23.2</td>
<td>58.8</td>
<td>29.4</td>
<td>46.2</td>
</tr>
<tr>
<td>3</td>
<td>Avg wind speed ≥ 30 kt; snow not precipitating</td>
<td>Blizzard conditions likely if snow is on the ground locally or is advected from upstream</td>
<td>13.4</td>
<td>79.5</td>
<td>6.7</td>
<td>85.3</td>
</tr>
<tr>
<td>4</td>
<td>Avg wind speed 18–30 kt; precipitating snow</td>
<td>Near-blizzard to possible blizzard conditions</td>
<td>33.6</td>
<td>36.9</td>
<td>35.4</td>
<td>40.7</td>
</tr>
<tr>
<td>5</td>
<td>Avg wind speed ≥ 30 kt; precipitating snow</td>
<td>Blizzard conditions</td>
<td>16.4</td>
<td>78.5</td>
<td>16.7</td>
<td>82.5</td>
</tr>
</tbody>
</table>

Figure 6 is a box-and-whisker plot for the same observed visibilities used for Table 1 but including only those where DRSN, BLSN, or SN was reported, with observations stratified by their matching BP forecast category. Mean and median visibility are lowest in categories 3 and 5, since the average wind speed in category 4 is less than in categories 3 and 5. Based on blowing snow occurrence one could argue for changing the order of BP categories, but it is visibility that determines blizzard conditions.

b. Probability of reduced visibility in snow and blowing snow (BH)

The BH forecast product stems from an extension of work by Baggaley and Hanesiak (2005), in which they derived diagnostic regression equations for the probability of visibility ≤ 1 km (0.62 SM) in blowing snow. Some interesting features of blowing snow processes came out of this work, namely the nonlinear relationship between the frequency of blowing snow, and temperature, wind speed [also discussed by Li and Pomeroy (1997)], and snowpack age. Baggaley and Hanesiak (2005) analyzed nearly 40 years of observations from 32 stations in the Canadian Arctic and Prairie provinces to obtain the probability of visibility ≤ 1 km in blowing snow, given 10-m wind speed, 2-m temperature when <3°C, and elapsed time since the last snowfall > 0.5 cm. The latter is a proxy for the snowpack ageing process. They divided the observations into groups with and without concurrent precipitating snow, sub-dividing these by six categories of increasing snowpack age. Wind speed thresholds for 5% and 95% probability of visibility ≤ 1 km in blowing snow alone were determined for each group. Regression curves for threshold wind speed in terms of temperature were fit to the data for each snowpack

Table 2. Eta and sigma values of CCMEP NWP model user grid vertical levels and approximate height above ground in an Arctic air mass.

<table>
<thead>
<tr>
<th>Level No.</th>
<th>Eta</th>
<th>Sigma</th>
<th>Height above ground (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12000</td>
<td>1.0000</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>11950</td>
<td>0.9950</td>
<td>35</td>
</tr>
<tr>
<td>3</td>
<td>11850</td>
<td>0.9850</td>
<td>115</td>
</tr>
<tr>
<td>4</td>
<td>11733</td>
<td>0.9733</td>
<td>205</td>
</tr>
<tr>
<td>5</td>
<td>11606</td>
<td>0.9606</td>
<td>300</td>
</tr>
<tr>
<td>6</td>
<td>11467</td>
<td>0.9467</td>
<td>405</td>
</tr>
<tr>
<td>7</td>
<td>11316</td>
<td>0.9316</td>
<td>515</td>
</tr>
<tr>
<td>8</td>
<td>11151</td>
<td>0.9151</td>
<td>640</td>
</tr>
<tr>
<td>9</td>
<td>10973</td>
<td>0.8973</td>
<td>780</td>
</tr>
<tr>
<td>10</td>
<td>10780</td>
<td>0.8780</td>
<td>920</td>
</tr>
<tr>
<td>11</td>
<td>10571</td>
<td>0.8571</td>
<td>1100</td>
</tr>
</tbody>
</table>
black circles are outliers.

75th percentile show approximately the complete range of the data: lower is 25th percentile, respectively. Mean visibility is plotted as a red square, and lower boundaries of each box are the 75th percentile and 25th percentile; upper is 3rd percentile (75th percentile – 25th percentile); upper is 3rd percentile + 1.5 × (75th percentile – 25th percentile). The black circles are outliers.

FIG. 6. Box-and-whisker plot for observed visibility when only drifting snow, blowing snow, or snow were reported in METARs at the seven open tundra sites listed in section 3a. Binned by the blizzard potential (BP) category of the most recent forecast issued by the RDPS model between 6 and 17 h previously at the nearest grid point that is valid at the same time as an observation. (top) The BP forecast analysis period discussed in section 3a and (bottom) the forecast verification period discussed in section 4. The upper and lower boundaries of each box are the 75th percentile and 25th percentile, respectively. Mean visibility is plotted as a red square, median visibility is plotted as a yellow horizontal line. The whiskers show approximately the complete range of the data: lower is 25th percentile – 1.5 × (75th percentile – 25th percentile); upper is 75th percentile + 1.5 × (75th percentile – 25th percentile). The black circles are outliers.

age category. Threshold wind speed probabilities for a specific temperature and snowpack age are obtained by linear interpolation between the 5% and 95% curves. 100% probability is assigned to wind speeds higher than the 95% probability wind speed, 0% probability to wind speeds lower than the 5% probability wind speed.

Subsequent to this work D. Baggaley (2008, personal communication) used the Baggaley and Hanesiak (2005) data to derive the probability of visibility ≤ 1 km when blowing snow is occurring concurrently with falling snow. A relation for visibility in falling snow based on the observed precipitation rate was calculated. If the visibility due to falling snow is greater than 1 km then a “visibility deficit” needed to reach 1-km visibility must be made up by blowing snow. Using this visibility deficit a probability for visibility ≤ 1 km in snow and blowing snow is obtained as follows. Regression equations for wind speeds giving 5% and 95% probability of 1-km visibility and 8-km visibility (the maximum allowed when blowing snow alone is reported) in snow and blowing snow were derived for the range of temperatures in the data. Given temperatures and wind speeds for the 8- and 1-km visibility, 5% and 95% probabilities are calculated. Interpolation is used to determine the 5% and 95% probability wind speeds for the visibility deficit. Finally, based on these windspeeds a linear interpolation of probability to the forecast wind speed determines the probability of 1-km visibility in concurrent snow and blowing snow.

We adapted the above algorithms to run with output from any NWP model. A forecast at each grid point is assigned as the maximum of two probabilities, one for blowing snow, one for concurrent snow and blowing snow. To show some characteristics of the BH forecasts in probability ranges, observations from section 3a were binned into 20% probability ranges of the most recent nearest gridpoint BH forecast issued by the RDPS model between 6 and 17 h previously valid at the observation time. Table 3 shows the percent of observations in each probability range that reported DRSN or BLSN regardless of visibility. The results show that as BH probability increases, the percent of observations reporting BLSN increases while the percent of observations reporting DRSN decreases. When the BH probability is greater than 40%, about 85% or more of the METARs reported BLSN. Figure 7 is a box and whisker plot of visibilities from manned observations with DRSN, BLSN or SN also reported, stratified by the same BH probability categories used in Table 3. It shows the mean and median visibility in the bins trend lower as forecast probability increases, with the lowest mean and median visibility in the 80%–100% probability bin. The distribution of visibility in the bins is skewed for BH probability greater than 20% since the mean visibilities are significantly higher than the median except for the 80%–100% probability bin, due to the presence of BH forecasts whose matching observation had little or no blowing snow (thus high visibility) falling into a bin.

c. Machine-learning product for forecasting the likelihood of blizzard conditions (RF)

The BP and BH forecast algorithms are derived with predictors sourced from observations, not from NWP output. When applied, their forecast accuracy is subject to errors inherent in the NWP model generating them. This type of forecast product is known as a “perfect prog” product. The RF product is derived by matching observations with predictors sourced from NWP model output, so a degree of model error will be accounted for in models built with this data. Its forecast product is known as a “model output statistics (MOS)” product. We use the RF models produced with 6–17-h RDPS forecast data to make forecasts at all lead times. This assumes that most of the NWP model bias error is accounted for in the 6–17-h forecast data, and the error does not change substantially with time. Burrows (1985) called this approach time-offset MOS (TOMOS).
Rapidly increasing computer power makes it possible to apply sophisticated algorithms to construct prediction models from large datasets. For predictions covering the entire Arctic domain we constructed a learning database of observations for the October–May months of 2015–17 using METARs from seven manned stations located in open tundra listed in section 3a. Each METAR observation was matched with a set of predictors derived from RDPS model output, described below. Changes were made to the RDPS model during this period effective 1200 UTC 7 September 2016. Verification data from CCMEP showed there was negligible effect on forecasts near the surface in the Arctic (Environment and Climate Change Canada 2016), and we did not notice any effect on our forecasts. For the predictand we considered two categories of blizzard criteria in order to provide more leeway for users: 1) near-blizzard conditions: visibility $\geq \frac{1}{2}$ SM and wind speed $> 18$ kt; and 2) blizzard conditions: visibility $\geq \frac{1}{4}$ SM and wind speed $> 22$ kt. Both manned and AUTO METAR reports were included in the learning data since we were only concerned with the reported visibility, regardless if it was reduced due to BLSN or SN BLSN. Observations were classified as NO if these conditions were not reported in any observation in the $\pm 1$ half-hour window on either side of a synoptic hour, and YES if they were reported. Each observation was matched with a set of 43 predictors calculated at the nearest RDPS grid point from the most recent RDPS forecast issued between 6 and 17 h previously valid at the same time as the observation. Forecasts issued 6 or fewer hours previous to observation time were excluded. Data for the seven stations were pooled. We also created datasets for each of 38 Arctic stations for building locally applicable models for point forecasts. For space consideration we limit discussion to models built with the combined data from the seven open tundra stations.

Predictors for our models are listed in Table 4. Some are direct RDPS model output fields, some are constructed from one or more output fields. These predictors are formulated to capture important aspects of the environment during blizzard conditions (some of which were discussed in section 3a). The regional blizzard affinity predictor (REGBLZ) is our ad hoc designation of the suitability of local terrain to produce blizzard conditions. It ranges from 1 for flat open tundra north of the treeline to 0 for mountainous rugged terrain within the boreal forest. The seven open tundra stations, on which the whole-domain RF models are based, are treeless (REGBLZ set to 1). Also, sea ice temperature (17) does not apply to inland stations, so these two predictors were not used. The remaining 41 candidate predictors were offered to the random forest algorithm to build prediction models. When building RF models

---

**Table 3.** Percent of manned only METAR observations reporting drifting snow (% DRSN) or blowing snow (% BLSN), regardless of visibility, in the combined data from seven manned stations located in open tundra listed in section 3a, stratified by probability ranges of BH forecasts shown in column 1. Columns 2–3 are for 1 Oct 2015–31 May 2017, excluding the months June–September; and columns 4–5 are for 1 Oct 2018–31 May 2019.

<table>
<thead>
<tr>
<th>BH probability</th>
<th>% DRSN 2015–17</th>
<th>% BLSN 2015–17</th>
<th>% DRSN 2018–19</th>
<th>% BLSN 2018–19</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>16.2</td>
<td>6.2</td>
<td>17.3</td>
<td>6.7</td>
</tr>
<tr>
<td>&gt;0%–20%</td>
<td>25.0</td>
<td>59.0</td>
<td>27.5</td>
<td>65.6</td>
</tr>
<tr>
<td>&gt;20%–40%</td>
<td>16.5</td>
<td>74.7</td>
<td>15.6</td>
<td>80.4</td>
</tr>
<tr>
<td>&gt;40%–60%</td>
<td>13.0</td>
<td>83.7</td>
<td>8.0</td>
<td>89.2</td>
</tr>
<tr>
<td>&gt;60%–80%</td>
<td>6.6</td>
<td>93.0</td>
<td>1.8</td>
<td>95.6</td>
</tr>
<tr>
<td>&gt;80%–100%</td>
<td>0.7</td>
<td>98.9</td>
<td>1.0</td>
<td>99.0</td>
</tr>
</tbody>
</table>

---

**Fig. 7.** Box-and-whisker plot for observed visibility when only drifting snow, blowing snow, or snow were reported in METARs at the seven open tundra sites listed in section 3a. Binned by the category of the most recent Baggaley–Hanesiak (BH) forecast issued by the RDPS model between 6 and 17 h previously at the nearest grid point that is valid at the same time as an observation. (top) The forecast analysis period discussed in section 3a and (bottom) the forecast verification period discussed in section 4. Category-0–5 ranges of BH probability are as follows: 0 (0%), 1 (>0%–20%), 2 (>20%–40%), 3 (>40%–60%), 4 (>60%–80%), and 5 (>80%–100%). The explanation of what is shown is as in Fig. 6.
it is best not to predecide the importance of various predictors because there can be interdependencies between predictors and predictand that are not readily evident to a human. Highly correlated predictors do not pose a problem for decision-tree classification algorithms.

The blizzard condition predictand is categorical. Random forest is a recent algorithm for modeling categorical predictands developed by Breiman (2001). It is an extension of the classification and regression tree (CART) algorithm derived by Breiman et al. (1984). We will mention a few details about the random forest procedure here, but space does not allow us to provide more due to the algorithm's complexity. We recommend the interested reader consult the literature for details, for example Blouin et al. (2016), Rodriguez-Galiano et al. (2012), Cutler et al. (2007). Whereas CART builds a single decision tree from learning data, random forest constructs a group of uncorrelated decision trees by bootstrapping the learning data and constructing a decision tree with each bootstrapped data sample. When a bootstrapped data sample is used to construct a decision tree, approximately two-thirds of its data are used to build the tree and the remaining one-third is left out for testing during the tree building process. As a decision tree builds, a subset of predictors is randomly chosen at each internal node, and the predictor giving the least error is used to split the node into two child nodes. When the ensemble of decision trees is applied for prediction, an overall prediction can be made from a threshold fraction (usually a majority) of the separate predictions made by each tree. For our binary YES/NO predictand, we henceforth use the term **YES vote ratio** to specify the fraction of decision trees in the random forest ensemble that voted YES.

To construct prediction models we used the “randomForest” package (Liaw 2018) available in the open source statistical software R. The random forest models were applied in parallel to the SAM ensemble models to forecast the probability of a blizzard occurring. We refer to the random forest models as RF, and use *(Model) Predicand* to describe the random forest model predictions. In this context *(Model) Predicand* refers to the RF ensemble prediction for the YES vote ratio. To construct prediction models we used the “randomForest” package (Liaw 2018) available in the open source statistical software R. The random forest models were applied in parallel to the SAM ensemble models to forecast the probability of a blizzard occurring. We refer to the random forest models as RF, and use *(Model) Predicand* to describe the random forest model predictions. In this context *(Model) Predicand* refers to the RF ensemble prediction for the YES vote ratio.
computing software environment R. We built two models, one for blizzard conditions (henceforth RF B34 model) and one for near-blizzard conditions (henceforth RF B12 model). In retrospect we could have built one three-category model to predict both predictands with one model. When applied for predicting blizzard and near-blizzard conditions this would give the same result for predictions of each predictand as individual predictions made by two separate models. Environmental conditions that cause 1/4 SM visibility and 1/2 SM visibility or in between (3/8 SM) are not much different, and visibility often fluctuates in the same event. Having two models gives more leeway to the forecaster, and the RF B12 model can be compared with BH forecasts, which predict the probability of visibility $\leq 1$ km. Models were constructed in two stages. In the first stage all 41 predictors were offered to RF. When RF produces its decision trees it ranks the predictors by their overall GINI (gain in node impurity) measure of importance. GINI is a measure of the level of inequality in the learning data samples assigned to the two child nodes after their parent node is split (Breiman et al. 1984; Strobl et al. 2007). It is an inverse measure—the lower the GINI, the better the split. A model with the full complement of predictors in our case will demand considerable computer execution time when applied over the many grid points in a large domain. For real-time operational predictions we wanted to reduce execution time without seriously affecting prediction accuracy. In the second stage, predictors whose importance in the first stage is less than 0.2 times the maximum GINI importance of all predictors were eliminated, then new RF models were built with the reduced predictor set. The ad hoc 0.2 factor was found through testing. This reduced the number of predictors to 11 for the RF B34 model and 9 for the RF B12 model.

Figure 8 shows the GINI importance ranking of predictors for the second stage RF B12 and RF B34 models. Lower GINI values for the RF B34 model than for the RF B12 model mean it has a lower likelihood of misclassification. The most important predictors are those associated with low-level boundary layer variables: wind speed (LLW18, UV2, UU2, VV2), temperature (TT2), depth of snow on the ground (SD), convective stability (RB32), moisture (HU2, HU3M2). Also important is BLSP (BH probability of visibility $\leq 1$ km in blowing snow). This predictor depends partly on snowpack age using time elapsed since the last significant snowfall as a proxy. The degree of low-level convective stability (RB32) is more important for the RF B34 model than the RF B12 model, likely since lower visibility is required for blizzard conditions (1/4 SM) than for near-blizzard conditions (1/2 SM), and lower convective stability makes lifting snow from the ground easier. Temperature (TT2) is of greater importance for near-blizzard conditions (RF B12) than blizzard conditions (RF B34), likely because greater turbulence in higher wind speeds reduces dependency on temperature. The total precipitation rate predictor RT is less important than most other predictors since, as noted in section 2, the occurrence of clear sky blizzard conditions at stations in open Arctic tundra terrain, where wind speed is generally higher and fetch is greater, is significantly higher than at stations in complex terrain.

Table 5 shows the classification error for each model building run: the top two sections are the first and second stages of
the RF B34 run; and the third and fourth sections are the first and second stages of the RF B12 run. Only a small increase in classification error results by reducing the number of predictors for both models. Classification error summaries for the RF B12 prediction models for near-blizzard conditions (visibility \( \leq \frac{1}{2} \) SM) using the initial set of 41 predictors and using the reduced set of 9 predictors. Verification of the reduced predictor set models when applied to data independent of the learning data (1 Oct 2018–31 May 2019) for the most recent 6–17-h RF B12 and RF B34 nearest gridpoint forecasts valid at the same time as an observation. Classifications are based on a majority vote (YES vote ratio \( \geq 0.5 \)).

### Table 5. For combined learning data from the seven “open tundra” manned stations listed in section 3a. Classification error summaries (confusion matrices) for the RF B34 prediction models for blizzard conditions (visibility \( \leq \frac{1}{4} \) SM) using the initial set of 41 predictors and using the reduced set of 11 predictors. Classification error summaries for the RF B12 prediction models for near-blizzard conditions (visibility \( \leq \frac{1}{2} \) SM) using the initial set of 41 predictors and using the reduced set of 9 predictors. Verification of the reduced predictor set models when applied to data independent of the learning data (1 Oct 2018–31 May 2019) for the most recent 6–17-h RF B12 and RF B34 nearest gridpoint forecasts valid at the same time as an observation. Classifications are based on a majority vote (YES vote ratio \( \geq 0.5 \)).

<table>
<thead>
<tr>
<th>Forecast</th>
<th>Observed</th>
<th>NO</th>
<th>YES</th>
<th>Classification error</th>
</tr>
</thead>
<tbody>
<tr>
<td>B34 initial predictor set learning data</td>
<td>NO</td>
<td>71,467</td>
<td>131</td>
<td>0.0018</td>
</tr>
<tr>
<td></td>
<td>YES</td>
<td>476</td>
<td>1,012</td>
<td>0.3199</td>
</tr>
<tr>
<td>B34 reduced predictor set learning data</td>
<td>NO</td>
<td>71,455</td>
<td>143</td>
<td>0.0020</td>
</tr>
<tr>
<td></td>
<td>YES</td>
<td>496</td>
<td>992</td>
<td>0.3333</td>
</tr>
<tr>
<td>B12 initial predictor set learning data</td>
<td>NO</td>
<td>69,928</td>
<td>265</td>
<td>0.0038</td>
</tr>
<tr>
<td></td>
<td>YES</td>
<td>889</td>
<td>2,004</td>
<td>0.3073</td>
</tr>
<tr>
<td>B12 reduced predictor set learning data</td>
<td>NO</td>
<td>69,876</td>
<td>317</td>
<td>0.0045</td>
</tr>
<tr>
<td></td>
<td>YES</td>
<td>948</td>
<td>1,945</td>
<td>0.3277</td>
</tr>
<tr>
<td>B34 reduced predictor set independent data</td>
<td>NO</td>
<td>31,649</td>
<td>102</td>
<td>0.0032</td>
</tr>
<tr>
<td></td>
<td>YES</td>
<td>244</td>
<td>254</td>
<td>0.4900</td>
</tr>
<tr>
<td>B12 reduced predictor set independent data</td>
<td>NO</td>
<td>31,120</td>
<td>154</td>
<td>0.0049</td>
</tr>
<tr>
<td></td>
<td>YES</td>
<td>499</td>
<td>476</td>
<td>0.5118</td>
</tr>
</tbody>
</table>

4. Verification

For verification we chose the period 1 October 2018–31 May 2019, which is independent from the learning data period. This gave over 32,000 events. Classification error for second stage RF B12 and RF B34 models based on a majority vote (YES vote ratio \( \geq 0.5 \)) is shown in the bottom two sections of Table 5. Classification error for the most recent 6–17-h RF B12 and RF B34 nearest gridpoint forecasts valid at the same time as an observation is higher than for the learning data. This may be due to natural variability between winter seasons.

Figure 9a shows receiver operator characteristic (ROC) curves for the most recent 6–17-h RF B12, RF B34, and BH nearest gridpoint forecast valid at the same time as an observation for combined data from the seven open tundra stations listed in section 3a. YES vote ratios are treated as probability in this figure. Dots are plotted starting at 100% probability in the bottom-left corner and decreasing in 10% probability intervals to 0% at the top right. (b) Critical success index (CSI) scores for the same forecasts for threshold values of YES forecasts varying from 0 to 1.0 in increments of 0.1.

![Fig. 9. For 1 Oct 2018–31 May 2019: (a) receiver operator characteristic (ROC) curves for the most recent 6–17-h RF B12, RF B34, and BH nearest gridpoint forecast valid at the same time as an observation for combined data from the seven open tundra stations listed in section 3a. YES vote ratios are treated as probability in this figure. Dots are plotted starting at 100% probability in the bottom-left corner and decreasing in 10% probability intervals to 0% at the top right. (b) Critical success index (CSI) scores for the same forecasts for threshold values of YES forecasts varying from 0 to 1.0 in increments of 0.1.](image-url)
Figure 10 shows ROC curves and CSI scores for various lead times for nearest gridpoint RDPS BH, RF B12, and RF B34 forecasts for the combined data from the seven open tundra stations. To create a sufficiently large database we combined hourly RDPS forecasts matched with observations in lead time segments of 13–24, 25–36, 37–48, 49–60, and 61–72 h. Results for 73–84 h are not shown for space considerations. AUC is greater for RF forecasts than for the BH forecast at all lead times, thus the RF forecasts have greater accuracy. AUC for the RF B34 forecast is greater than for the RF B12 and it has skill at all lead times, thus RF B34 forecasts are more accurate. This may be because there are fewer ways to achieve visibility as low as 1/4 SM than 1/2 SM in blowing snow. CSI scores for RF and BH forecasts reach the highest values to 24 h then slowly decrease after that. The optimal probability threshold for RF forecasts, as given by the highest CSI score, is centered around 0.4–36-h lead time, and is in the range 0.4–0.5 at longer lead times. For the BH forecast the optimal threshold is centered around 0.3 at all lead times. CSI scores for BP forecasts were 0.176, 0.170, 0.162, 0.160, 0.148, and 0.137, respectively, for 13–24-, 25–36-, 37–48-, 49–60-, 61–72-, and 73–84-h lead times. These are much lower scores than those for RF and BH forecasts, which is not surprising since the BP category forecasts are intended to provide a “heads up” warning well in advance of areas where blizzard conditions could develop, rather than to be specific point forecasts. The probability of detection for blizzard conditions by BP forecasts is 85% or better out to 60-h lead time and better than 75% beyond that, although the false alarm rate is high. CSI scores for the BH and RF forecasts indicate they have a reasonably good chance for success, given that blizzard conditions occur infrequently.

5. Case study: 1200 UTC 29 March 2018

Forecasts by the three products valid at the same time, generated by different CCMEP NWP models for different lead times, are presented below for a significant blizzard event. Figure 11 shows a 0-h forecast by the RDPS model, valid at 1200 UTC 29 March 2018. A low pressure system with a strong circulation was centered on the northwest coast of Hudson Bay. Behind this low, strong northwesterly winds were impacting sites on the coast and inland.

Figure 12 shows a BP forecast generated by the GDPS model with lead time 108 h. Orange and red areas to the west and northwest of Hudson Bay give early warning that blizzard conditions could develop there in a few days, warranting close attention to this region by forecasters. Figure 13 shows a BH forecast produced from RDPS model output with an 84-h lead time. This forecast shows the probability continues to be very high that in 3.5 days widespread blizzard conditions will be occurring west and northwest of Hudson Bay. Figure 14 shows a forecast with 48-h lead time generated by the RF B34 model, produced with RDPS model output. The field shown is the YES vote ratio, that is, the fraction of RF decision trees deciding “yes, blizzard conditions will occur.” Blizzard conditions are still predicted where the YES vote ratio is ≥0.50.
for a large region west and northwest of Hudson Bay. A small area of higher YES vote ratio lies north of Baker Lake. As time draws closer to an expected event, a high-resolution model becomes useful for providing a detailed forecast. Although our RF B34 model was built with predictors calculated from RDPS model output, in our experience it performs well when it is driven by CAPS model output. Figure 15 shows a 24-h forecast of the YES vote ratio by the RF B34 model generated from CAPS model output. There is more detail in the forecast compared to the forecast from the RDPS model in Fig. 14. The area with the highest YES vote ratio for blizzard conditions is still located west and northwest of Hudson Bay. Compared to Fig. 14 the area of higher values north of Baker Lake is larger, but the area of values more than 0.80 is smaller than it was in Fig. 14. Some of the difference may be due to the shorter prediction time compared to the forecast in Fig. 14, but the higher resolution of the CAPS model does result in a more detailed prediction. Whether it is better is hard to say due to lack of observation stations in the affected area. Overall, even though the lead times and NWP models generating the forecasts are different, all the forecasts are consistent during the period leading up to 1200 UTC 29 March 2018, from the 108-h GDPS forecast to the 24-h CAPS forecast.

Verification of forecasts in Figs. 12–15 is difficult due to observing station scarcity. Figure 16 shows observations taken...
from METARs for the few stations located around northern Hudson Bay and to the north. Only stations where winds were >18 kt are shown since a lower wind speed does not trigger a forecast of near-blizzard conditions. No stations reporting lower wind speeds were in the area of interest northwest of Hudson Bay. The observations are in good agreement with the forecasts discussed above.

To compare forecasts with observations for a few days around this event we show meteograms for three observing stations (Baker Lake, Gjoa Haven, and Rankin Inlet). Figure 17a is a plot of nearest gridpoint BP, BH, and B34 forecasts, each with different projection times, in 12-h series for 0000 UTC 28 March 2018–0000 UTC 1 April 2018. Shown are 3-hourly 99–108-h BP forecasts by the GDPS model, hourly 73–84-h BH probability forecasts by the RDPS model, hourly 27–48 h RF B34 YES vote ratio forecasts by the RDPS model, and hourly RF B34 13–24-h YES vote ratio forecasts by the CAPS model. Forecast series are updated every 12 h after CCMEP NWP model runs generate new output. Figure 17b shows observed wind and gust speeds, and visibility each hour. Visibility is not reported in Baker Lake AUTO METARs, hence the large gap of missing visibilities during the event. Wind speed was also missing on 29 March for several hours in severe conditions. Figure 17b shows close negative correlation between wind speed and visibility. We infer that visibility was low at Baker Lake during the period of missing visibility. The GDPS BP forecasts in Fig. 17a show the most error, although they do tend to be category 3, 4, or 5 during most periods of low visibility. However, these are 99–108-h forecasts. BH forecasts were less accurate than RF forecasts but their lead time is longer. The overall accuracy of both RF forecasts is very good.

6. Summary and conclusions

The intention of this paper is twofold: 1) analyze METARs in recent years for occurrence frequency of blizzard conditions in the Canadian Arctic; 2) describe products we provide to predict blizzard conditions, show verification and a case study. METARs reporting visibility from Canadian Arctic observing stations were analyzed for October through May in 2014–18 for occurrences of “near-blizzard” and “blizzard” conditions. Blizzard conditions occur mainly in open tundra east and north of the boreal forest boundary, and with nearly zero frequency to the south. The highest frequency of occurrence, 1%–3.5%, is on the northwest shore of Hudson Bay and northwest from there. Most other stations north of the treeline report blizzard conditions in approximately 0.5%–1.5% of available METARs, except much lower frequencies were reported by stations in sheltered locations, particularly in the eastern and northern Arctic. However, blizzard conditions may not occur at a sheltered site when they are simultaneously occurring in nearby open country, as evidenced by the 5% frequency at a station in high open tundra on central Baffin Island. At many stations when blizzard conditions were reported, in about half to two-thirds or more of human-observed METARs the stated cause of reduced visibility is blowing snow without precipitating snow, known as the “clear sky” blizzard. However on the northwestern shore of Hudson Bay and to the northwest, and at a few other stations, this situation occurs in approximately 80% or more of METARs reporting blizzard conditions. The importance of predicting wind accurately in the Arctic boundary layer for forecasting blizzard conditions is apparent.

Forecasting the onset and duration of blizzard conditions over the vast Canadian Arctic domain is challenging for several reasons. The three products discussed in this paper address the need for automated guidance covering the entire Arctic.
domain. Each is derived by different methods, each is driven with postprocessed output from CCMEP operational global, regional, and high-resolution NWP models. The BP product is a collection of expert forecaster’s rules covering six general categories of expected weather in differing severity from drifting snow to blowing snow, to near-blizzard conditions, to blizzard conditions. The intention of BP forecasts is to provide a “heads up” warning well in advance of areas where blizzard conditions might develop, rather than to be specific point forecasts. Another product, the BH probability forecast, stems from work by Baggage and Hanesiak (2005). It provides more accuracy at points than does the BP product, and makes probability forecasts. The BP and BH products are perfect prog forecast algorithms, hence the accuracy of their forecasts depends on the accuracy of NWP model output used to make their forecasts. Our third blizzard forecast product, RF, is a MOS product, so it does account for a degree of NWP model error. RF is a machine-learning product built with the random forest algorithm (Breiman 2001) that predicts the likelihood that blizzard conditions and near-blizzard conditions will occur. Classification errors for NO forecasts are much less than 1%, and for YES forecasts are about 33%, so the products have a reasonable chance for success given that blizzard conditions occur infrequently. Analysis of the most important

Fig. 17. Series of forecasts updated every 12 h covering the period 0000 UTC 28 Mar 2018–0000 UTC 1 Apr 2018. Each forecast is valid at the time shown. BP 99–108-h forecasts driven by GDPS model output are plotted 3-hourly as black circles starting at 0300 UTC 28 Mar. Other forecasts plotted hourly starting at 0100 UTC 28 Mar are connected with colored lines: BH 73–84-h forecasts driven by RDPS model output (green), RF 37–48-h forecasts driven by RDPS model output (red), and RF 13–24-h forecasts driven by CAPS model output (blue). Location of stations is in Fig. 1. (b) Matching observations of visibility, wind speed, and gusts for the forecasts in (a). Missing observations could not be plotted. Non-missing visibilities greater than 5 SM are not plotted to conserve space.
predictors for blizzard conditions in the RF models underscore the importance of predicting wind, lapse rate, and precipitation accurately in the Arctic winter boundary layer.

To assess model performance, compare forecasts, and determine optimal thresholds for BH and RF YES forecasts we analyzed the BP, BH, and RF forecasts produced from RDPS model output for an eight month period (one winter season). BH and RF forecasts were compared using receiver operator characteristic curves and critical success index scores. The results show RF forecasts have greater accuracy at all lead times, and the RF B34 forecasts are more accurate than the RF B12 forecasts at all lead times. The optimal probability threshold for making a YES forecast for RF forecasts, as given by the highest CSI score, is centered around 0.4 up to 36-h lead times and is in the range 0.4–0.5 at longer lead times. For BH forecasts the optimal threshold range is centered around 0.3 at all lead times. These CSI scores show the products have a reasonable chance for success given that blizzard conditions occur infrequently. CSI scores for BP forecasts are much lower than those for the RF and BH forecasts, but they are intended to be used for longer range area forecasts rather than point forecasts.

We show a sample of forecasts with different lead times by all three products driven by different CCMEP models during a major blizzard event. Blizzard conditions were consistently predicted to occur over the same large area on the northwest side of Hudson Bay. Meteograms displaying observations and four 12-hourly incremented time series, each for nearest grid-point forecasts taken at different lead times, are shown for three widely separated stations for a four day period centered around this event. The RF forecasts performed very well, and the BH and BP forecasts performed reasonably well considering their longer lead times. The RF forecasts for blizzard conditions have proven to be the most popular among operational forecasters, although all three forecast products are widely used. There have been many favorable comments from operational forecasters on all three.

We believe the automated products discussed here constitute a good start for filling the need of operational meteorologists for comprehensive guidance for forecasting blizzards for the vast Canadian Arctic domain. Besides producing forecasts utilizing all three methodologies we are experimenting with an ad hoc approach for showing areas where two and three products agree. We believe improvements can be made in blizzard prediction models. We continue to search for new ways to formulate suitable predictors and new methods to generate forecast models.

Acknowledgments. We are grateful to our ECCC colleagues Julian Brimelow, Gabriel Gascon, Ruping Mo, Zen Mariani, Tom Robinson, and the AMS reviewers for their comments and suggestions on an earlier version of this paper that helped to improve this manuscript. We thank Aaron Kennedy and Peter Taylor for offering many helpful comments and suggestions in their reviews.

Data availability statement. Aviation routine weather reports (METARs) are universally available. Output data from our forecast models described here resides in our research account on the Government of Canada Science Network.

REFERENCES


Dubé, I., 2003: From mm to cm... study of snow/liquid water ratios in Quebec. Meteorological Service of Canada–Quebec Region, 127 pp.

Environment and Climate Change Canada, 2016: Regional Deterministic Prediction System (RDPS), Update from version 4.2.0 to version 5.0.0: Description of changes and forecast performance up to 48h. Canadian Meteorological Centre Tech. Note, Section 4.2, 47 pp., https://collaboration.cmc.ec.gc.ca/cmc/cmoi/product_guide/docs/lib/technote_rdpms-500_20160907_e.pdf.


