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ABSTRACT

This study outlines a method for the estimation of regional patterns of surface moisture availability ($M_o$) and fractional vegetation ($F_r$) in the presence of spatially variable vegetation cover. The method requires relating variations in satellite-derived (NOAA, Advanced Very High Resolution Radiometer) surface radiant temperature to a vegetation index (computed from satellite visible and near-infrared data) while coupling this association to an inverse modeling scheme. More than merely furnishing surface soil moisture values, the method constitutes a new conceptual and practical approach for combining thermal infrared and vegetation index measurements for incorporating the derived values of $M_o$ into hydrologic and atmospheric prediction models.

Application of the technique is demonstrated for a region in and around the city of Newcastle upon Tyne situated in the northeast of England. A regional estimate of $M_o$ is derived and is probably good for fractional vegetation cover up to 80% before errors in the estimated soil water content become unacceptably large. Moreover, a normalization scheme is suggested from which a nomogram, "universal triangle," is constructed and is seen to fit the observed data well. The universal triangle also simplifies the inclusion of remotely derived $M_o$ in hydrology and meteorological models and is perhaps a practicable step toward integrating derived data from satellite measurements in weather forecasting.

1. Introduction

The combination of remote sensing measurements and inverse modeling techniques has advanced to the stage where land surface processes can be described in terms of parameters (such as soil water content) whose values are generally representative of the heterogeneity apparent at the earth's surface (Price 1990; Nemani et al. 1993). In fact, the importance of specifying the surface energy budget that forms the lower boundary conditions of mesoscale (meso-β-scale or meso-α-scale) models cannot be overemphasized (Pielke 1984; Benjamin and Carlson 1986; Mahfouf et al. 1987; Pinty et al. 1989; Avissar and Pielke 1989). It would appear then that the problem of specifying the correct partition of available energy between sensible and latent heat (assuming the sensible heat into the ground is negligible) at each horizontal grid point of such models might appear to be solved.

Indeed, current methods of analysis (Soares et al. 1992; Carlson et al. 1993) that reduce remotely derived measurements to physical parameters at the surface generally involve a complex series of processing steps. These begin with the acquisition of data for cloud-free conditions, which is then subjected to a number of necessary processing procedures—georeferencing, calibration, and correction. Even for the National Oceanic and Atmospheric Administration's (NOAA) Advanced Very High Resolution Radiometer (AVHRR), currently the most appropriate multispectral (including thermal) sensor for land surface studies, data reduction is not only time consuming but is also subject to systematic problems associated with the sensor itself. The next stage, which often involves coupling the satellite data to some sort of remote sensing algorithm [soil-vegetation—atmosphere transfer (SVAT) scheme] is similarly cumbersome. The implications of all this processing time is that it is virtually impossible to incorporate (at least in any interactive way) satellite-derived data into existing mesoscale and or climate modeling schemes.

A more serious issue though lies in the theoretical aspects of remote sensing the surface energy balance and the surface soil water content where biophysical factors at the surface impinge upon the measurements, as is the case for thermal infrared radiometry. This results in an ambiguous solution for the energy balance and surface soil water content. The problem lies in the
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fact that these parameters are not defined in the presence of vegetation as the surface radiant temperature depends upon the radiances both from vegetated surfaces (e.g., leaves) and from the soil surface—the so-called partial canopy.

This paper therefore proposes a method for dealing with partial vegetation canopies in a manner that allows the resolution of soil surface moisture availability $M_0$. The ambiguity due to vegetation is treated in two ways: by making use of an additional parameter, the normalized difference vegetation index (NDVI), which serves as a surrogate for the vegetation amount, and by imposing physical constraints on the data. These constraints are based upon an interpretation of the NDVI surface radiant temperature scatterplot, which is then further interpreted using a SVAT scheme. The second development takes this algorithm one step further and substitutes a normalization scheme to obviate many of the intermediary steps involved in reducing the remotely sensed data.

Accordingly, this paper begins by presenting the analysis elements [vegetation index (NDVI) and surface radiant temperature] of an inversion technique (section 3) that subsequently reduces the data to quantities of surface water content (surface moisture availability) and fractional vegetation cover. The analysis uses local area coverage (LAC) data (section 2) obtained from the NOAA satellite platforms for the city of Newcastle upon Tyne (including the surrounding hinterland), situated in the northeast of England. Section 4 then addresses the temporal variability of the AVHRR observations, and so in the SVAT simulations, with a procedure that accounts for the external effects of the atmosphere and terrain in deriving the surface water content. Finally, section 5 concludes with a discussion of the refinement of the technique, its future verification, and reflects upon applications of the method.

2. Study site and data

a. Description of the study area

There is no a priori reason or particular justification for selecting Newcastle upon Tyne as the area of study—any conurbation in Britain would presumably suffice. Principal criterion is simple in the sense that the location be a reasonably discrete urban setting with ample regional variability in land cover. The degree of cloud cover is a particularly limiting factor in a program of this nature; however, weather systems tracking across Britain tend to have a high degree of periodicity. For this reason, no region necessarily exhibits a significantly higher frequency of clear skies than any other. A final consideration is to avoid the incorporation of data that

$^1$ The surface moisture availability is defined as the ratio of the soil water content to that at field capacity.

is a view of particularly steep vertical relief since this raises a series of issues that are cumbersome to deal with, if not a serious source of error (Carlson 1986).

b. Data

Multiband radiometer measurements were obtained from the NOAA AVHRR provided by the department of Applied Physics and Electronic and Manufacturing Engineering at the University of Dundee in Scotland. Four AVHRR images were acquired at approximately 1315 UTC 21 May 1989, 1336 UTC 01 June 1985, 1400 UTC 5 July 1989, and 1 August 1990 over Northern England including Newcastle upon Tyne. The imagery was calibrated (at the full 10-bit resolution) using the algorithms contained in the NOAA technical memorandum (Lauritson et al. 1988) and atmospherically corrected for the thermal channels using a radiative transfer model (Price 1983) through application of vertical profiles of pressure, temperature, and moisture from radiosonde data collected at 1200 UTC from the most meteorologically representative station. Thus the radiance data from channels 4 and 5 (10.3–11.3 μm; 11.5–12.5 μm) are at-surface values of radiant temperature, whereas channels 1 and 2 (0.58–0.68 μm; 0.725–1.1 μm) are at-sensor (exatmospheric) values of reflectance. Each overpass was rectified to the U.K. national grid with precise georeferencing to ensure that from scene to scene each resampled (using a nearest neighbor algorithm) 1-km pixel represented the exact same location. An evaluation of the registration procedure indicated a geometric accuracy where the maximum root-mean-square error (rmse) was 0.8 km.

Landsat TM data was also utilized in this study. These data were acquired from the National Remote Sensing Centre Ltd, Farnborough, England. The digital number data (8 bit) was converted to exatmospheric values of reflectance according to Markham and Barker (1986) and registered to the U.K. national grid using a cubic convolution algorithm. After resampling, the pixel dimensions were 25 m in both the $x$ and $y$ directions.

3. Elements of the satellite observations and method of reduction

a. The temperature–vegetation index scatterplot

The surface radiant temperature depends on the soil water content and the distribution of vegetation. The former is inferred directly from remote sensing, whereas the latter has to be derived in some appropriate way, that is, as a vegetation index (Pearson and Miller 1972; Gutman 1987; Huete 1988; Pinty and Verstraete 1992), Nemani and Running (1989), Carlson et al. (1990), and Carlson et al. (1994) demonstrate the physical relationship between vegetation index (NDVI) and surface radiant temperature $T_0$ in the form of a scatterplot, the implication of which is that the sensi-
tivity of the surface radiant temperature to surface soil water content differs for the leaf and for the soil surface around the plants. This sensitivity tends to be much greater for the bare soil as a function of soil water content (surface or root zone) than for the leaves. This association between temperature and vegetation index therefore permits the resolution of a more representative surface soil water content than that previously obtainable by other inversion techniques (Carlson 1986; Soares et al. 1988; Diak 1990; Soares et al. 1992) that neglect the effect of a spatially variable vegetation cover.

Figure 1 shows just such scatterplots, as derived from the NOAA AVHRR for the Newcastle area for four dates (21 May 1989, 1 June 1985, 5 July 1989, 1 August 1990). Physical constraints are imposed on these scatterplots that establish (a) a locus of points indicative of zero water content (a leading “warm edge” observed in all four cases); (b) zero vegetation cover (NDVI0), that is, bare soil and corresponding to the base of the distribution at low NDVI; and (c) full (100%) vegetation cover (NDVI1). These three features set the domain for the SWAT model simulations as will be described later. In the meantime, however, we elaborate upon the significance and determination of the warm edge, NDVI0, and NDVI1.

These three features are not arbitrary but have physical meaning. If the observations contain a complete spectrum of vegetation amount and soil water content, then by definition the scatterplot must be bounded by zero soil water content and by zero vegetation cover, as well as by 100% vegetation cover (no bare soil visible to the radiometer) and by field capacity. In fact, the warm edge of the distribution is consistently well defined and sharply bounded. It constitutes a limit to the warmest and therefore, by implication, the driest pixels in a mixture of bare soil and vegetation. The distribution is characterized by two limits at high and low NDVI. At high NDVI (NDVI1) there exists a rounded top to the distribution, which is identified with a nearly maximum amount of reflection from the 100% vegetation cover. The relatively wide, and flat base of the distribution (NDVI0) is taken as corresponding to sunlit bare soil. The cool side of the distribution would also be well defined except that it is subject to the greatest contamination by clouds, water bodies, and shading by surface elements and so tends to be ragged.

1) The Warm Edge

A warm edge is presumed to exist when the warm side of the distribution in the scatterplot is both sharply defined and smoothly varying. It is important, however, to determine without conjecture the form and position of the edge. To achieve this, an algorithm was designed to extract the data points that lie within a discretionary

![Fig. 1. NDVI versus surface radiant temperature T0 for all four cases as labeled. In each case the extracted warm-edge pixels are depicted along with the analytical form of the edge; the polynomial coefficients for the edge are also given.](image-url)
range of the maximum value of NDVI encountered for a narrow temperature band (rounded to the nearest 0.5°C). The set of values of NDVI obtained for each range of temperature are averaged (denoted in Fig. 1 as unfilled squares) in order—this reduces bias in the regression due to variations in the frequency of data points in any given area of the NDVI–T₀ scatterplot.

The next step is to represent the warm edge mathematically by fitting the averaged data to a regression equation. A fourth-order polynomial reproduces the features as shown by Fig. 1. The equation of the line forms a maximum (which is associated with NDVI₀), borders the warm edge, and if necessary can be extrapolated to intercept NDVI₀.

2) BARE SOIL NDVI—NDVI₀

NDVI₀ is not a constant in time or space; its value is determined by small-scale (1 m or less) properties of the surface, such as chemical composition, organic constituents, soil moisture, and roughness. At larger geophysical scales (10 m–1 km) topography will—through changes in slope, aspect, and elevation—alter the illumination of the soil and so alter the value of NDVI₀.

At coarser resolutions like that of the AVHRR, the determination of a representative NDVI₀ generally requires recourse to higher-resolution visible and near-infrared measurements (e.g., Landsat TM measurements), from which it is possible to establish an estimate² value for NDVI₀, for which purpose Fig. 2 is relevant. For visible/near-infrared scatterplots of this type (typical semivegetated scenes), the data often take the form of a triangle whose base (right-hand side) consists of a nearly straight line emanating from approximately the origin. This is commonly referred to as the “line of soils” (Jackson 1983). Observations (Baret et al. 1993) and corroborating theoretical soil lines (Jasinski and Eagleson 1990) infer that variation in the range in values of soil line parameters is limited. This implies the existence of a “global” soil line. To this end, the soil line (lower limit of vegetation) is approximated by a simple linear regression

```
\[ a_{\text{air}} = m a_{\text{vis}} + c, \]  
```

(1)

where \( a \) represents the reflectance measurements of the near-infrared and visible channels of the TM sensor, respectively, subscripts nir and vis. The slope (gain) of the line is denoted by \( m \) and \( c \) is the intercept (offset).

NDVI is formulated as

\[ \text{NDVI} = \frac{a_{\text{nir}} - a_{\text{vis}}}{a_{\text{nir}} + a_{\text{vis}}}. \]  

(2)

Substitution of Eq. (1) in Eq. (2) expresses NDVI along the line of soils in terms of the visible reflectance only

\[ \text{NDVI}_0 = \frac{(m - 1)a_{\text{vis}} + c}{(m + 1)a_{\text{vis}} + c}. \]  

(3)

If the line of soils can be extrapolated through the origin (“global” soil line), the intercept \( c \) is 0 and Eq. (3) becomes effine:

\[ \text{NDVI}_0 = \frac{m - 1}{m + 1}, \]  

(4)

the value of which is independent of \( a_{\text{vis}} \), that is, a constant for all points on the line of soils.

A fundamental problem arises in the definition of NDVI₀ with this dataset since the study region includes both built-up (urban) and rural areas. NDVI₀ has to be resolved since this value sets the lower limit for the domain over which the SVAT simulations are made. To determine between “soil lines,” the two land surface types (urban and rural) were separated and plotted independently as in Fig. 2. This determination is because bare soil and built-up surfaces are not similar spectrally (at least in a visible–near-infrared domain); thus, there remains the potential of discerning two values of NDVI₀. Utilizing Eq. (3), it is possible to approximate a value of NDVI₀ over the frequency distribution range of \( a_{\text{vis}} \) within which most of the data points lie. As plotted in Fig. 3, and overlaid with the frequency distribution of the surface’s pixels, it follows, respectively, that approximate values for NDVI₀ for the urban surface and for actual bare soil are 0.08 and 0.23—the lower of the two defines NDVI₀ for this analysis.

---

² It is important to note that the band centers of the two instruments (Landsat TM, NOAA-11, AVHRR) are not identical. Exact correspondence of the results for NDVI₀ is therefore not to be expected, even from simultaneous measurements. Nevertheless, it is possible to derive similar values for NDVI from the different sensors (Price 1987).
and necessary element to the SVAT simulations, the vegetation cover fraction corresponding to the observed maximum in NDVI has to be resolved. There are two ways to approach this problem. As will be shown later, an integral part of the SVAT simulations is to resolve an association between fractional vegetation cover (Fr) and NDVI. This relationship, which is highly nonlinear, could be used to assess Fr for both days. The basis for determining this relationship (i.e., May 1989 and June 1985), however, is inappropriate because these are a limited set of observations and so, it would not be possible to state with reasonable reliability that it would necessarily hold for other cases. In the meantime and certainly until more cases are analyzed, the estimation of Fr for July and August was based upon a linear interpolation between NDVI and Fr between NDVI₀ and NDVI₁, which was taken to be 0.62. This is quite acceptable because we are only interested in establishing a fractional vegetation cover estimate for the maximum observed NDVI for the two days, which was 0.52 (Fig. 1). In making this assumption the associated errors in determining Fr will be small.

b. The SVAT model—Overview and hypotheses

The SVAT model, a key link in the reduction of the observed and corrected satellite measurements, is generic in the sense that models of similar type (i.e., one-dimensional boundary layer models with a vegetation parameterization scheme) are equally pertinent to such inversion procedures (the exact form being unimportant). The SVAT model used here constitutes work and development since its original construct (Carlson and Boland 1978), with subsequent improvements in the parameterization of the boundary layer (Carlson et al. 1981), to the inclusion of the vegetation sub-scheme (Taconet et al. 1986; Lynn and Carlson 1990).

A quantitative interpretation of the scatterplots (Fig. 1) is made using the SVAT model within the constraints imposed by the warm edge, NDVI₀, and NDVI₁. This is accomplished by varying two SVAT model parameters, that is, those most directly responsible for the observed variation in surface radiant temperature and vegetation index—the fractional vegetation cover and the surface moisture availability $M_0$. This is done for each image by setting initial conditions and running the model over a 24-h period. The procedure presupposes as before (Carlson et al. 1994) the following: (a) that the warm edge is the limiting value for the soil water content, which is equivalent to a dry soil surface; (b) there is a describable relationship between the vegetation index NDVI and the fractional vegetation cover Fr; and (c) the deep-layer (root zone) soil water content exerts a relatively minor influence on the surface radiant temperature.

These assumptions cited above are justified by the following arguments. (a) As Price (1990) affirms, the temperature spread at low NDVI is a result of varying

3) Saturation NDVI—NDVI₁

Representative at-sensor values for NDVI₁ for most AVHRR datasets (Tucker 1986; Price 1990) lie at around 0.6. Furthermore, radiative transfer calculations suggest that NDVI increases only marginally thereafter with increasing vegetation amount (increasing leaf area index) at 100% cover. Values lying much below this maximum (even considering errors in calibrations and/or the condition of the vegetation) are unlikely to represent 100% cover (Asrar et al. 1984). To this end, NDVI₁ is defined as that point at or above 0.6 where the warm edge begins to bend horizontally. Given this criteria, the reader will notice that NDVI₁ (Fig. 1) is not present on two days—July 1989 and August 1990. The reason for this is not inherently clear but given that the calibration and corrections to the data are sound, presumably the measurements of NDVI for the dates in question are indicative of a fractional vegetation cover less than 100%. As a precursor
degrees of surface wetness, therefore it seems reasonable to suppose that the limiting condition of the warm edge is a result of a lower limit in surface soil water content, that is, a mixture of plants and/or wholly dry surface. For this reason, the warm edge is taken to define an isolpeth of limiting surface soil water content \( (M_0 \approx 0) \) over the range of observed NDVI. (b) Transformed vegetation indices such as NDVI have been used extensively to measure vegetation amount (Lulla 1983). Linearly equating NDVI with Fr, however, leads to errors due to the nondistributive properties of the vegetation index (Price 1990). Moreover, Paltridge and Barber (1988) together with other investigators (earlier discussion on NDVI) table caution against such equations since modification in surface conditions (e.g., background soil reflectance) and/or the physiological properties of the canopy (e.g., yellowing of the leaves) result in variations in the value of NDVI. NDVI, therefore, generally does not have a direct physical relationship with vegetation cover but is taken to vary in some monotonic fashion between bare soil and full vegetation cover, the exact form of which is determined from the simulations. (c) The SVAT model simulations (Carlson and Gillies 1991) show that the radiant surface temperature is insensitive to root zone soil water content unless the vegetation undergoes severe water stress. This assumption of a weak radiant temperature response to the root zone water content, which is critical in resolving the surface moisture availability, is based not only on the SVAT model simulations but on the implication that surface radiant temperature exhibits little spatial variability at 100% vegetation cover—that is, near the vertex of the triangle in the scatterplots.

4. Coupling the SVAT model with the satellite observations

Initial model simulations endeavor to align observed surface temperatures (i.e., from the satellite observations) with the two end points (NDVI, NDVI) along the warm edge (described by the fourth-order polynomial). This extrapolation to NDVI guarantees that the implied temperatures along the warm edge for bare soil and 100% vegetation are consistent with simulations for a surface moisture availability of zero. Similarly, a solution for the deep-layer soil water content follows from establishing agreement for NDVI, at an Fr of 1.0. The deep-layer soil water content remains fixed in successive simulations for each case. In any case this estimate is not very accurate or important.

Once initialized (scaled) in this way, varying fractional vegetation (e.g., at 20% increments) for constant \( M_0 \) (\( M_0 = 0 \)) along the warm edge resolves a relationship between NDVI and Fr in terms of the surface temperature modeled for each increment of Fr. This relationship, which is described by a fourth-order polynomial, is used to equate NDVI with Fr and can be used to map out Fr for the region (Carlson et al. 1994). Likewise, simulations continue over the theoretical range of surface moisture availability (0 to 1 in steps of say 0.2) within the full range of the fractional vegetation cover (0–1.0, i.e., corresponding to 0% and 100% vegetation cover). Thus, solutions of the model are generated by cycling over the period of the day including that of the satellite overpass with equally incremented values of \( M_0 \) and Fr until the maximum ranges of \( M_0 \) (1.0) and Fr (1.0) are reached. The net result is a matrix of simulated surface temperatures (at time of satellite overpass) for NDVI (or if preferred, Fr as computed from the relationship established for this model parameter and NDVI) at differing surface moisture availability. Henceforth, Fr and NDVI are considered interchangeable and subsequent figures may be expressed in either form.

The analogous diagrams, as generated from the SVAT simulations, for the \( T_0-\text{NDVI} \) image observations, are shown in Fig. 4. The result is a distribution of surface moisture availability isolpeths that form a triangular pattern, widely spaced at low NDVI and converging at high NDVI. As previously stated, the convergence of \( M_0 \) isolpeths at the vertex is due to the insensitivity of the vegetation temperature to either the deep-layer or surface soil water content. A limitation obvious upon inspection is that the (truncated) vertex of the "triangle" constitutes a zone in which isolpeths of \( M_0 \) converge. Thus, the upper part of the triangle is an area where the errors in the estimated soil water content will be largest.

a. Normalization of the SVAT model simulations

Each image analysis (Fig. 4) requires an extensive set of simulations with the SVAT model, while a clearcut warm edge may not always be apparent. Clearly, this is a somewhat involved process and requires a certain degree of experience in setting the initial conditions. Moreover, the shape, location, and size of the triangles (observed and simulated) differ from one image to the next due to variability in external (surface and atmospheric) conditions. A convenient solution lies in transforming the domain of the NDVI and \( T_0 \) so that the temperature axis does not represent a quantity highly sensitive to solar forcing, and NDVI values are scaled to fractional vegetation cover (i.e., 0–1). The transformations are as follows:

\[
N^* = \frac{\text{NDVI} - \text{NDVI}_0}{\text{NDVI}_1 - \text{NDVI}_0} \quad (5)
\]

\[
T^* = \frac{T_0 - T_{\text{air}}}{R_{\text{net}}} \quad (6)
\]

NDVI (already a normalized quantity) is again normalized [Eq. (5), \( N^* \)] to scale it from 0 to 1 between the values of NDVI for bare soil and NDVI for 100% vegetation cover. Values of NDVI that exist outside
Fig. 4. NDVI versus surface radiant temperature $T_0$ for all four cases (as labeled) with isopleths of surface moisture availability overlaid.

these asymptotes are therefore assigned 100% or 0% cover, respectively.

The surface temperature $T_0$ is normalized with respect to the averaged quantities of the air temperature $\bar{T}_{air}$ at 50 m and the net radiation $\overline{R_{net}}$. Note that Eq. (6) is really a transform of the Bowen ratio, assuming the sensible heat flux into the ground is small. Thus, the normalized temperature is $T^* = KB(1 + B)^{-1}$, where $B$ is the Bowen ratio ($H/L_E E$), $H$ represents the sensible heat flux, and $L_E E$ is the latent heat flux; $K$ represents a kind of conductance, the value of which depends upon wind speed and surface roughness. This is in agreement with Carlson and Buffum (1989), who demonstrate that the three parameters (besides soil moisture and vegetation fraction) that exert the greatest influence on the evapotranspiration are the net radiation, the surface roughness, and the wind speed.

The normalization procedure is now extended from Eq. (6) to account for the wind speed and the surface roughness. A satisfactory normalization (scaling) for $T_0$ is suggested by the formula

$$T^* = \frac{(T_0 - \bar{T}_{air})(V^*_{g2})^{0.22}\ln(z_0/z_f)}{\overline{R_{net}}},$$  (7)

where $T_0$, $\bar{T}_{air}$, and $\overline{R_{net}}$ are as defined earlier. Here $V^*_{g}$ is the “surface” geostrophic wind—a value determined during the initialization of the SVAT model, $z_0$ the traditionally defined roughness length, and $z_f$ a reference roughness length.

The power-law correction for the surface geostrophic wind is determined using a statistical method that seeks to align the observations for each day by minimizing the spread between each set of simulations. A visual representation of this is depicted in Fig. 5.

The scaling for the surface roughness is proposed as a dimensionless group (expressed as a logarithmic

Fig. 5. Fractional vegetation cover $F_r$ versus normalized temperature $T^*$ for all four cases. The bold line represents the average of the individual cases. Note also that the ordinate is given in terms of $F_r$. 
Fig. 6. Normalized NDVI $N^*$ versus normalized temperature $T^*$ for all four cases, with isopleths of surface moisture availability overlaid.

function) selected as relevant to the situation, but not implemented in the analyses that follow.

Figure 6 depicts the resulting triangles when normalized. The graphs clearly show that there is improvement in position and symmetry, which is to say that the triangles tend to become more congruent when normalized. Normalization therefore tends to remove differences in the radiant temperatures between images due to differences in solar elevation angle, ambient temperature, surface roughness, radiometer drift, and vegetation type. It allows one to compare images from different days and thereby to follow temporal changes in $M_0$ and $F_r$ at a given point on the surface within the same triangular domain as a function of $T^*$ and $N^*$, which can be computed from the remote measurements without having to execute a full range of SVAT model calculations.

Understandably, the normalization process does not produce perfectly congruous triangles or fit the measurements precisely, since such relatively simple transformations cannot possibly capture all the effects in the model, nor can they account for uncertainties arising from the data itself.

b. A surface fit for the surface soil water content

An important aspect of the normalization process is simplification through application of a triangle that best describes all circumstances—that is, a general form that is appropriate for most observations of $T_0$ and NDVI in normalized space. To this end, the isopleths of $M_0$ (normalized) for all four cases are averaged together to ascertain a universal fit (Fig. 7). The composite triangle (i.e., the "universal triangle") clearly fits the normalized data for August 1990 well. Therefore, the mathematical representation for the universal triangle for $M_0$ is given by Eq. (8):

Fig. 7. Normalized NDVI $N^*$ versus normalized temperature $T^*$ comparing the universal triangle with observed data for a single case (1 August 1990).
\[ M_0 = \sum_{p=0}^{2} \sum_{q=0}^{2} a_{pq} T^p V^q, \quad (8) \]

where \( V \) can be expressed either in terms of \( N^* \) or \( Fr \); \( T^* \) then is wind corrected but as stated previously no account is taken for surface roughness.

c. Maps of surface moisture availability

The resulting maps (only August is illustrated here, Fig. 8) of \( M_0 \) reflect the apparent variability in \( M_0 \) across the terrain of the Newcastle area. An important point must be remembered when interpreting these maps. This is that the functional form of \( M_0 \), as given by Eq. (8), is only valid over the range in vegetation cover from 0% to 80%—this being the limit above which the compositing of the four triangles in Fig. 1 was found to produce unreliable results in the universal triangle.\(^3\) This is expressed on the maps with the aid of a circle code (Fig. 8), where pixels that contain a gray circle are within the domain of the function for \( M_0 \).

In general, \( M_0 \) is observed in all four cases to have wide variability across the domain and within the region and is certainly tied to land cover, particularly noticeable in and around the built-up areas of Newcastle (exhibiting low \( M_0 \)) and over the watershed area located to the northwest (upper left-hand side) where high values of \( M_0 \) are observed thereabouts. Whether there is any discernible relationship with vegetation type would be pure supposition at this stage. Further evidence that the analyses are reasonable are of a circumstantial nature. Visually correlating the maps of \( M_0 \) with a derived land use–land cover map indicates that the land to the northwest of the city is more heavily cultivated (suggesting irrigation) in comparison with that in the southwest. Interestingly, these areas exhibit a great disparity in their respective values of \( M_0 \) in a year when the previous month was climatologically very dry.

Although not shown, the overall spatial pattern of \( M_0 \) for July closely resembles that of August. However, the two other cases, May and June, have significant areas that lie outside the domain of the function for \( M_0 \) (Fig. 6), and probably reflects a variety of anomalous causes such as slope effects, shading, and standing water. Differences between the earlier and later cases may also reflect differences in agricultural and land management practices, where early crops such as winter wheat and winter barley may still be in place during May and early June.

d. Errors and uncertainties in the procedure

In addition to errors and uncertainties arising from the three assumptions referred to earlier in the text, further independent sources of error and uncertainty exist in the method. The first constitutes possible uncertainty as a result of misinterpretation of the scatterplot where high temperatures are a result of water stress in the vegetation, particularly if that stress were to be inhomogeneous in space. We have never seen\(^4\) any evidence of stressed vegetation in the temperature images and the evidence for this is the triangle, whose vertex implies a very small range in the observed radiant temperature over dense vegetation. This temperature tends to be close to air temperature. The im-

----

\(^3\) This number was arrived at by comparing individual triangles with the composite. A large increase in the "error" with increasing \( Fr \) occurs just above 80% in \( Fr \).

\(^4\) This statement is based on the examination of many images at various scales and over differing types of terrain, including semiarid environments.
plication of this observation (which is counterintuitive) is that plants have evolved to optimize their environment and in any case, the water stress pertains to a deep layer (the root zone); whereas the method pertains only to the surface moisture, which is more indicative of the surface energy balance than that for the deep layer.

The second is associated with the sensitivity of the surface temperature to surface features (e.g., relief) and ambient meteorological conditions (atmospheric profile measurements), as well as to various internal parameters (e.g., albedo, surface roughness, vegetation parameters) in the SVAT model. These sources of error are considered in earlier literature in the field (Carlson and Boland 1978; Carlson 1986; Lynn and Carlson 1990).

The third source of error lies in the analysis of the satellite data. The visible and near-infrared radiances are affected by the variability of aerosol concentrations in the atmosphere, the distribution of which are not readily established in a consistent manner. Errors associated with the thermal channels of the AVHRR have been addressed by Price (1990).

Finally, the analysis introduces inaccuracy through numerical approximations. Inverting a time-dependent model to calculate \( M_0 \) is a further source of error. The information contained in \( M_0 \) is expressed by a series of multiple regression equations that are numerical in origin. To begin with, \( Fr \) is calculated from the relationship between NDVI and \( T_0 \) for a hypothetical warm edge, which is in itself an averaged quantity and is constrained between hypothetical limits (NDVI\(_0\) and NDVI\(_1\)). The governing parameters \( Fr \) and \( T_0 \) (which define the numerical fit for \( M_0 \)) output by the model are therefore subject to a certain amount of inaccuracy. Normalization is also a source of error. It can be shown (Fig. 9), however, that the residual error in forcing congruency between triangles is generally less than 20% of the full range in \( M_0 \) up to a fractional vegetation cover of about 80%.

Such limitations and interdependencies mean that it is difficult to come forward with a definitive assessment of the total error on the results of \( M_0 \). According to Raffy and Becker (1984), with proper constraints (i.e., the warm edge, NDVI\(_0\) and NDVI\(_1\)) an accuracy in the inversion of a model of a few percent is achievable. Errors associated with the numerical operations in determining \( M_0 \) (rather than errors in measurement) average at 2%/(Fr/T*) to 3%(N*/T*) with a maximum of 5%–7% constrained by vegetation cover. This suggests the method is probably capable of producing good results up to and over the range of 80% in fractional vegetation cover.

5. Conclusions

In practice, the most useful conceptualizations of the earth’s land surface are those that match the in-formational requirements of the scientific community. The soil moisture availability is just such a concept, not only because this variable is a significant environmental descriptor that integrates much of the hydrology of the land surface, but also because the pattern of the moisture availability is an influential element in hydrological and meteorological processes.

Despite past and recent reservations such as those of Monteith (1981) and Hall et al. (1992) that concern the use and capability of satellite measurements in the thermal IR to infer soil moisture in the presence of vegetation, the information contained in the slope of the vegetation index–surface temperature relationship permits the resolution of this variable over partially vegetated surfaces. Unlike previous investigations, a surface moisture availability \( M_0 \) is determined by coupling thermal infrared temperatures along with a vegetation index, instead of a bulk moisture availability, which is obtained solely from the temperature measurements. The approach is general in that the inversion technique does not depend on specific parameterization; comparable results are obtainable with other models of similar type.

As with most boundary layer observations there exists the possibility that with the proper choice of scaling, the observed data can be applied everywhere all of the time in any situation under study. This is the idea behind the normalization of the satellite data using the four cases in question. The importance of the normalization of the data is that the triangular nomogram is less subject to variations in external forcing (solar and wind) and surface roughness and so allows the direct comparison of images made under different conditions. A universal triangle fits the Newcastle data well.

A potentially troublesome issue is in choosing a single set of parameters, the warm edge and upper and lower bounds for NDVI and a single root zone soil
water content, for an entire image. For example, NDVI may differ for urban and rural areas. Although we have found no evidence of multiple warm edges, we cannot be sure that the warm edge constitutes an isopleth of lower limiting surface soil water content without further verification. The SVAT model, however, imposes constraints that are consistent with a theoretical limit for absolutely dry soil. So far, the possible ambiguities in the scheme where we imply a single value for these parameters over a particular surface area has not been resolved. What the scheme does resolve, however, is some of variance in the data associated with a variable vegetation cover, which strongly modulates the surface radiant temperature. A unique attribute of the moisture availability values, symbolic or otherwise, is that they pertain only to the soil surface. Thus, the method is able to separate surface from root zone moisture, although only a single value for the latter can be obtained for an image. Essential in resolving the signal due to surface soil water content from that with the root zone water content is the fact that the surface radiant temperature is relatively insensitive to changes in the deeper-layer soil water content, at least until the vegetation begins to experience significant water stress.

An important aspect of land surface process parameterization in mesoscale models is the initialization of the surface water content (Smith et al. 1994) so that parameterization schemes for evaporation supply the correct partition of energy and provide an accurate description of the atmospheric response. For example, Lanicci et al. (1987) show the consequence of soil moisture on the formation of mesoscale flows that intensified a front that spawned a tornadic storm. With this in mind, the universal triangle may prove to be an objective (Capehart and Carlson 1994a) means for introducing remote measurements of soil water content into the initialization of regional-scale atmospheric and hydrology models.

The universal-triangle concept by itself would generally have utility only in very short-term forecasts or theoretical studies; however, in conjunction with a long-term soil hydrology model (Capehart and Carlson 1994b), which in itself is highly dependent upon initial soil moisture conditions, remotely derived estimates (from the universal triangle) would tend to check values derived from the predicted quantities of such soil hydrology models (Ottlé et al. 1989). This would be a significant step in the development of a soil moisture parameterization scheme in operational meteorology.
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