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ABSTRACT
Local, regional, and global atmospheric, hydrologic, and ecologic models used to simulate weather, climate, land surface moisture, and vegetation processes all commonly represent their computational domains by a collection of finite areas or grid cells. Within each of these cells three fundamental features are required to describe the evolution of seasonal snow cover from the end of winter through spring melt. These three features are 1) the within-grid snow water equivalent (SWE) distribution, 2) the gridcell melt rate, and 3) the within-grid depletion of snow-covered area. This paper defines the exact mathematical interrelationships among these three features and demonstrates how knowledge of any two of them allows generation of the third. During snowmelt, the spatially variable subgrid SWE depth distribution is largely responsible for the patchy mosaic of snow and vegetation that develops as the snow melts. Applying the melt rate to the within-grid snow distribution leads to the exposure of vegetation, and the subgrid-scale vegetation exposure influences the snowmelt rate and the grid-averaged surface fluxes. By using the developed interrelationships, the fundamental subgrid-scale features of the seasonal snow cover evolution and the associated energy and moisture fluxes can be simulated using a combination of remote sensing products that define the snow-covered area evolution and a submodel that appropriately handles the snowmelt computation. Alternatively, knowledge of the subgrid SWE distribution can be used as a substitute for the snow-covered area information.

1. Introduction
With its high albedo, low thermal conductivity, and considerable spatial and temporal variability, seasonal snow cover overlying land plays a key role in governing the earth’s global radiation balance; this balance is the primary driver of the earth’s atmospheric circulation system and associated climate. Of the various features that influence the surface radiation balance, the location and duration of snow cover compose two of the most important seasonal variables. In the Northern Hemisphere the mean monthly land area covered by snow ranges from 7% to 40% during the annual cycle, making snow cover the most rapidly varying large-scale surface feature on the earth (Hall 1988).

The problem of realistically representing seasonal snow in regional and global atmospheric and hydrologic models is made complex because of the numerous snow-related features that display considerable spatial variability at scales below those resolved by the models. As an example of this variability, over the winter landscape in middle and high latitudes the interactions among wind, vegetation, topography, precipitation, solar radiation, and snowfall produce snow covers of nonuniform depth and density (e.g., Liston and Sturm 1998). During the melt of these snow covers, the snow-depth variation leads to a patchy mosaic of vegetation and snow cover that evolves as the snow melts (e.g., Shook et al. 1993). This mix of snow and vegetation strongly influences the energy fluxes returned to the atmosphere and the associated feedbacks that accelerate the melting of remaining snow-covered areas. From the perspective of a surface energy balance, the interactions between the land and atmosphere are particularly complex during this melt period (Liston 1995; Essery 1997; Neumann and Marsh 1998). The variable snow distribution also can play an important role in determining the timing and magnitude of snowmelt runoff, and the end-of-winter snow distribution is a crucial input to snowmelt hydrology models, including those used for water resource management (e.g., U.S. Army Corps of Engineers 1956; Male and Gray 1981; Martinec and Rango 1986; WMO 1986; Kane et al. 1991). In Arctic tundra and alpine regions the uneven distribution of snow exerts strong control over plant community distribution (Evans et al. 1989; Walker et al. 1993), and in the forest–alpine ecotone the snow distribution influences tree distributions and growth characteristics (Griggs 1938; Billings 1969; Daly 1984; Wooldridge et al. 1996).
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In light of the role that snow plays in influencing land and atmospheric processes, it is essential that local, regional, and global models used to simulate weather, climate, hydrologic, and ecologic interactions be capable of accurately describing the seasonal snow evolution. In recent years, significant strides have been made to represent snow cover better in climate models (Verseghy 1991; Lynch-Stieglitz 1994; Marshall and Oglesby 1994; Marshall et al. 1994; Douville et al. 1995; Yang et al. 1997; Liston and Graf 1998a; Slater et al. 1998), but there are still studies that indicate that current climate model simulations of seasonal snow do not reproduce the observed snow distributions (e.g., Foster et al. 1996). Typically, snow accumulation and melt in climate models are simulated by applying simple energy and mass balance accounting procedures (Foster et al. 1996). These algorithms frequently neglect or oversimplify important physical processes such as those associated with subgrid-scale temporal and spatial variability of snow-covered area. The lack of subgrid snow distribution representations in most climate models has been acknowledged as a deficiency in snow cover evolution and atmospheric interaction simulations (Liston and Graf 1998b), Walland and Simmonds (1996) introduced one method to address this deficiency. To account for snow distribution-related processes in weather, climate, hydrologic, and ecologic models, accurate descriptions of grid-scale and sub-grid-scale snow distributions are necessary.

At its most basic foundation, capturing the fundamental aspects of snow cover evolution within a model grid cell requires addressing three primary features. Conceptually, these three relate directly to

1) the snow cover has some spatial distribution (for example, over a parking lot or a relatively flat prairie landscape the distribution generally is uniform, while in windblown and topographically variable regions the distribution can be quite nonuniform),
2) at some point during the year the snow cover experiences melting, and
3) eventually, as part of the snowmelt process, the snow cover disappears and exposes the underlying surface (usually soil and low-growing vegetation).

While at first glance these three features may appear overly simplistic, they are coupled so strongly that any unrealistic model gridcell description of one of them leads to the misrepresentation of the others. This misrepresentation, in turn, has important consequences for model-computed energy and moisture fluxes.

Through a combination of meteorological observations, spatially distributed snow water equivalent (SWE) depth measurements, and snow cover depletion observations, Liston (1986) suggested that there must be a strong interrelationship among snowmelt, snow distribution, and snow cover depletion. Cline et al. (1998) discussed and applied a “conceptual” snow cover depletion model in which the premelt SWE depth is a function of snow cover duration and accumulated melt energy at a particular site, and similar relationships have been used implicitly as part of other, primarily hydrologic, studies (e.g., Dunne and Leopold 1978; Rango and Martinez 1979; Martinec and Rango 1981, 1987; Ferguson 1984; Buttle and McDonnell 1987; Rango 1993; Cline 1997; König and Sturm 1998). While these studies have, in some way, made use of the relationships among snow cover melt, distribution, and areal depletion, the exact mathematical interrelationships that form the basis of these studies have never been defined, and a more explicit and complete discussion of these features is warranted.

This paper provides a mathematical description of the general conceptual model that has been used in the past and lays the foundation for the next generation of models that will include improved realism in their snow distribution representations. This mathematical description will formalize the general assumptions adopted in the hydrologic studies cited above and will provide a sound theoretical framework for implementing these ideas in atmospheric and ecologic models. In addition, it will provide valuable insight into how these interrelationships can be used to improve seasonal snow cover simulations. Specifically, the mathematical interrelationships among snow cover melt, snow distribution, and snow cover areal depletion within a model grid cell will be presented and discussed within the context of atmospheric, hydrologic, and ecologic modeling efforts.

2. Mathematical formulation

Initially, for the purpose of the following presentation, the natural system that will be discussed will follow the snow evolution pattern observed in much of the Arctic, where the seasons are well defined; winter is largely a period of snow accumulation and no melting, and spring is largely a period of melting and no snow accumulation. Thus, winter leads to an end-of-winter snow distribution and is followed by a spring melt period that proceeds until the snow is gone. In middle latitudes, the snow cover generally undergoes numerous such “winter–spring” events during the course of a year; the relaxation of this simplified “arctic” behavior will be discussed later in this paper. In addition, it is understood that from the perspective of the atmosphere and large-feature hydrologic system the first-order effect is whether there is snow on the ground; this importance arises primarily because of the large albedo differences between snow and other (nonice) surfaces and the maximum 0°C snow surface temperature constraint (e.g., Liston 1995). These two factors dominate the gridcell surface energy balance to the extent that it is not possible, without significantly misrepresenting the governing physics, to simulate the correct moisture and energy fluxes unless the gridcell snow-covered fraction is known. To simplify the discussion it also is assumed that the bulk, or vertically integrated, average snow density is known; thus, the terms “snow depth” and “SWE
depth” will be used interchangeably, with the understanding that the snow depths always can be converted to an SWE depth by applying the snow (and water) density. The term “melt rate” refers to moisture lost from the snow cover, and the “exposure of vegetation” refers to exposing the surface that was previously covered by snow. This surface can be any type, including the low-stature rock, low-growing vegetation, and bare ground found on the prairies and in Arctic and alpine regions, or it can be the surfaces found under deciduous and evergreen forest canopies.

Under the simple Arctic-type winter–spring snow history, for each model grid cell three fundamental features are required to describe the evolution of snow cover from the end of winter through spring melt. These three fundamental features are

1. the end-of-winter (premelt) SWE distribution,
2. the melt rate, and
3. the depletion of snow-covered area.

Throughout this paper, an Arctic Alaska example in which snow distribution and atmospheric-forcing data are known will be used to help to illustrate the interrelationships among these three features. This example can be considered to represent an atmospheric, hydrologic, or ecologic model grid cell. Figure 1 (6 May panel) describes the example snow distribution taken from Innuvik Creek, Alaska (Liston and Sturm 1998). This area is located between the headwaters of the Kuparuk and Toolik Rivers at 68°37′N, 149°17′W and an elevation of approximately 900 m. The vegetation covering the site is composed of low-growing sedges and grasses roughly 15 cm in height and occasional groupings of taller willows approximately 40 cm high, located in hillside water tracts and valley bottoms. Tussock tundra covers much of the area, with swampy features in the valley bottoms and dry rocky outcroppings on the exposed ridges. The topography is characterized by gently rolling ridges and valleys that have wavelengths of 1–2 km and amplitudes of 25–75 m (Fig. 1). Also within the domain are several more-pronounced topographic features that have much shorter and steeper slopes (up to 30° slopes over distances of a few tens of meters). The prevailing winds in Fig. 1 are from the southwest and lead to erosion on south- and west-facing slopes and increased snow accumulations on north- and east-facing slopes. Figure 2 summarizes the example hourly meteorological forcing, assumed to be representative over the domain of Fig. 1. These meteorological observations were collected from a tower located at approximately 2 km north and 1.2 km east in the Fig. 1 domain and were provided by the Water Research Center, University of Alaska, Fairbanks.

The three fundamental features required to describe the snow cover evolution can be generated from Figs. 1 and 2. The atmospheric forcing data of Fig. 2 are used to compute the snowmelt rate (Fig. 3a) by applying the surface energy balance model

\[ (1 - \alpha)Q_a + Q_l + Q_m + Q_h + Q_e = Q_m, \]  

where \( Q_a \) is the solar radiation reaching the surface of the earth, \( Q_l \) is the incoming longwave radiation, \( Q_h \) is the emitted longwave radiation, \( Q_m \) is the turbulent exchange of sensible heat, \( Q_e \) is the turbulent exchange of latent heat, \( Q_c \) is the conductive energy transport, \( Q_l \) is the energy flux available for melt, and \( \alpha \) is the surface albedo. Details of the formulation of each term in Eq. (1) and the model solution can be found in Liston (1995), Liston and Hall (1995), and Liston et al. (1999b). In this model, each term in the surface energy balance is computed by applying general equations that have been cast in a form that leaves the surface temperature as the only unknown. The melt energy is defined to be zero, and Eq. (1) is solved iteratively for the surface temperature. In the presence of snow, resultant surface temperatures greater than 0°C indicate that energy is available for melting. The amount of available melt energy then is computed by fixing the surface temperature at 0°C and solving Eq. (1) for \( Q_m \). Under melting conditions, the snow surface is considered to be fully saturated and vertically isothermal. For the purposes of the current discussion, this melt rate equals the moisture lost from the snow cover (although it is recognized that in the natural system there may be delays between melt and snow cover moisture loss caused by such processes as percolation and refreezing). The end-of-winter snow distribution of Fig. 1 (6 May panel) is presented as a histogram in Fig. 3b, and applying the daily melt rates from Fig. 3a to the distribution of Fig. 1 yields the snow cover depletion in Fig. 3c. Implicit in this approach is that the melt rates of Fig. 3a are applicable to the entire domain given in Fig. 1 and represented by Figs. 3b and 3c.

Figures 3a–c are interrelated strongly and knowledge of any two of them allows the generation of the third. When the melt rates of Fig. 3a are applied to the snow distribution of Fig. 3b, the snow-covered area is depleted according to the curve in Fig. 3c. It is not so obvious that the melt rates (Fig. 3a) can be derived from the snow cover depletion (Fig. 3c) and the snow distribution (Fig. 3b). Last, and maybe even more important, is that the snow distribution (Fig. 3b) can be derived from the melt rates (Fig. 3a) and the snow cover depletion (Fig. 3c). This last point has major implications for regional- and global-scale atmospheric and hydrologic modeling because melt rates can be computed from readily available atmospheric quantities (such as those collected as part of local and worldwide observational networks and those generated at atmospheric analysis and forecast centers), and the snow cover depletion curves are becoming readily available as part of National Aeronautics and Space Administration (NASA) (Hall et al. 1995) and National Operational Hydrologic Remote Sensing Center (NOHRSC) (http://www.nohrsc.nws.gov/) (Carroll 1997) snow cover remote sensing programs.

The exposure of vegetation (or loss of snow cover)
Fig. 1. End-of-winter (6 May panel) SWE distribution (gray shades) for Innuvik Creek, Arctic Alaska (Liston and Sturm 1998). Other panels show the distribution every five days during the melt period. Solid lines are topographic contours plotted using a 10-m contour interval.
is related directly to the melt rate $M_{\text{rate}}$ and SWE depth $\zeta$. This relation is because, at a point (or over a uniform snow cover), the accumulated snowmelt $M_{\text{acc}}$ at the time the vegetation is completely exposed is equal to the end-of-winter SWE depth. If this time $t$ of snow cover disappearance is defined to be $t^*$, then the end-of-winter SWE depth (at that point) $\zeta_{\text{max}}$ is

$$\zeta_{\text{max}} = M_{\text{acc}}(t = t^*).$$

(2)

In addition, the accumulated melt is related to $M_{\text{rate}}$ through

$$M_{\text{acc}}(t = t^*) = \int_{t=0}^{t^*} M_{\text{rate}}(t) \, dt.$$  

(3)

As an example, applying the melt rate from Fig. 3a to Eq. (3) yields the melt-accumulation curve given in Fig. 4.

For a two-dimensional domain such as that in Fig. 1, which has a nonuniform end-of-winter SWE depth distribution (Fig. 1, 6 May panel), the same principle applies, but in this case, vegetation at each point within the domain is exposed at different times. Thus, at each point, the end-of-winter snow depth must equal the snowmelt accumulated up to the time at which that point became snow free. To illustrate the interrelationships for a spatial domain, some important concepts first must be defined. These defined concepts will be followed by a presentation of how they interrelate.
The snow cover reduction rate (or vegetation exposure rate) $S_{\text{rate}}$ is

$$S_{\text{rate}}(t) = -dS_{\text{frac}}(t)/dt,$$

(4)

where, using the Figs. 3a–c example, the snow-covered area fraction $S_{\text{frac}}$ from Fig. 3c is used to compute the snow cover reduction rate in Fig. 5a. Integrating this snow cover reduction rate gives the exposed-vegetation area fraction $V_{\text{frac}}$ for the domain at any time $t^*$,

$$V_{\text{frac}}(t = t^*) = \int_{t=0}^{t^*} S_{\text{frac}}(t) \, dt,$$

(5)

where, for the Figs. 3a–c example, the evolution is given in Fig. 5b. This vegetation fraction also is equal to

$$V_{\text{frac}}(t = t^*) = 1 - S_{\text{frac}}(t = t^*).$$

(6)

The fractional area $A^*$ covered by SWE of some depth or less $\zeta_{\text{max}}$ is given by

$$A^*(0 \leq \zeta \leq \zeta_{\text{max}}) = \int_{\zeta=0}^{\zeta=\zeta_{\text{max}}} A(\zeta) \, d\zeta,$$

(7)

where, for the example, this distribution is given in Fig. 6a. This same snow distribution information can be presented in another way; in this case, $\zeta_{\text{max}}$ covering $A^*$ is given by

$$\zeta_{\text{max}} = \int_{A=A^*} A(\zeta) \, dA,$$

(8)

where, for the example, this distribution is given in Fig. 6b.

From the identity given by Eq. (2), and

$$V_{\text{frac}}(t = t^*) = A^*(0 \leq \zeta \leq \zeta_{\text{max}}),$$

(9)

it follows from Eqs. (3) and (8), and Eqs. (5) and (7), that

$$\int_{t=0}^{t=t^*} M_{\text{frac}}(t) \, dt = \int_{A=0}^{A=A^*} \zeta(\zeta) \, dA,$$

(10)

and

$$\int_{t=0}^{t=t^*} S_{\text{frac}}(t) \, dt = \int_{\zeta=0}^{\zeta=\zeta_{\text{max}}} A(\zeta) \, d\zeta,$$

(11)

respectively.

From Eq. (10), we see that the information contained within Figs. 3a and 3b can be used to generate the information contained within Fig. 3c. This possibility is because, after supplying $t^*$ and solving for $A^*$, this $A^*$ also is equal to $V_{\text{frac}}$ by Eq. (9). Similarly, from Eq. (11), the information contained within Figs. 3b and 3c can be used to generate the information contained within Fig. 3a. This possibility is because, after supplying $t^*$ and solving for $\zeta_{\text{max}}$, this $\zeta_{\text{max}}$ also is equal to $M_{\text{frac}}$ by Eq. (2).
To generate the information contained within Fig. 3b from that in Figs. 3a and 3c, note that Eqs. (2) and (3), and Eqs. (5) and (9), suggest
\[
\zeta_{\text{max}} = \int_{t=0}^{t^*} M_{\text{rate}}(t) \, dt \quad (12)
\]
and
\[
A*(0 \leq \zeta \leq \zeta_{\text{max}}) = \int_{t=0}^{t^*} S_{\text{rate}}(t) \, dt, \quad (13)
\]
respectively. Thus, inputs of any \( t^* \) that are common to both Eqs. (12) and (13) produce the \( \zeta_{\text{max}} \) and \( A^* \) values required to generate the snow distribution found in Fig. 3b. Applying this methodology to the example case yields the “modeled” snow distribution in Fig. 7; also included in Fig. 7 is the “observed” distribution corresponding to that given in Fig. 6a. In a more conceptual approach, the same Fig. 7 distribution can be generated by noting that Figs. 4 and 5b have a common \( x \) axis (time) and then plotting the area fraction against SWE depth for each common \( x \) (time) value. Last, the Fig. 3b distribution can be constructed by taking the derivative \( dA^*/d\zeta_{\text{max}} \) of the curve in Fig. 7.

Figures 3a–c, 4, 5, 6, and 7 have illustrated a numerical application of the preceding equations. A simple analytical example follows and will be used to highlight further application of the system of equations. For this example, let the melt rate be given by
\[
M_{\text{rate}}(t) = \frac{t}{2} \quad (0 \leq t \leq 10) \quad (14)
\]
(Fig. 8a), and the time evolution of fractional snow cover be given by
\[
S_{\text{frac}}(t) = 1 - \frac{t}{10} \quad (0 \leq t \leq 10) \quad (15)
\]
(Fig. 8b). Then, applying Eq. (15) to Eqs. (4) and Eq. (5), or Eq. (6), yields
\[
V_{\text{frac}}(t^*) = \frac{t^*}{10} \quad (0 \leq t^* \leq 10) \quad (16)
\]
(Fig. 8b), and by Eq. (9)
\[
A^* = \frac{t^*}{10}. \quad (17)
\]
Alternatively, Eq. (17) can be obtained from Eq. (15) by application of Eq. (4) and Eq. (13). Equation (14) can be used to obtain a depth–time relationship by application of Eq. (12),
\[
\zeta_{\text{max}} = \frac{t^*}{4}. \quad (18)
\]
Alternatively, Eq. (18) can be obtained by using Eq. (14) in Eq. (3) to get
and allows plotting of the distribution (Fig. 8c) in a format consistent with that in Fig. 3b. Thus, the snow distribution has been generated from knowledge of the melt rate and the snow cover depletion.

In a similar manner, the snow cover depletion can be generated from knowledge of the melt rate [Eq. (14)] and the snow distribution [Eq. (20)]. As before, Eq. (14) can be used in Eq. (12) to determine $\xi_{\text{max}}(t^*)$ [Eq. (18)], which is then substituted into Eq. (20) to yield $A^*(t^*)$ [Eq. (17)]. The area $A^*$ now can be used to compute the snow cover depletion through application of Eqs. (9) and (6). Last, by following a similar procedure, the snow cover depletion can be used in conjunction with the snow distribution to reconstruct the melt rate.

3. Discussion

The weather, climate, hydrologic, and ecologic research communities are striving to address the impacts and feedbacks within the completely coupled and fully interacting surface–atmosphere system, and these issues are being addressed at local, regional, and global scales. Part of this effort requires an accounting for the role that snow cover plays in the interactions between land-related features and the atmosphere. Numerous studies have shown that snow cover interacts with the earth–atmosphere system at a wide range of spatial scales, ranging from local (a few kilometers or less) (e.g., Billings 1969; Baker et al. 1992; Liston 1995; Marsh and Pomeroy 1996; Cline 1997; Neumann and Marsh 1998) and regional (tens–hundreds of kilometers) (e.g., Wagner 1973; Dewey 1977; Namias 1985; Segal et al. 1991a), to global (hundreds–thousands of kilometers) (e.g., Yeh et al. 1983; Namias 1985; Leathers and Robinson 1993; Walland and Simmonds 1997). Fortunately, under the assumption that the melt rates are uniform over the subdomain (e.g., grid cell) under consideration, the interrelationships highlighted by Eqs. (2)–(13) hold at all of these scales. In the following presentation, methods will be introduced that apply the interrelationships of Eqs. (2)–(13) to assist in solving some example problems of atmospheric, hydrologic, and ecologic interest.

a. Atmospheric examples

One way to include the three primary characteristics of seasonal snow evolution is to use subgrid models to distribute and to evolve the snow cover within each larger-scale grid cell (e.g., Liston et al. 1999a). Such a scheme likely would include such factors as snow redistribution by wind transport processes (e.g., Liston and Sturm 1998), and the subgrid precipitation distribution [using statistical approaches (e.g., Hevesi et al. 1992a,b; Daly et al. 1994; Thornton et al. 1997) or physically based approaches (e.g., Choularton and Perry 1986; Barros and Lettenmaier 1993a,b; Leung and Ghan 1995)]. Including these factors at subgrid scales in an atmospheric model, for example, allows the simulation of the snow distribution given in Fig. 3b for each atmospheric model grid cell. In addition, subgrid melt routines that include such factors as topographic slope and aspect relationships that affect subgrid solar radiation distribution and its influence on melt, and subgrid elevation differences that influence temperature distributions and melt rates, can be used to simulate the melt rates given in Fig. 3a. These melt rates and the snow distribution then can be combined to yield the snow cover depletion of Fig. 3c. This approach involves running a higher-resolution model over the domain of interest and does not take advantage of the interrelationships among Figs. 3a–c that were outlined in section 2.

The following example does use the section 2 interrelationships. In atmospheric modeling, a common question is how to represent the areal snow coverage within each atmospheric model grid cell. This question is important because the relative difference in albedo between a snow-covered area (say, an albedo of 0.80) and an area of exposed vegetation (say, an albedo of 0.15) leads to large differences in surface net radiation and thus to large differences in surface sensible and latent energy fluxes that interact with the atmosphere. A common solution is to define the grid cell to have 100% snow coverage if the snow depth is above some threshold value and then to define the fractional coverage to decrease linearly for depth values below that threshold (Foster et al. 1996). By making use of the interrelationships presented in section 2, such an oversimplification of the natural system is no longer required. Using historical snow distribution and areal depletion data such as those available from NOHRSC, representative snow distribution histograms for each atmospheric model grid cell can be generated. If the observed snow depth distribution for each grid cell is non-dimensionalized by dividing by something like the model’s mean gridcell snow depth, then the resulting distribution can be used to scale the mean snow depth produced by the atmospheric model. This scaling leads to a modeled snow distribution that matches that which is generally observed, while preserving the snow depth magnitude simulated by the atmospheric model. One reason why this approach is reasonable is that, while
the actual snow depths are expected to vary from one year to the next, the patterns described by these distribution histograms are expected to be location specific and show little interannual variation at each location. This lack of variation happens because, for a given location, from year to year the factors that influence the snow characteristics and distribution are generally the same (Sturm et al. 1995). These factors are typically climate related, and include such things as prevailing storm winds that typically are of a similar magnitude and come from a similar direction, precipitation-topography relationships that are similar, and air temperatures that are similar. It also is recognized that these similarities do not always hold, and that regions near climatic boundaries may show considerable differences from one year to the next because of variations in large- and regional-scale atmospheric circulation patterns. These interannual changes can be the result of general climatic variability or the result of specific climate-related events such as El Niño or La Niña.

As a visual example of these ideas, consider Figs. 9a–d, which contain the 23 January 1997 NOHRSC snow distributions for 0.5° latitude by 0.5° longitude grid cells that cover the northern Colorado Rocky Mountains and the Colorado prairie. These patterns are the snow distribution patterns we would expect intuitively for these two different regions and they likely will be similar from one year to the next. Thus, such datasets can be used to define the general distribution patterns for each grid cell within the atmospheric model domain. The total snow within each grid cell, as defined by the atmospheric model, would then be forced to conform to this distribution pattern, and any melt simulated by the model then could include the subsequent knowledge of the fractional snow-covered area. Further insight into the general behavior of different snow-related land-
scapes and climates can be gained by looking at the January–June areal snow cover depletion curves (Fig. 10), generated from NOHRSC snow distributions, for the two domains given in Fig. 9. The snow-covered area for the mountain domain is constant throughout the winter and decreases gradually during the spring. During the spring months, mountain precipitation events occur that rebuild the snow-covered area during the general ablation period. In contrast, the prairie domain goes through relatively rapid accumulation and ablation events throughout the winter and spring seasons. Related to the differences in snow cover depletion is the fact that the areal snow distributions in the two regions differ dramatically (Fig. 9). The mountain region is characterized by large spatial variability in SWE depth, and the prairie snow cover largely is uniform. As a consequence, the mountain snow cover evolves much more slowly. The prairie region can be covered quickly by a thin film of snow and it also can be depleted quickly as that snow melts. A key feature illustrated by the snow cover depletion curves in Fig. 10, in contrast to the example Arctic snow cover, is that the midlatitude (Colorado) snow cover experiences numerous accumulation and melt events during the snow season. This variability can be thought of as several arctic-type winter–spring accumulation–ablation events, in which the accumulation and melt events may or may not progress to 100% snow coverage or to 100% snow depletion. These ideas currently are being implemented in the Colorado State University Regional Atmospheric Modeling System (Pielke et al. 1992; Liston et al. 1999a).

As a quantitative example of the improved realism gained in surface energy balance computations that use realistic snow distributions, consider the following example of two different snow distributions: the first is the observed SWE distribution given in Fig. 1 (6 May panel); the second distribution preserves the mean SWE depth from the first distribution but forces the SWE depth distribution to increase linearly over a range of depths equal to the mean of the first sample distribution ± 1.5 cm; this distribution yields an SWE depth range of 3 cm, or about 10–15 cm of snow. This second approach is consistent with the frequently used general circulation model (GCM) methodology of holding the gridcell snow cover at 100% when depths are greater than some threshold value (typically 5–15 cm of snow), and decreasing the snow coverage linearly with depth below that value (Foster et al. 1996). These distributions are illustrated in Figs. 11a and 11b for the GCM distribution and the observed distribution, respectively. When these two sample snow distributions are melted off using the observed

**Fig. 10.** Evolution of snow-covered area for the mountainous domain of Fig. 9a and for the prairie domain of Fig. 9b. These curves were generated using NOHRSC snow distribution observations, where the markers indicate observation dates.

**Fig. 11.** (a) Gridcell SWE distributions using a typical GCM approach. (b) An observed SWE distribution. (c) Snow cover depletion (left axis) during melt for the GCM-type snow distribution (solid line) and the observed snow distribution (dashed line). Also included in (c) is the gridcell-averaged albedo evolution (right axis), where the melting-snow and vegetation albedos were defined to be 0.6 and 0.15, respectively. Panels (d)–(g) display the difference between the observed snow distribution (b) and the GCM-type snow distribution (a), that is, (b)–(a), for the melt-period energy flux components. Fluxes toward the surface are defined to be positive.
hourly atmospheric forcing given in Fig. 2 and the surface energy balance model (Eq. 1), they yield the snow cover depletion of Fig. 11c. Also included in Fig. 11c is the evolution of area-averaged albedo; for these simulations the melting-snow albedo and the exposed-vegetation albedo were defined to be 0.6 and 0.15, respectively. The changes in snow cover depletion timing produce significant variations in the surface energy balance partitioning; these variations are illustrated in Figs. 11d–g, in which the differences between the realistic snow distribution (Fig. 11b) and the “typical” GCM distribution (Fig. 11a) are plotted. In this example, feedbacks between the surface and atmosphere have not been accounted for, so the incoming solar and longwave radiation components of the surface energy balance are the same for the two simulations. The albedo differences influence the net solar radiation (Fig. 11d) and, because the melting snow surface cannot rise above the freezing temperature, the presence of snow modifies the net longwave radiation through its influence on the outgoing surface longwave radiation (Fig. 11e). The turbulent exchange of sensible and latent heat also depends strongly upon the presence or lack of snow cover (Fig. 11f), and the existence of snow influences the partitioning of available energy into melting (Fig. 11g).

b. Hydrologic examples

An advantage to describing the snow cover evolution following the approach outlined in section 2 and highlighted by Fig. 3 is that combining the melt and snow distribution curves allows a computation of the snowmelt volume. Numerous studies have noted that the depletion of snow-covered area is related strongly to runoff (e.g., Miller 1953; Ffolliott and Hansen 1968; Leaf 1969; U.S. Army Corps of Engineers 1971; Anderson 1973; Ferguson 1984; Buttle and McDonnell 1987), but the precise relationship is not well documented in the literature. Under the assumption of an instantaneous response (i.e., no liquid storage in the snowpack), the melt volume \( M_{\text{vol}} \) produced within a model grid cell at time \( t \) is given by

\[
M_{\text{vol}}(t) = A_{\text{grid}} M_{\text{rate}}(t) S_{\text{melt}}(t) \, dt,
\]  

(22)

where \( A_{\text{grid}} \) is the gridcell area. For the example case highlighted by Fig. 3, the resulting snowmelt volume is given in Fig. 12. The expression for the total accumulated melt volume \( M_{\text{acc,vol}} \) at time \( t^* \) is

\[
M_{\text{acc,vol}}(t = t^*) = A_{\text{grid}} \int_{t=0}^{t=t^*} M_{\text{rate}}(t) S_{\text{melt}}(t) \, dt.
\]  

(23)

Depending on the specific application and the information available, Eqs. (22) and (23) can be cast in different forms using the ideas presented in Eqs. (2)–(13). For example, the \( S_{\text{melt}}(t) \) term also could be represented by \( [1 - A^*(t)] \) because of the relationships outlined in Eqs. (6) and (9). Such an accounting for the snowmelt volume within each model grid cell can provide the meltwater inputs to a land surface hydrology model that accounts for processes such as evaporation, transpiration, soil moisture changes, and subsequent gridcell runoff. When this runoff is coupled to a hydrologic runoff-routing model, the resulting hydrographs can be compared to observed river and stream discharges, providing a validation tool for assessing the snow evolution simulation (e.g., Vörösmarty et al. 1989; Liston et al. 1994; Marengo et al. 1994; Miller et al. 1994).

c. Ecologic examples

As noted in the introduction, the snow distribution can have a large impact on the evolution of vegetation cover. As an example, Billings (1969) suggested that the evolution of some near-timberline forests in the Rocky Mountains were the result of interactions between the trees themselves and how they influenced the local snow distribution patterns. He hypothesized that, during the winter, snow accumulates in the lee of any trees that have started to become established. Then, during the melt of that snow cover, the most favorable moisture and light conditions for seedling establishment occur at the location of the snow cover edge in late June or early July. Areas covered by snow after this early July date are unable to establish tree seedlings because of the short snow-free “growing season.” These interactions lead to a striped pattern of trees and meadows that are aligned perpendicular to the prevailing winter storm winds. Billings (1969) referred to these as “ribbon forests.” Thus, the interrelationships among the snow distribution, snowmelt, and the depletion of snow-covered area have influenced the vegetation distribution.

These relationships among snowcover, available moisture, and growing-season length are implicit also in the interrelationships between snow distribution and vegetation patterns observed in the Arctic, where relatively deep, moderate, and shallow snow covers each are associated with specific types of vegetation (Evans et al. 1989). In another Arctic study, M. Sturm (1998, personal communication) studied the interactions and relationships between shrubs and the snow distribution...
and proposed a positive feedback loop by which increased shrubs can lead to increased vegetation capture of wind-transported snow. As part of these interactions, the presence of shrubs, as opposed to lower-growing tundra, leads to increased snow depths, better thermal insulation from low winter temperatures, higher soil temperatures, and increased melt-related moisture, all of which favor shrub growth. Because of the interrelationships presented in section 2, the greater snow depth is expected to delay the snow-free date and thus shorten the growing season. Again, the interrelationships among snow distribution, melt, and areal depletion have influenced the vegetation evolution.

d. Additional considerations

The preceding discussions have largely considered a snow evolution behavior characterized by the relatively simple Arctic snow evolution system. In practice, as part of a general application of the ideas presented herein, the following issues are expected to arise. One notable difference between the Arctic and midlatitude environments is that the warmer climates typically experience numerous snow accumulation and ablation events throughout the year. This difference can be handled by forcing the accumulation to occur in the same pattern as described by the shape of the general histogram (e.g., Figs. 3b, 9c and 9d). An additional concern is that for relatively large grid cells in complex topographic regions (e.g., Fig. 9a), it is incorrect to let the melt rate be uniform over the entire grid cell (as was done in the presentation of section 2). This assumption typically is made in atmospheric models, and thus this approach is consistent with those model formulations. Factors in addition to the snow distribution that influence the snow cover depletion all relate to variables that lead to spatial variations in the melt rate. These factors include topographic slope and aspect influences on shortwave radiation reaching the surface, vegetation influences on shortwave and longwave radiation, temperature and humidity variations with elevation, and spatial distributions of wind speed. If an accounting for subgrid temperature, radiation, etc., were made, then the interrelationships outlined in section 2 would be applicable at subgrid scales to those regions of the domain where the melt rates could be assumed to be uniform.

As part of the melt-rate computations, there are expected to be feedbacks between the exposure of vegetation and the melt rate. Liston (1995) and Neumann and Marsh (1998) discussed some of these interactions that result from local advection within the atmospheric boundary layer. Additional feedbacks are expected at larger scales, where mesoscale circulations are initiated because of snow distribution variations (Segal et al. 1991a,b), but the importance of atmospheric interactions between snow-free areas and snow-covered areas still largely is unknown. Even with such feedbacks, the interrelationships presented in section 2 still hold.

The interactions among weather, climate, hydrology, and ecosystems are inherently global in scope. As such, remote sensing is expected to play a key role in monitoring and understanding global snow cover evolution. Modeling techniques that include remote sensing products are of high value, and observations of snow-covered area using remote sensing technology are becoming more frequent and of higher quality. Daily observations of snow-covered area are well matched with the general snow cover evolution and associated interactions with atmospheric and hydrologic processes, and should be used to generate snow cover depletion curves for the examples considered herein. Data obtained at frequencies less than daily still are of value but will contribute to errors resulting from accumulation and ablation events that occur at higher frequencies; an example of this contribution is the error produced in Fig. 7 for SWE depths between 5 and 7 cm.

The specific problem under consideration will determine the required spatial resolution. Currently, continental-scale snow cover and snow distribution products are available at grid increments of approximately 1 km (Carroll 1997). These products are quite adequate for regional and global atmospheric modeling programs, although it is recognized that many snow distribution-related features occur at scales much smaller than 1 km, for example, the erosion and deposition of snow around ridges, bluffs, gullies, and trees (e.g., Liston and Sturm 1998). To address such local-scale issues, finer-scale snow cover data are required. Cline et al. (1998) provided an example application of such finescale snow cover data, and discussed remote sensing methods that resolve subpixel snow cover information. Because in windy environments snow frequently accumulates in deep drifts of relatively small spatial extent, such datasets are expected to contribute strongly to the understanding of fractional snow-covered area.

4. Conclusions

In light of the role that snow cover plays in modifying weather, climate, hydrologic, and ecologic features, recent modeling efforts are working to improve their representations of seasonal snow cover. A mathematical description of the interrelationships among the end-of-winter SWE depth distribution, the melt rate, and the snow cover depletion has been presented. This description, in turn, suggests how snow cover extent data and snowmelt computations can be combined to reconstruct the subgrid, end-of-winter SWE depth distribution. In addition, improvements in the ability of remote sensing to provide snow-related products to the weather, climate, hydrologic, and ecologic communities are rapidly evolving, and the ability of remote sensing to distinguish between snow-covered and snow-free areas has been particularly successful (Cline et al. 1998). For example, the production of daily, global snow cover extent data at subkilometer spatial scales appears to be a realistic
short-term goal [e.g., the NASA snow-mapping (SNO-MAP) algorithm (Hall et al. 1995), which uses data collected by the Earth Observing System (EOS) Moderate Resolution Imaging Spectroradiometer (MODIS)]. The combination of these factors represents an opportunity to improve subgrid-scale snow distribution representations in modeling efforts where snow is an important component.

The spatial distribution of snow-covered area is a key input to atmospheric and hydrological models. In addition, during snowmelt, knowledge of the SWE depth distribution is required, because it is the variable depth distribution that largely leads to the patchy mosaic of snow and vegetation that develops as the snow melts. Consider, for example, that the areal coverage represented by Figs. 3a–c is the area of a single regional or global atmospheric model grid cell (with cell sizes ranging from a few kilometers to a few hundred kilometers). The features represented by Figs. 3a–c are strongly interrelated; the subgrid-scale exposure of vegetation influences the snowmelt rate, and applying the melt rates to the within-grid snow distribution leads to the exposure of vegetation.

The ideas presented herein suggest that knowledge of the snow distribution also is required to compute correctly the energy and moisture fluxes (net solar and longwave radiation, sensible and latent heat, and melt energy) that occur among the land, snow, and atmosphere during the winter and spring months. As an alternative, knowledge of the snow-covered area evolution can be combined with the melt-energy computations as a substitute for the snow distribution information. The availability of remote sensing products that define the snow-covered area, in conjunction with an atmospheric or hydrologic model appropriately handling the snowmelt computation, compose the tools required to simulate the fundamental subgrid-scale features of the seasonal snow cover evolution while appropriately simulating the associated energy and moisture fluxes. The development of a methodology that directly accounts for the influence of subgrid-scale snow cover variability within the context of regional and global weather, climate, hydrologic, and ecologic models is expected to improve key features of the model-simulated interactions between the land and atmosphere during the winter and spring months.
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