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ABSTRACT

The assimilation of cloud- and precipitation-affected observations into weather forecasting systems requires very fast calculations of radiative transfer in the presence of multiple scattering. At the European Centre for Medium-Range Weather Forecasts (ECMWF), performance limitations mean that only a single cloudy calculation (including any precipitation) can be made, and the simulated radiance is a weighted combination of cloudy- and clear-sky radiances. Originally, the weight given to the cloudy part was the maximum cloud fraction in the atmospheric profile. However, this weighting was excessive, and because of nonlinear radiative transfer (the “beamfilling effect”) there were biases in areas of cloud and precipitation. A new approach instead uses the profile average cloud fraction, and decreases RMS errors by 40% in areas of rain or heavy clouds when “truth” comes from multiple independent column simulations. There is improvement all the way from low (e.g., 19 GHz) to high (e.g., 183 GHz) microwave frequencies. There is also improvement when truth comes from microwave imager observations. One minor problem is that biases increase slightly in mid- and upper-tropospheric sounding channels in light-cloud situations, which shows that future improvements will require the cloud fraction to vary according to the optical properties at different frequencies.

1. Introduction

The small-scale variability of cloud and precipitation must be carefully modeled in order to get accurate simulations of atmospheric radiative transfer. For example, the amount of overlap between different cloud layers can strongly affect quantities such as heating rates and the earth’s albedo (e.g., Morcrette and Fouquart 1986; Morcrette and Jakob 2000). At microwave frequencies, the nonlinear dependence of radiance on hydrometeor amount causes a “beamfilling effect” in satellite observations (e.g., Kummerow 1998). Here, even when two fields of view contain the same mass of rain or cloud, variations in fractional cloudiness can cause large differences in measured radiances.

Rain- and cloud-affected microwave radiances are assimilated at the European Centre for Medium-Range Weather Forecasts (ECMWF; Bauer et al. 2006a,b), improving forecasts of tropical moisture and wind (Kelly et al. 2008). However, large biases between simulated and observed brightness temperatures (TBs) remained in cloudy and rainy areas, even after improvements made by Geer et al. (2008). A major part of the remaining bias was likely a result of inadequate treatment of subgrid cloud variability in the radiative transfer simulations. This paper tests a revised approach that substantially reduces biases between model and observations.

Typically, the only knowledge that a GCM has of subgrid cloud variability is the cloud fraction at each layer. Traditionally, a “maximum random” cloud overlap has been used when modeling subgrid-scale variability in radiative transfer calculations (Geleyn and Hollingsworth 1979). Vertically continuous cloud layers are overlapped by the maximum possible; however, where there is a gap between cloud layers, they are overlapped by a random amount. Ground- and space-based radar observations...
have shown that maximum overlap is valid over short vertical distances, and there is a transition to random overlap over about 2 km (Hogan and Illingworth 2000; Mace and Benson-Troth 2002; Barker 2008). However, the atmospheric state is important, and maximum overlap occurs preferentially in strong ascent and in convectively unstable conditions (Naud et al. 2008).

To represent subgrid variability in radiative transfer simulations, an independent column approximation (ICA) is often used. Here, the grid box is divided into a set of independent subcolumns with radiative transfer done separately for each. Cloud distributions in each subcolumn are assigned according to an overlap scheme or some other method. Within each layer of a subcolumn, cloud is either wholly present or wholly absent. However, this approach does not take into account 3D effects, such as emission from the sides of clouds and precipitation (e.g., Weinman and Davies 1978). The ICA approach is used as a reference here, following O’Dell et al. (2007), who performed a similar study to this one and showed the ICA was acceptable.

The computational cost of assimilating rain- and cloud-affected microwave radiances is very large. At ECMWF, a new direct approach became operational in March 2009, with the microwave imagers taking about 10% of the total resources used for assimilation, mainly because of scattering radiative transfer. In order to reduce the cost even this far, only one cloud- or rain-affected subcolumn can be simulated per observation. However, this makes it difficult to correctly account for subgrid cloud and rain variability (Bauer et al. 2006c).

It would be too expensive to use a method such as the ICA operationally, a much faster approach is the Monte Carlo ICA (McICA; Pincus et al. 2003), which has revolutionized the calculation of broadband fluxes and heating rates in GCMs, including the ECMWF (Morcrette et al. 2008). However, because it introduces large random errors in simulations at any one frequency, it is not appropriate for the simulation of satellite observations. Recently, O’Dell et al. (2007) developed an “optimal” cloud overlap for microwave radiative transfer that performs near identically to the ICA and needs only two or three scattering calculations. But, for the moment, this is still too expensive for use at ECMWF; therefore, in this study we search for an improved cloud overlap using just one calculation.

This paper will evaluate different versions of the radiative transfer code in a wide variety of different atmospheric situations, and it will compare the simulated TBs both with observations and with reference simulations. The study is done in the context of the observation minus forecast statistics, which are a main output of an operational numerical weather prediction (NWP) system, along with analyses and forecasts.

2. Method

a. ECMWF assimilation system

ECMWF produces routine global analyses and 10-day forecasts from an assimilation system based on an atmospheric model with a semi-Lagrangian, spectral formulation. The model has 91 levels from the surface to an altitude of 80 km and a T799 horizontal resolution, corresponding to about 25 km (information available online at http://www.ecmwf.int/research/ifsdocs/). Global analyses of wind, temperature, surface pressure, humidity, and ozone are produced twice daily using a four-dimensional variational assimilation system (4D-Var; Rabier et al. 2000) with a 12-h time window. Assimilated observations include in situ conventional data, satellite radiances from polar orbiters [from instruments such as the Advanced Microwave Sounding Unit (AMSU) and the Infrared Atmospheric Sounding Interferometer (IASI)], geostationary radiances, satellite-derived atmospheric motion vectors, and surface winds from scatterometers.

From June 2005 to March 2009, microwave imager observations were assimilated, over oceans only, in two separate streams. Clear-sky observations were assimilated as radiances directly in 4D-Var; those identified as affected by cloud and rain were assimilated using a 1D + 4D-Var procedure (Bauer et al. 2006a,b; Geer et al. 2008). Data from Special Sensor Microwave Imager (SSM/I), Tropical Rainfall Measuring Mission (TRMM) Microwave Imager (TMI), and Advanced Microwave Scanning Radiometer for Earth Observing System (AMSR-E) were assimilated in all weather conditions. Data from Special Sensor Microwave Imager/Sounder (SSMIS) were assimilated in clear-skies only, because the observation data we receive have been averaged spatially (Bell et al. 2008), which eliminates the small-scale rain and cloud features. Our experiments are based on this system, although here we will use only SSM/I and SSMIS.

b. SSM/I and SSMIS instruments

A series of SSM/I instruments has been flown on the Defense Meteorological Satellite Program (DMSP) satellites from 1987 until the present day (Hollinger et al. 1990). SSM/I utilizes a conical scanning technique which gives all observations the same zenith angle, 53.1°. Here, we use observations from DMSP F13 and F14 satellites, and corresponding simulations have been created using the first-guess (FG) model fields. SSM/I has seven channels at frequencies from 19 to 85 GHz, where the atmosphere is semitransparent in clear skies and most absorption comes from total column water vapor, due to both water vapor continuum absorption and the 22-GHz line. In cloudy skies, the lower-frequency
channels are sensitive to rain and cloud water and the higher-frequency channels are sensitive to snow and cloud ice as well. SSM/I observations have been corrected at ECMWF for the scan-dependent biases found by Colton and Poe (1999).

To extend our study to sounding channels and to higher frequencies, we have also simulated TBs for seven channels of the SSMIS instrument on DMSP F16 satellite (Kunkee et al. 2008). Three of these were oxygen band temperature sounding channels, at similar frequencies to those of AMSU-A: 50.3, 52.8, and 53.6 GHz (all vertically polarized). Weighting functions progress from the lower to the upper troposphere, and we have ignored the stratospheric oxygen band channels. The other four channels were similar to those found on AMSU-B, being at 150 ± 1 GHz (a window channel) and in the 183.31-GHz water vapor line at 183.31 ± 6.6, 3, and 1 GHz, sensing water vapor from the lower to the upper troposphere. However, as mentioned earlier, real SSMIS observations were unsuitable for comparison [see Figs. 3 and 4 of Bauer et al. (2006c) for further details on the information content of SSM/I and SSMIS].

c. Scattering radiation code

The Radiative Transfer Model for the TIROS Operational Vertical Sounder (RTTOV; Eyre 1991; Saunders 2008) includes a module that provides multiple-scattering radiative transfer calculations at microwave frequencies (RTTOV-SCATT; Bauer et al. 2006c). It is used operationally in the assimilation of rain- and cloud-affected radiances at ECMWF (Bauer et al. 2006a) and experimentally by many others (e.g., Deblonde et al. 2007).

RTTOV-SCATT uses the delta-Eddington approach (Joseph et al. 1976), which gives reasonable results when simulating the radiances measured by microwave radiometers (Smith et al. 2002). Scattering parameters are precalculated using Mie theory and tabulated as a function of frequency, temperature, and hydrometeor type and density. The most important inputs to RTTOV-SCATT are the surface skin temperature and winds and the vertical profiles of pressure, temperature, moisture, cloud liquid water and ice, rain and snow fluxes, and cloud cover. Cloud overlap approaches are described in section 3.

d. Experiment setup

Using the framework of the 1D + 4D-Var rain- and cloud-affected assimilation, SSM/I and SSMIS radiances were simulated using FG forecasts as input. The FG is a short-range (up to 12 h) forecast, initialized from the previous analysis, and it is used to provide the background state for data assimilation. FG forecasts were generated for a period of 20 days, from 1 to 20 August 2007, based on a modified version of cycle 32r3 of the ECMWF assimilation system and using a slightly reduced horizontal resolution of T511.

Forward radiative transfer simulations were made at every model grid point and time step where an SSM/I observation was available within 10 km of the gridpoint center. The SSM/I field of view is 70 km by 45 km at 19 GHz, compared to a model gridbox size (at T511) of 40 km by 40 km. The model time step is 15 min. SSM/I field of view and model grid boxes will be considered equivalent; this is an assumption that has worked well for operational rain and cloud assimilation at ECMWF.

For improved accuracy, inputs to the radiative transfer code came directly from the FG model rather than the simplified 1D operators normally used in rainy 1D + 4D-Var assimilation. SSM/I observations were restricted to latitudes between 60°N and 40°S and the ocean only, avoiding land and sea ice surfaces. Latitudes poleward of 40°S were excluded as a result of a bias problem that will be explained later. All valid observations were used, including those normally sent through the “clear” assimilation stream. In other words, all sky conditions, whether clear, cloudy, or rainy, were included in the comparisons. In this way, the passive monitoring experiment produced the set of 4.2 million model profiles, radiative transfer simulations, and collocated SSM/I observations on which this study is based.

3. Cloud overlap

Table 1 lists the different cloud overlap schemes to be tested; these will be described in more detail in the following sections. The original (2C) and revised (2R) RTTOV-SCATT cloud overlap schemes have two subcolumns: one for the clear and one for the cloudy part of the grid box. The clear subcolumn takes into account only gaseous absorption, and the radiative transfer is computationally very fast; the cloudy subcolumn takes into account cloud, precipitation, and scattering and is much slower. The optimal approach of O’Dell et al. (2007), in the 2O configuration tested here, uses two subcolumns with scattering radiative transfer and hence has roughly twice the computational cost of 2C or 2R. The reference model (20ICA) has 20 subcolumns, all of which use scattering.

a. Simple schemes

RTTOV-SCATT calculates the all-sky brightness temperature $T_{b, allsky}$, which depends on the overall cloud fraction $C_{tot}$ as follows:
where $TB_{\text{clear}}$ and $TB_{\text{cloudy}}$ are the brightness temperatures of the clear and cloudy subcolumns, respectively. Input hydrometeor profiles from the model (cloud ice and water content; rain and snow flux) are representative of the gridbox average. To get the cloudy subcolumn density or flux $w_i^c$, at model level $i$ for a given hydrometeor type, the input $w_i$ is rescaled using the overall cloud fraction $C_{\text{tot}}$:

$$w_i^c = \frac{w_i}{C_{\text{tot}}}.$$  \hfill (2)

In the original implementation of RTTOV-SCATT (Bauer et al. 2006c) and in previous, closely related schemes (e.g., Chevallier and Bauer 2003), $C_{\text{tot}}$ was set to the maximum cloud fraction in the profile, $C_{\text{max}}$:

$$C_{\text{max}} = \max(C_i),$$  \hfill (3)

where $C_i$ is the input cloud fraction on model level $i$. However, it is quite typical that the maximum cloud fraction in a profile might be representative of only a thin layer, perhaps a cirrus cloud, convective outflow, or a low-level cloud deck. But these may only have a small optical depth in the microwave. On the other hand, if a deep convective cell is present it may occupy just a small part of the gridbox area, but the heavy cloud and precipitation it contains will have a strong local effect on microwave radiation. Figures 1a,b illustrate this situation, as modeled with maximum-random overlap and the original RTTOV-SCATT scheme, respectively. For simplicity, only the cloud is shown, but precipitation overlap is equally important.

It is here that the “beamfilling effect”, (i.e., the nonlinear response of TB to hydrometeor content) becomes important. To illustrate this, Fig. 2 shows a regression between liquid water path (LWP; kg m$^{-2}$) and SSM/I 37-GHz horizontally polarized TB ($T_{37h}$; K), derived by Karstens et al. (1994, algorithm 2, their Table 3):

![Fig. 1. Illustrations of different cloud overlap techniques: (a) maximum-random overlap with unlimited independent columns (although only two are required here; note also that maximum overlap would produce identical results in this case, because there are no separated cloud layers); (b) $C_{\text{max}}$ overlap as used in RTTOV-SCATT; and (c) proposed $C_{\text{av}}$ overlap. Gray boxes represent clouds with the stated part-column cloud LWP, averaged over the whole grid box, the clouds have the same mass per unit area. The headline brightness temperature is the average over the whole grid box; others apply to the individual columns. Unlike in a real model, vertical levels have been allocated to fit the cloud structure.](image-url)
It can be seen that, at higher liquid water paths, TBs saturate. The dependence of TB on rain has a similar effect, this will result in excessively high simulated TBs. Rain absorption is much stronger than any scattering for microwave frequencies where cloud liquid water and the result of using Eq. (5) to simulate the brightness temperature. We have ignored for cloud liquid water and the result of using Eq. (4) to calculate an average cloud fraction over the whole profile, weighting by the total hydrometeor amount:

$$C_{av} = \frac{\sum_i (l_i + i_i + r_i + s_i)\Delta z_i C_i}{\sum_i (l_i + i_i + r_i + s_i)\Delta z_i}$$

where, $l_i$, $i_i$, $r_i$, and $s_i$ represent respectively the cloud liquid, cloud ice, rain, and snow densities ($\text{kg m}^{-3}$) and $\Delta z_i$ is the layer thickness in meters. It is implicitly assumed that the cloud fraction also applies to the rain and snow amounts. We have investigated using a separate precipitation fraction, which would be more appropriate for levels where rain or snow has fallen out of a cloud, but the effect on our results is not large. Taking the part-column LWP ($=l_i\Delta z_i$) from Fig. 1a, $C_{av} = (0.5 \times 0.2 + 0.1 \times 1)/(0.5 + 0.1) = 0.3$, and Eq. (1) now gives a TB of 179 K (Fig. 1c), much closer to that estimated with the ICA.

We have deliberately stepped back from trying to decide the effective cloud fraction by using a measure that is more precisely representative of the radiative transfer in a particular satellite channel. We would need to account for the fact that the radiative effects of cloud, rain, and snowfall change depending on the frequency. Also, the vertical weighting should be different in a window channel compared to a sounding channel, where the lower parts of the troposphere may be optically thick and we should only consider the upper parts of the profile. The hope is that a simple approach, like Eq. (5), can be applied to all channels as a first order improvement to the radiative transfer. As shown in the following sections, this technique does provide substantial improvements when applied to the real RTTOV-SCATT, but a further refinement of the technique would be to chose a separate $C_{tot}$ for each channel, perhaps based on precomputed weighting functions. However, this is not a straightforward thing to implement in the radiative transfer scheme.

Figures 3 and 4 show means of $C_{max}$ and $C_{av}$ in the ECMWF profiles, illustrating that situations with widespread thin cloud are quite typical. The discrepancy between $C_{max}$ and $C_{av}$ is largest in the ITCZ, where $C_{max}$ is roughly 2.5 times larger. In these regions, the main mass of hydrometeors is found in relatively localized convective cores. Subtropical stratocumulus regions near the east coasts of Africa and South America show the least differences between $C_{max}$ and $C_{av}$. Here, the air is usually subsiding at upper levels and cirrus or other clouds are less likely; the main mass of cloud comes from boundary layer maritime stratocumulus.

A minor complication arises because the rain and snow inputs to RTTOV-SCATT are in terms of flux...
areas beneath. This is consistent with the overlap approach used in the ECMWF moist physics, though not with the ECMWF radiation scheme, which uses generalized cloud overlap (Morerette et al. 2008). It is a future task to move to generalized cloud overlap throughout. Each subcolumn is simulated using RTTOV-SCATT, with the restriction that the cloud fraction in any layer can only be 0 or 1. O’Dell et al. (2007) compared this approach with a more accurate 3D model, and they argued that the errors in the 20ICA are acceptably small for this kind of study.

c. Optimal approach

The optimal approach of O’Dell et al. (2007) is also tested here, because it is a candidate for data assimilation use in the future. It is compared to real observations for the first time here. The optimal approach attempts to replicate the performance of the ICA, but using a far smaller number of subcolumns. The idea is that subcolumns are binned together where they have similar optical properties at the frequencies of interest.

First, cloud and precipitation amounts are allocated to 32 equal-size subcolumns by using maximum overlap, but with precipitation allocated using the same approach as described earlier. Then, the slant column optical depth at 37 GHz ($\tau_j^{37}$) is estimated in each subcolumn $j$ as

$$\tau_j^{37} \simeq \sec \theta (G + \sum_i k_{ij}^{37} \Delta z_i),$$

where $G = 0.02$ and roughly accounts for gas absorption, $\theta$ is the observation zenith angle, and $k_{ij}^{37}$ is the volume extinction coefficient and is estimated as

$$k_{ij}^{37} \simeq 3598 r_{ij}^{1.15} + 1031 s_{ij}^{1.35} + 237 l_{ij}.$$  

In the actual calculation, this is done in terms of rain and snow fluxes and cloud water density, but here we have transformed the precipitation fluxes to density (see earlier), and all are in units of kilograms per cubic meter, for comparison to Eq. (5) [note that the snow term has been slightly altered from O’Dell et al. (2007)].

Next, the subcolumns are grouped into a chosen, smaller number of bins, according to their optical depth $\tau_j^{37}$. The cloud and precipitation profile for each bin is an equally weighted average over its subcolumns. A single radiative transfer simulation (using RTTOV-SCATT) is done for each bin, again assuming cloud cover is either 0 or 1 in each layer. We have chosen to use two bins here, because this is the most likely configuration we would use in data assimilation. The final TB is the average over the bins, weighted by the fraction of the grid box that they represent.

---

1 In our calculations, the conversion of flux (kg m$^{-2}$ s$^{-1}$) to a precipitation rate (mm h$^{-1}$) assumes the density of snow to be 100 kg m$^{-3}$ and the density of water to be 1000 kg m$^{-3}$. 
Note that the choice of 37-GHz optical depth as a proxy for TBs of all frequencies means that the effects of scattering are ignored when choosing the bins, despite the fact that these effects are important at higher frequencies. Also, this will be incorrect for sounding channels with weighting functions peaking higher in the troposphere. As discussed for the 2R approach, a future refinement should be to assign different bins at different frequencies, according to the variation of optical properties.

4. Results

The set of profiles has been divided into two samples. The first sample is representative of rainy and heavy cloud areas, and for convenience it will be referred to simply as rainy. This sample contains all profiles where either the 2C simulations or the observations show a 37-GHz polarization difference of less than 40 K (e.g., Petty 1994). This selects 463 093 profiles. The second sample contains the other 3.75 million profiles, and it is representative of lighter cloud and clear-sky conditions. Only about 20% of ECMWF profiles have an LWP less than 0.01 kg m$^{-2}$, so the majority of profiles contain cloud with nonnegligible radiative effect. True clear-sky conditions are not affected by the choice of cloud overlap scheme, but it makes little difference to the results whether clear-sky profiles are included in the cloudy sample.

**Table 2. Coefficients for Eq. (6), which links precipitation flux and density.**

<table>
<thead>
<tr>
<th></th>
<th>$a$ [mm h$^{-1}$ (g m$^{-2}$)$^{-1}$]</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rain</td>
<td>20.89</td>
<td>1.15</td>
</tr>
<tr>
<td>Snow</td>
<td>29.51</td>
<td>1.10</td>
</tr>
</tbody>
</table>

Fig. 4. Mean cloud fraction in the ECMWF profiles, binned in 2.5° by 2.5° boxes: (a) average and (b) maximum. White areas have no observations that pass our screening criteria.
a. Independent column calculations as truth

In this section, the TBs generated by the different schemes are compared with the 20ICA simulations. Figures 5 and 6 show the RMS and mean errors for the two different samples. The first thing to note is the order of magnitude difference in the size of the errors between the rainy sample and the clear/cloudy sample. This shows that the errors associated with the simple cloud overlap schemes are essentially restricted to heavy cloud and rainy profiles. Bauer et al. (2006c) and O’Dell et al. (2007) studied these kinds of errors as a function of modeled $C_{\text{max}}$ or precipitation water path; neither of these measures is able to demonstrate such a clear separation between the kind of situations where overlap errors are important and where they are not.

In the rainy sample (Fig. 5), the 2C simulations usually show by far the largest RMS and mean errors. These are worst in channel 37h, with an RMS of 19 K. This channel is particularly sensitive to cloud and rain. Errors are generally larger in the channels that normally have some sensitivity to the surface emission (19v/h and 37v/h). The remaining channels (with smaller errors) are sounding channels with weighting functions peaking in the middle or upper troposphere, so they are insensitive to the cloud and rain in the lower parts of the profile. 2C has positive biases of between 3 and 12 K in the lower-frequency channels 19v/h and 37v/h. This is consistent with our hypothesis that, through the use of $C_{\text{max}}$, the 2C approach will give excessive weight to the cloudy part of the grid box. At these frequencies, where emission from rain and cloud produces warmer TBs than the surface, this excessive weight produces TBs much higher than the more accurate 20ICA. Similarly, in channels at 85, 150, and 183 GHz, where cloudy TBs can often be lower than in clear sky [as a result of scattering from snow and cloud ice, or cloud water absorption in relatively cold clouds; e.g., Lin et al. (1998)], the 2C approach underestimates TBs relative to 20ICA.

The use of a weighted mean cloud fraction in the 2R scheme substantially improves agreement with 20ICA, both in terms of mean and RMS. Although it slightly overcompensates in terms of bias, particularly in channels 37v, 37h, and 150 ± 1 GHz, the net effect is still that 2R is much more accurate than 2C. Averaged over all the channels tested, 2R reduces RMS errors by 40% relative to 2C.

The benefits of using two carefully chosen scattering calculations instead of one are shown by the 2O scheme, which generally shows RMS errors much smaller than 2 K. O’Dell et al. (2007) have already demonstrated that this scheme is capable of nearly matching the results of ICA simulations.
The clear- and cloudy-sky sample (Fig. 6) shows much smaller pronounced differences between the cloud overlap schemes. 2C still generally gives the highest RMS errors in surface-sensitive channels, and 2O gives the least. However, in channels with mid- and upper-tropospheric weighting functions (52.8, 53.6, 183 ± 3, and 183 ± 1 GHz), the order reverses. Remember that the optimal column selection of O’Dell et al. (2007) is based on the 37-GHz optical depth as a proxy for TB; as they acknowledge, it is optimized toward the low-frequency imaging channels. This confirms what was discussed earlier, that future improvements should be made by using a different proxy variable at different frequencies to be more representative of the actual radiative transfer.

The 2R scheme also creates slightly larger errors in the mid- and upper-tropospheric sounding channels, but not to the extent of 2O. Again, for better results, $C_{\text{tot}}$ should perhaps vary with frequency, and for these sounding channels it should be weighted toward mid- and/or upper-tropospheric cloud and precipitation. Note, however, that the absolute scale of the problem is not that large: for example, at 52.8 GHz the RMS error is 0.12 K for the 2C scheme, compared to 0.28 K for 2R. As will be shown in the next section, such small errors start to become of secondary importance in data assimilation, where the errors in the first guess forecasts can be on the order of several kelvins or more when represented in observation space.

b. SSM/I observations as truth

This section examines observation minus forecast (or departure) statistics for the different cloud overlap schemes. As mentioned before, SSMIS observations were not available at ECMWF in a form suitable for cloud and rain data assimilation, so we compare to observations for the SSM/I channels only. It is common in data assimilation to find systematic biases between model and observations. The mean bias

$$b = \frac{T_{\text{obs}} - T_{\text{sim}}}{C_0}$$

has been calculated from the observed and simulated TBs $T_{\text{obs}}$ and $T_{\text{sim}}$, respectively, including all observations in the region from 40°S to 60°N. Here, $T_{\text{sim}}$ is taken from what we believe to be the most accurate simulation, 20ICA. Results are calculated separately for each channel and are given in Table 3.

We remove these biases to prevent them inflating our RMS statistics, so that in the following figures we are looking at the statistics of bias-corrected departures $d_k$ as follows:

$$d_k = T_{\text{obs}}^k - b - T_{\text{sim}}^k$$

where $k$ is an index for a single observation. The correction does no more than remove the “global” offset between ECMWF and observed TBs.
In the rainy sample (Fig. 7), 2C again stands out as generally having the highest RMS and mean errors. However, it is hard to tell between the three more accurate cloud overlap schemes. When compared with observations, they generally reduce the RMS error, but their performance appears roughly equivalent. The best improvement is seen in channel 85v, where RMS errors are 21 K for the 2C scheme and 13 K for 2R. As seen in comparisons with 20ICA, a limitation with the 2R scheme, particularly at 37 GHz, is that the bias is not always reduced and actually reverses in sign.

The clear and cloudy sample (Fig. 8) shows little differentiation between any of the schemes at the lower frequencies. But, at the higher frequencies, with greater sensitivity to cloud water, snow, and ice, the three “improved” schemes do slightly better than 2C.

Table 3. SSM/I observation minus ECMWF 20ICA FG averaged over 40°S–60°N during 1–20 Aug 2007.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Bias ( b ) (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>19v</td>
<td>−1.05</td>
</tr>
<tr>
<td>19h</td>
<td>−1.30</td>
</tr>
<tr>
<td>22v</td>
<td>1.20</td>
</tr>
<tr>
<td>37v</td>
<td>−2.66</td>
</tr>
<tr>
<td>37h</td>
<td>−1.13</td>
</tr>
<tr>
<td>85v</td>
<td>−0.84</td>
</tr>
<tr>
<td>85h</td>
<td>0.45</td>
</tr>
</tbody>
</table>

To examine the issues of bias in more detail, Figs. 9 and 10 show the departures \( (d_k) \) binned and averaged by latitude and longitude for channels 19v and 37h, respectively. 2O is omitted because it produces extremely similar results to 20ICA. There is a positive bias poleward of 40°S that is present at both frequencies, no matter which overlap scheme is used. This is not yet fully understood, but it has been a long-standing feature of the first-guess departures at ECMWF. The problem is hypothesized to be a combination of 1) deficiencies in the surface emissivity model at lower temperatures (these problems are much worse in the horizontally polarized channels) and 2) a lack of water cloud and a corresponding surplus of ice cloud in the ECMWF model in cold air masses coming from the Antarctic. Hence, these issues are independent of the cloud overlap problem we are discussing here; as already mentioned, we have eliminated this area from all calculations in this study.

The problem of excess weighting toward the cloudy column in the 2C scheme is clear in Figs. 9a and 10a; simulated TBs are excessively high in the ITCZ and in other regions where clouds and rain are prevalent, such as the storm tracks. Both 2R and 20ICA correct this problem, so that departures are close to zero in much of the ITCZ and storm tracks. However, an area of positive departures has appeared over the Maritime Continent in...
both 2R and 20ICA. In channel 19v, given that the feature appears even with the accurate 20ICA, this may indicate a problem with the ECMWF model itself, perhaps producing too little rain in this region and at this time of year (August 2007). In channel 37h, the Maritime Continent departures are somewhat larger for 2R than for 20ICA, and this exemplifies the overcompensation problem we have already noted in the 2R scheme, which is most problematic in the 37-GHz channels. Overall, however, the 2R scheme gives a very large reduction in the size of the tropical bias relative to 2C, and does nearly as well as 20ICA.

5. Conclusions

It was suspected that biases in simulated SSM/I TBs in cloud- and rain-affected data assimilation at ECMWF were coming from a flawed cloud overlap scheme in the RTTOV-SCATT radiative transfer model. Bauer et al. (2006c) acknowledged that the cloud overlap treatment originally used in RTTOV-SCATT (referred to as 2C) was one of the areas of largest uncertainty. O’Dell et al. (2007) demonstrated that SSM/I first-guess departures could be reduced by using a multiple-independent column approach with maximum-random overlap (20ICA). They also presented an optimal cloud overlap scheme (2O) that showed very good results in comparison with multiple independent column simulations. However, neither of these approaches can yet be used in operational data assimilation at ECMWF because they are too computationally expensive. This paper introduces a simple revision to the RTTOV-SCATT cloud overlap, referred to as 2R, which substantially improves agreement with observations and more accurate models with no extra computational cost.

Comparisons have been made in the context of the ECMWF NWP system, which has been used to generate a sample of 4.2 million profiles for the period 1–20 August 2007. A total of 463 093 of these are affected by rain or heavy cloud in either model or observation, as identified by the 37-GHz polarization difference. It has been shown that the principal limitation of the original RTTOV-SCATT overlap scheme was the use of the maximum cloud fraction when partitioning between its clear and cloudy columns. By using a hydrometeor-weighted average cloud fraction instead, errors are substantially reduced. RMS errors are on average 40% lower in 2R than 2C when compared to accurate 20ICA simulations in areas of rain or heavy cloud. The new cloud overlap shows reasonable improvement for both imaging and sounding channels, all the way from low (e.g., 19 GHz) to high (e.g., 183 GHz) microwave frequencies. A minor problem is a slight increase in bias in light cloud conditions in the mid- and upper-tropospheric sounding channels. Improving the situation in the future would require a frequency-dependent cloud overlap.

![Fig. 8. As in Fig. 7, but for the clear- and cloudy-sky sample.](image-url)
In terms of RMS errors compared to observations, all three new overlap schemes (2R, 2O, and 20ICA) improve substantially on the performance of the 2C scheme in areas of rain or heavy cloud. For example, RMS errors are reduced from 22.5 to 20 K in channel 19h and from 21 to 13 K in channel 85v. However, all three schemes show a very similar performance, with the exception that 2R slightly underpredicts TBs over the Maritime Continent. The impact on observation statistics is small in clear and less heavily cloudy areas. The results for 2R are good enough that it will be used operationally at ECMWF in the near future, and it will also be included as an option in version 9.3 of RTTOV-SCATT.

The fact that the new overlap scheme largely removes biases in rainy and cloudy areas is particularly important in the context of data assimilation. This bias would have been difficult to control using the standard bias correction approaches, and biases between model and observations can lead to problems such as the precipitation
spindown experienced in the 40-yr ECMWF Re-Analysis (ERA-40; Uppala et al. 2005).

We have also seen that the optimal cloud overlap scheme of O’Dell et al. (2007) shows levels of error that are very similar to that of the multiple independent column approach (20ICA). It would be around 80%–100% more computationally expensive than 2C or 2R if implemented in RTTOV-SCATT, but it should be a long-term goal to do this and to start using it for operational assimilation. However, the scheme currently uses 37-GHz optical depth to optimize the cloud overlap calculations. This appears to increase RMS errors compared to 20ICA in the 50- and 183-GHz sounding channels. Here, as for the 2R scheme, the cloud overlap would need to be optimized to be more representative of the radiative transfer at these frequencies.

Finally, we note that the assimilation of rain and cloud observations is getting to the point where we can start to identify possible problems in cloud and rain in the ECMWF model. In the August 2007 comparisons using the accurate 20ICA radiative transfer, we have seen 1) a positive bias over the Maritime Continent, which could
be explained by an underprediction of column rain amounts there, and 2) a positive bias in the Southern Ocean, which could be partly explained by an excess of cloud ice, as compared with cloud water, in cold air masses coming from the Antarctic. The surface emissivity scheme is also likely to be a factor here. However, further work would be required to confirm these hypotheses.
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