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ABSTRACT

Commonly used statistical tests of hypothesis, also termed inferential tests, that are available to meteorologists and climatologists all require independent data in the time series to which they are applied. However, most of the time series that are usually handled are actually serially dependent. A common approach to handle such a serial dependence is to replace in those statistical tests the actual number of data by an estimated effective number of independent data that is computed from a classical and widely used formula that relies on the autocorrelation function. Despite being perfectly demonstrable under some hypotheses, this formula provides unreliable results on practical cases, for two different reasons. First, the formula has to be applied using the estimated autocorrelation function, which bears a large uncertainty because of the usual shortness of the available time series. After the impact of this uncertainty is illustrated, some recommendations of preliminary treatment of the time series prior to any application of this formula are made. Second, the derivation of this formula is done under the hypothesis of identically distributed data, which is often not valid in real climate or meteorological problems. It is shown how this issue is due to real physical processes that induce temporal coherence, and an illustration is given of how not respecting the hypotheses affects the results provided by the formula.

1. Introduction

Time series of climatological and meteorological variables are frequently serially dependent, reflecting the strong persistence of the meteorological and climatic phenomena. For example, blocking conditions can be associated with similar weather conditions for more than 1 week, and a given phase of the Atlantic multidecadal oscillation (Knight et al. 2005) is associated with similar surface conditions in the Atlantic Ocean for a decade or more. This condition stands as an obstacle to the use of statistical tests of hypothesis or to the estimation of confidence intervals for which a required property of the time series is the independence of the data (von Storch and Zwiers 2001). This problem was highlighted early on by Bayley and Hammersley (1946), Leith (1973), and Jones (1975), who suggested various definitions of a persistence time $T_p$, which corresponds to the time between effectively independent data. The effective number of independent data in a time series is then given by

$$N_{eq} = N \Delta t / T_p,$$

where $N$ is the actual sample size—that is, the actual number of data in the time series—and $\Delta t$ is the sampling...
interval. The actual number of data $N$ can then be replaced in any statistical test by the estimated effective number of independent data $N_{eq}$. This formulation is valid only if the persistence time $T_p$ is larger than the sampling interval $\Delta t$; otherwise, the $N$ data can be considered as independent and $N_{eq} = N$. The problem of estimating confidence intervals for serially dependent data therefore reduces to a problem of estimating the persistence time $T_p$ given the formulation in Eq. (1).

In the research fields of weather forecasting and climate prediction, the benefits of a given physical parameterization or a given data assimilation technique on the forecast quality are assessed by comparing the prediction scores of two retrospective sets of forecasts with and without this new feature. Those prediction scores can be, for example, the anomaly correlation coefficient or the root-mean-square error, which provide information on the accuracy of an ensemble-mean prediction, that is, how far from the observations the ensemble-mean prediction is on average. Those prediction scores can also be, for example, a measure of the spread of the members around the ensemble mean of a deterministic forecast that provides information on the reliability of the probabilistic forecast that can be derived from this deterministic forecast (Palmer et al. 2005). Any robust comparison of two scores requires their confidence intervals. The wide variety of scores used to assess the forecast quality leads currently to comparing the prediction scores of two retrospective sets of forecasts with and without this new feature. Those prediction scores can be, for example, the anomaly correlation coefficient or the root-mean-square error, which provide information on the accuracy of an ensemble-mean prediction, that is, how far from the observations the ensemble-mean prediction is on average. Those prediction scores can also be, for example, a measure of the spread of the members around the ensemble mean of a deterministic forecast that provides information on the reliability of the probabilistic forecast that can be derived from this deterministic forecast (Palmer et al. 2005). Any robust comparison of two scores requires their confidence intervals. The wide variety of scores used to assess the forecast quality leads currently to comparing the prediction scores of two retrospective sets of forecasts with and without this new feature. Those prediction scores can be, for example, the anomaly correlation coefficient or the root-mean-square error, which provide information on the accuracy of an ensemble-mean prediction, that is, how far from the observations the ensemble-mean prediction is on average. Those prediction scores can also be, for example, a measure of the spread of the members around the ensemble mean of a deterministic forecast that provides information on the reliability of the probabilistic forecast that can be derived from this deterministic forecast (Palmer et al. 2005). Any robust comparison of two scores requires their confidence intervals.

The objectives of this paper are the following:

1) We will illustrate the substantial uncertainty on the $N_{eq}$ provided by the standard Eq. (2) from von Storch and Zwiers (2001), even when the hypotheses for its use are valid, which is an issue mentioned earlier by Thibaux and Zwiers (1984), although this formula remains widely used currently, in particular when estimating confidence intervals for skill scores in climate and weather predictions, Eq. (2) is still widely used in its original form in those research fields.

2) We will suggest a preliminary treatment of the time series before applying such a formula that allows for more robust estimates of the effective sample size. Some tools are made available in the supplementary materials to apply this alternative approach, which aims at increasing the robustness of the $N_{eq}$ estimation. Such a method is extensively described in section 3.

3) We will highlight a second issue never before reported in the literature that is raised by the application of such a formula to problems of climate and weather prediction because of the frequent violation of one of its hypotheses—namely, the hypothesis of “identically distributed data.” We explain this issue in section 4.

4) We will suggest additional preliminary treatments that could prevent the consequences of violating such
a hypothesis. Those preliminary treatments are briefly described in section 4 and are validated in the supplementary material, and they are available as options to the tools that are contained in the supplemental material.

Sections 5 and 6 respectively provide a discussion and the conclusions. An appendix describes succinctly the tools provided in the supplementary material to apply the methods suggested in this article.

2. A large uncertainty on the estimated effective number of independent data with the standard approach

When applied to practical examples, the true autocorrelation function $\rho(\tau)$ is unavailable and $\rho(\tau)$ has to be replaced by its estimate $\hat{\rho}(\tau)$:

$$N_{eq} = \frac{N}{1 + 2 \sum_{\tau=1}^{N-1} \frac{N-\tau}{N} \hat{\rho}(\tau)}. \tag{3}$$

Replacement of $\rho(\tau)$ by its estimate $\hat{\rho}(\tau)$ introduces a large uncertainty: in some cases, negative estimated autocorrelations can lead to an effective number of independent data $N_{eq}$ that is larger than the actual number of data $N$. Our first recommendation is bounding the result of the formula in the following way:

$$N_{eq} = \min \left[ \frac{N}{1 + 2 \sum_{\tau=1}^{N-1} \frac{N-\tau}{N} \hat{\rho}(\tau)}, N \right]. \tag{4}$$

Even when bounding the result to $N$, the effective number of independent data $N_{eq}$ provided by this formula still bears a large uncertainty, as illustrated with the histograms shown in Fig. 1. Those histograms have been built by drawing 1000 stationary first-order autoregressive processes (AR1) with $N = 50$ and by computing the effective number of independent data $N_{eq}$ by applying Eq. (4) to each one of those stationary AR1, defined as (von Storch and Zwiers 2001)

$$\phi(t) = \frac{\alpha_0}{1-\alpha_1} \quad \text{if} \quad t = 1$$

$$\phi(t) = \alpha_0 + \alpha_1 \phi(t-1) + \varepsilon(t) \quad \text{if} \quad t > 1 \tag{5},$$

where $t$ is the time; $\alpha_0$, set to 0 (without loss of generality since autocorrelations are independent on the mean of the process), and $\alpha_1$, which takes different values from 0.1 to 0.8 in the various panels of Fig. 1, are the two parameters defining an AR1; and $\varepsilon(t)$ is white noise following the normal distribution with mean 0 and standard deviation $(1-\alpha_1)^{1/2}$. To make sure that our AR1 process is stationary, we draw 100 data and we keep only the last 50 ones. A stationary first-order autoregressive process has been selected as a benchmark to model any meteorological and climatic phenomena because it is the simplest known statistical model that allows for persistence of the information. Furthermore, AR1 processes mimic the dynamics of discretized physical processes that follow a first-order linear differential equation and are therefore commonly used to represent meteorological and climatic phenomena (von Storch and Zwiers 2001). The case of nonstationary processes will be dealt with later in this article. The true autocorrelation function of those AR1 is given by (von Storch and Zwiers 2001)

$$\rho(\tau) = \alpha_1^{\lceil|\tau|\rceil}. \tag{6}$$

Using this true autocorrelation function instead of the estimated one, Eq. (4) provides a true $N_{eq}$ equal to 41.1, 33.6, 27.3, 21.8, 17.1, 13.0, 9.3, and 6.1 for an AR1 with $\alpha_1$ set respectively to 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, and 0.8. The true $N_{eq}$ is thus expected to decrease when $\alpha_1$ increases. The distribution of the estimated $N_{eq}$ from the 1000 AR1 we have drawn should be approximately centered on the true $N_{eq}$. Figure 1 shows that the estimator of $N_{eq}$ provided by Eq. (4) is heavily positively biased, and the maximum of occurrence in the distribution of $N_{eq}$ estimates is centered at $N_{eq} = 50$, which corresponds to the actual sample size, the actual number of data in the sample drawn. Even with $\alpha_1 = 0.8$, $N_{eq} = 50$ in about 25% of the cases and the other obtained $N_{eq}$ are spread between 8 and 50 without any particular peak, whereas we should obtain $N_{eq} = 6.1$ for this particular case. From Fig. 1, we conclude that the $N_{eq}$ provided by Eq. (4) when applied to practical cases is not reliable since it bears far too much uncertainty, which is consistent with previous findings from Thibaux and Zwiers (1984).

The large spread of the $N_{eq}$ provided by Eq. (4) and the unrealistic results in a number of cases originate from the large uncertainty in the estimation of the autocorrelation function from the short time series that are usually available. This uncertainty is illustrated with Fig. 2, which shows the true autocorrelation function of an AR1 with $\alpha_1 = 0.3$ or $\alpha_1 = 0.8$ as a function of the lag as black lines together with the interval between various quantiles of the 1000 estimated autocorrelation functions of AR1 drawn randomly, as explained in the previous paragraph, as colored lines. The range of estimated autocorrelations increases quickly with the lag. For lags
Bounded original formulation

Fig. 1. Histograms of the number of effective independent data provided by Eq. (4) when applied to 1000 drawings of AR1 with $\alpha_1$ set to (a) 0.1, (b) 0.2, (c) 0.3, (d) 0.4, (e) 0.5, (f) 0.6, (g) 0.7, and (h) 0.8. The mean of the distribution is provided as a vertical blue line. The true $N_{eq}$ is provided in the title for each $\alpha_1$ and as a vertical brown line.
larger than $\tau = 5$, the estimated autocorrelation ranges between approximately $-0.5$ and $0.5$. This uncertainty strongly affects the estimated $N_{eq}$ shown in Fig. 1.

3. How can one reduce the uncertainty on the estimated effective number of independent data?

We successively consider two possible options and assess their added value in terms of reliability of the estimated $N_{eq}$. The first method, solution 1, consists of adding the autocorrelations only until they drop below the 95% level of significance using a one-sided $t$ test $[H_0: \rho(\tau) = 0; H_1: \rho(\tau) > 0]$ that neglects the dependence of the data:

$$N_{eq} = \frac{N}{1 + 2 \sum_{\tau=1}^{T_{max}} N - \tau \hat{\rho}(\tau)},$$

with $T_{max}$ given by

$$T_{max} = \min_{\tau} \left( \tau \left| \hat{\rho}(\tau) \sqrt{\frac{N - 2}{1 - \hat{\rho}(\tau)^2}} \leq qt(0.95, N - 2) \right. \right),$$

where the vertical bar ($|$) stands for “given that” and $qt$ is a function providing the 95th quantile of the $t$ distribution for the number of degrees of freedom $N - 2$. In this method, we aim at accounting only for the autocorrelation values which are above the level that can be considered as sampling noise corresponding to an actual null correlation.

In solution 2, we consider that our sample can be represented by a mathematical model such as an AR1 for which we need to estimate $\alpha_1$. We fit the equation for the true autocorrelation function of this mathematical model [Eq. (6)] to a first guess of the estimated autocorrelation function computed from the time series in a classical way. To perform this fit, we seek for $\hat{\alpha}_1$ by minimizing the mean-square distance between the first guess of the estimated autocorrelation function and the true autocorrelation function of an AR1 for a given $\hat{\alpha}_1$:

![Fig. 2. True autocorrelation function of an AR1 (black lines) and quantiles of the estimated autocorrelation functions of 1000 drawings of AR1 (colored lines) with $\alpha_1$ set to (a) 0.3 and (b) 0.8: 50th in red, 40th and 60th in light purple, 30th and 70th in dark purple, 20th and 80th in dark blue, 10th and 90th in light blue, and envelope (maximum and minimum) in green. Example of estimated autocorrelation function of an AR1 with $\alpha_1$ set to (c) 0.3 and (d) 0.8 and for which the autocorrelation is negative at lag 2 in (c) and lag 3 in (d).]
\[ \hat{\alpha}_1 = \alpha_1 \min_{\alpha_1} \left( \frac{N-\sum_{\tau=1}^{N-3} \left( \frac{\hat{\rho}(\tau) - \alpha_1^2}{\tau} \right)^2}{N-1} \right), \]  

(9)

We give less and less weight, though, to the first guess of the estimated autocorrelation function as the lag increases by dividing the distance between both autocorrelation functions by \( \tau \) because the uncertainty on this first guess tends to increase with the lag. This approach for estimating \( \alpha_1 \) is slightly different from the “usual one.” Indeed, in classic terms, fitting an AR1 implies estimating the autocorrelation at lag 1 and using the true relation \( \alpha_1 = \rho(1) \) to estimate \( \hat{\alpha}_1 = \hat{\rho}(1) \). The added value of our fitting method over the classical one is illustrated in Fig. S1 of the supplementary material. We then apply the standard formula using the true autocorrelation function of an AR1 in which \( \alpha_1 \) would be \( \hat{\alpha}_1 \):

\[ N_{eq} = \frac{N}{1 + 2 \sum_{\tau=1}^{N-1} \frac{N-\tau}{N} \hat{\alpha}_1^2}. \]  

(10)

The histograms of \( N_{eq} \) obtained by applying solutions 1 and 2 to 1000 AR1 are respectively shown in Figs. 3 and 4. Both solutions provide a distribution that peaks around the true \( N_{eq} \), indicated by a vertical brown line, whereas the original formulation provided a distribution that peaked at \( N_{eq} = 50 \). The distance between the mean of the distribution, indicated by a vertical blue line, and the true \( N_{eq} \) ranges between 7.74 and 14.33 depending on \( \alpha_1 \) for solution 1 and between 0.45 and 3.66 only for solution 2. The peak in distribution is closer to the true \( N_{eq} \) with solution 2 (Fig. 4) than with solution 1 (Fig. 3), and the spurious secondary peak at \( N_{eq} = 50 \) disappears much more quickly when \( \alpha_1 \) increases with solution 2. We thus conclude that solution 2 reduces to a larger extent, relative to solution 1, the uncertainty on the estimated number of independent data.

We have assessed the sensitivity of the \( N_{eq} \) provided by solution 2 to the number of lags \( \tau \) used from the first guess of the estimated autocorrelation function to fit the true autocorrelation function of an AR1 to minimize the computation time. We concluded from those sensitivity tests (not shown) that the optimal number of lags to increase the reliability of the obtained \( N_{eq} \) is 2:

\[ \hat{\alpha}_1 = \alpha_1 \min_{\alpha_1} \left( \frac{2}{\sum_{\tau=1}^{2} \left( \frac{\hat{\rho}(\tau) - \alpha_1^2}{\tau} \right)^2} \right). \]  

(11)

A function CFU_eno, coded using the R language from the Comprehensive R Archive Network, is provided in the supplementary material. This function applies solution 2 to any input time series to compute its number of independent data \( N_{eq} \).

Figure 5 further compares the performance of the original formulation (open circles), the solution 1 (filled circles), and the solution 2 (triangles) in terms of bias (left panel), standard deviation (center panel), and root-mean-square error (RMSE; right panel) of the estimated \( N_{eq} \), expressed in percentage of the sample size \( N \), for samples of length \( N \) equal to 20 (black lines), 50 (red lines), and 100 (green lines) and with \( \alpha_1 \) between 0.1 and 0.8 as given by the \( x \) axis. The bias is systematically reduced when using solution 1 over the original formulation and when using solution 2 over solution 1. The variance is increased for low \( \alpha_1 \) but decreased for high \( \alpha_1 \) when using solution 2 over the original formulation. Overall, the root-mean-square error, which integrates the bias and standard deviation information, is systematically reduced when using solution 1 over the original formulation and when using solution 2 over solution 1. Whereas the root-mean-square error increases with \( \alpha_1 \)—that is, with a decrease in the true \( N_{eq} \)—when using the original formulation, it decreases with \( \alpha_1 \) when using the solution 2.

We came to the conclusion, in section 2, that the large uncertainty in the estimation of the effective number of independent data when using Eq. (3) originates from the large uncertainty in the estimation of the autocorrelation function. We compare in Fig. 6 the performance of our solution 2 (triangles) with the first guess of the estimated autocorrelation function (ACF; open circles) and with the maximum likelihood estimator (MLE; closed circles) in terms of bias (left panel), standard deviation (center panel), and root-mean-square error (right panel) of the estimates of the autocorrelation at lag 1. These performances have been computed on 2000 AR1 processes drawn with \( \alpha_1 \) in the \( x \) axis and with length \( N \) equal to 20 (black lines), 50 (red lines), and 100 (green lines). Our estimator following solution 2 has a lower bias than the other two estimators for low \( \alpha_1 \) but a larger bias for large \( \alpha_1 \) and it has a lower variance for any \( \alpha_1 \) for the sample sizes considered in this study. Overall, its root-mean-square error is lower than for the other two estimators for \( \alpha_1 < 0.6 \) for \( N = 20 \), for \( \alpha_1 < 0.5 \) for \( N = 50 \), and \( \alpha_1 < 0.4 \) for \( N = 100 \). Since the most common case is the small sample size and small \( \alpha_1 \) case in climate and weather prediction, we recommend the use of our solution 2 over the maximum likelihood estimator or over the first guess of the autocorrelation function.

Thiébaux and Zwiers (1984) had suggested seven different estimators for the effective number of independent data. We have reproduced parts of their Tables 3, 4, and 5, which compare the performance of their estimators. We
Modified formulation solution 1

a) $\alpha_1 = 0.1$ True $N_{eq} = 41.1$

b) $\alpha_1 = 0.2$ True $N_{eq} = 33.6$

c) $\alpha_1 = 0.3$ True $N_{eq} = 27.3$

d) $\alpha_1 = 0.4$ True $N_{eq} = 21.8$

e) $\alpha_1 = 0.5$ True $N_{eq} = 17.1$

f) $\alpha_1 = 0.6$ True $N_{eq} = 13.0$

g) $\alpha_1 = 0.7$ True $N_{eq} = 9.3$

h) $\alpha_1 = 0.8$ True $N_{eq} = 6.1$

Fig. 3. Histograms of the $N_{eq}$ provided by Eq. (7) following solution 1 (see details in the text) when applied to 1000 drawings of AR1 with $\alpha_1$ set to (a) 0.1, (b) 0.2, (c) 0.3, (d) 0.4, (e) 0.5, (f) 0.6, (g) 0.7, and (h) 0.8. The mean of the distribution is provided as a vertical blue line. The true $N_{eq}$ is provided in the title for each $\alpha_1$ and as a vertical brown line.
have only considered the results for a sample size below 60 since one of the issues also faced in climate or weather prediction is the small sample size. Furthermore, we have not considered their example of a second-order autoregressive process that is affected by a large peak in its power spectrum and therefore does not seem representative of our typical observed data. The methods considered by Thiébaux and Zwiers (1984) consist of the following:

FIG. 4. As in Fig. 3, but as provided by Eq. (10) following solution 2.
1) “DIR”: applying the original Eq. (3),
2) “DIR2”: truncating the original Eq. (3) at lag 10,
3) “ARMA”: fitting an autoregressive moving-average process after determining its order by Alaike’s information criterion and then using its theoretical autocorrelation function,
4) “SPEC1”: estimating the spectrum at the origin by using the first ordinate of the smoothed periodogram (or Daniel estimator),
5) “SPECTS”: estimating the spectrum at the origin by using the first five ordinates of the smoothed periodogram (or Daniel estimator),

Fig. 5. The (left) bias, (center) standard deviation, and (right) RMSE of the estimates of the \( N_{\text{eq}} \) computed on 2000 drawings of AR1 with \( a_1 \) given by the x axis and length 20 (black lines), 50 (red lines), and 1000 (green lines) when using the original formulation (open circles), our solution 1 (closed circles), and our solution 2 (triangles) as estimators.

Fig. 6. The (left) bias, (center) standard deviation, and (right) RMSE of the estimates of the autocorrelation at lag 1 computed on 2000 drawings of AR1 with \( a_1 \) given by the x axis and length 20 (black lines), 50 (red lines), and 1000 (green lines) when using our solution 2 (triangles), the MLE (filled circles), and the first guess of ACF (open circles) as estimators.
6) “SPECT5”: estimating the spectrum at the origin by using the Daniel estimator with 20% of the data tapered with a cosine taper, and
7) “BART”: using a weighted covariance estimator with a Bartlett lag window.

According to Table 1, our solution 2 provides a median of the distribution that is closer to the “true” value than do any of the estimators from Thibaux and Zwiers (1984), except in four cases in which \((\alpha_1, N, \text{method}) = (0.30, 60, \text{SPECT5}), (0.45, 30, \text{ARMA}), (0.60, 30, \text{SPEC1}), \) and \((0.75, 30, \text{SPEC1})\). According to Table 2, our solution 2 systematically provides a mean of the distribution that is closer to the true value than do any of the estimators from Thibaux and Zwiers (1984). According to Table 3, our solution 2 provides a standard deviation of the distribution that is lower than that of any of the estimators from Thibaux and Zwiers (1984) except in five cases in which \((\alpha_1, N, \text{method}) = (0.45, 30, \text{SPEC5}), (0.60, 30, \text{SPECT5}), (0.75, 30, \text{SPECT5})\) although the lower standard deviations in those five cases do not compensate for the larger bias. We therefore conclude that our solution 2 outperforms the methods suggested by Thibaux and Zwiers (1984). The better performance of our method is most probably attributable to the fact that we give a larger weight [see Eq. (9)] to the information from the first guess of the autocorrelation function at shorter lags than at longer lags, taking into account in such a way the rapid increase in uncertainty with the lag (see Fig. 2).

Last, we would like to warn the reader about a drawback of this method. Whereas the original formulation tends to provide \(N_{eq}\) that is larger than \(N\) when applied to random samples of independent data, solution 2 tends to provide \(N_{eq}\) that is slightly lower than \(N\) when applied to such samples. Using this solution might thus make the statistical tests of hypothesis too conservative.

4. Violation of the “identically distributed” hypothesis

The formula developed by Anderson (1971) and revisited in von Storch and Zwiers (2001) is demonstrable under a range of hypotheses (see the supplementary material). Each datum of the time series is considered as a particular drawing of an \(X\) random variable. The process of drawing a time series is then modeled as a list of \(X_1, X_2, X_3, X_4, \ldots, X_N\) identically distributed random variables. This mathematical framework to model the sample is a classical one that has been used to develop many commonly used parametric statistical tests, except that the independence of the data is required in addition in those parametric tests (e.g., Student’s test, or the Fisher test). The identically distributed hypothesis implies that the data in the sample are equivalent; that is,
they are not influenced by any physical underlying process that would make the distribution of two \( X_i \) different.

The identically distributed hypothesis is a strong hypothesis that in many cases might not be verified. The annual cycle, driven by the insolation, makes an annual oscillation in the climate variable. The fact that summer and winter processes are not identically distributed is clear in the scientific community, and summer and winter values are never compared. Because of the El Niño–Southern Oscillation, the climate variable distribution might be different during warm and cold phases. In more general terms, in a time series that is affected by any climate oscillation, a datum in one phase cannot be represented by the same \( X \) as one in the other phase. Also, the role of climate change induces a slow change in the distribution of all of the climate variables. In any time series that is affected by a trend such as the one of climate change, we should consider that the mean of the random variable \( X \) is changing with time. Otherwise, a spurious correlation between the random variables \( X_i \) is introduced, and it affects the estimated equivalent number of observations.

To illustrate the impact of neglecting this identically distributed hypothesis, we consider the example of the global annual mean sea surface temperature (SST) over the 1960–2010 period (Fig. 7a), which is affected by a strong trend. The number of independent data provided by solution 2 applied to this example containing \( N = 51 \) actual data is \( N_{eq} = 4.8 \) because the trend stands as a major part of the signal; indeed, if we consider a sample drawn for a simple line with positive trend and containing \( N = 51 \) actual data, we obtain \( N_{eq} = 2.3 \), which is only slightly lower than the result obtained for the global mean SST. The autocorrelation function estimated from the global mean SST time series is only slightly lower than 1.0 because of the weak departures

a) Global observed annual mean SST (60°S-65°N)  

b) \( N_{eq} \) in GHCN+ERSST+GISS combined dataset 1960-2005
from the trend, thus resulting in a slightly larger $N_{eq}$ than 2.3. In the mathematical framework under which the formula was developed, a sample drawn for a simple line corresponds to two phases of a long oscillation: a long phase of below-average anomalies followed by a long phase of above-average anomalies, hence leading to a number of independent data that is close to 2.

When verifying against observational datasets, the decadal temperature predictions produced within the framework of phase 5 of the Coupled Model Intercomparison Project (CMIP5; Taylor et al. 2012), which are initialized every 5 years from 1960 to 2005, 9–10 observational data are available depending on the forecast time considered. When applying solution 2 to the near-surface temperature averaged over forecast years 2–5 from this climate-prediction case, the number of independent data for verification is about 2 in the Indian and North Atlantic Oceans (Fig. 7b). If the physical mechanisms targeted by the analyses are contained in the departures from the long-term trend and if the trend has large amplitude as compared with the departures from this climate-prediction case, the number of independent data for verification is close to 2.

The unification of both points of view is not straightforward, and the choice of which statistical model is the most suitable to represent a given physical process remains the responsibility of the physicist. As long as well-tested methods for the case of serial dependence of the data are not available for each one of the statistical inference tests, as is the case for tests of the means (Zwiers and von Storch 1995), an effective number of independent data has to be estimated using one of the currently available options. Because of the large uncertainties in the estimate obtained with the original formula following Eq. (2) and the better performance of our approach than any other one available to our knowledge, we recommend the use of our solution 2.

To improve the robustness of the equivalent sample size estimation, we have relied on the statistical model of first-order autoregressive process. More general statistical models such as higher-order autoregressive processes and autoregressive moving average processes (ARMA) could have been used. Those models might represent in a slightly more accurate way the physical processes of interest. However, fitting such models would require determining additional sets of parameters. When dealing with applicative purposes, one has to balance the benefits of using a more complex model with the uncertainties brought by the determination of additional parameters. As we have shown in Fig. 2, the information from the first guess of autocorrelation function is rapidly lost as the lag increases. A strength of our solution 2 lies in the weights we give to the different lags from the first guess of autocorrelation function. The unification of both points of view is not straightforward, and the choice of which statistical model is the most suitable to represent a given physical process remains the responsibility of the physicist. As long as well-tested methods for the case of serial dependence of the data are not available for each one of the statistical inference tests, as is the case for tests of the means (Zwiers and von Storch 1995), an effective number of independent data has to be estimated using one of the currently available options. Because of the large uncertainties in the estimate obtained with the original formula following Eq. (2) and the better performance of our approach than any other one available to our knowledge, we recommend the use of our solution 2.

5. Discussion

The use of Eq. (2) combined with classical parametric or nonparametric inferential tests suitable for each prediction skill score is standard practice in the research fields of climate and weather prediction. The mathematical theory that led to such a formula, however, initially considered only tests of the means. Its extension to other statistical inferential tests seems not to be as accurate as its original usage. On the one hand, from a physical point of view, the independence between two data depends solely on the underlying physical processes that induce (or not) a temporal coherence between two separate dates. On the other hand, from a statistical point of view, the concept of equivalent sample size depends on the statistical context—that is, the statistical parameter of interest, the particular inferential tests, or the distribution of the random variables that model the sample drawing process (see von Storch and Zwiers 2001), and the equivalent sample size is equal to the number of independent data that would provide the same amount of information about a given statistical parameter as the available sample of dependent data, that is, the same standard deviation of the estimator. The unification of both points of view is not straightforward, and the choice of which statistical model is the most suitable to represent a given physical process remains the responsibility of the physicist. As long as well-tested methods for the case of serial dependence of the data are not available for each one of the statistical inference tests, as is the case for tests of the means (Zwiers and von Storch 1995), an effective number of independent data has to be estimated using one of the currently available options. Because of the large uncertainties in the estimate obtained with the original formula following Eq. (2) and the better performance of our approach than any other one available to our knowledge, we recommend the use of our solution 2.

6. Conclusions

Most climate and weather studies make use of statistical tests of hypotheses and confidence interval estimation to assess the robustness of their conclusions. The statistical methods involved in those assessments require independent data in the time series to which they are applied. Those time series are unfortunately usually affected by the strong persistence of meteorological and
climatic phenomena. A common approach to cope with this obstacle is to replace in those statistical methods the actual number of data by an estimated effective number of independent data that is computed from the well-known formula of Anderson (1971) and von Storch and Zwiers (2001). Even though this formula is demonstrable under some hypotheses, it provides unreliable results on practical examples because an estimated autocorrelation function is used to apply this formula and this latter is affected by a large uncertainty due to the usual shortness of the available time series. Our recommendation is to fit the autocorrelation function of a first-order autoregressive process to the estimated one prior to the application of Anderson (1971) formula to reduce this uncertainty. An R software function called CFU_eno is made available to the reader to implement this method. In addition to not respecting the hypothesis of independence of the data, many meteorological and climatic time series also do not respect the hypothesis of stationarity of the time series—for example, when affected by climate change. The estimated number of independent data is heavily affected by the existence of a trend. The CFU_eno function we make available in the supplementary material contains an option to linearly detrend the time series prior to the computation of the number of independent data for cases in which the climatic signal that is targeted by the analyses is contained in the departures from the trend. More details are provided in the appendix about the various R functions that are distributed to the reader to implement this method.
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APPENDIX

Tools Provided as Supplementary Materials

A set of seven functions written in the R programming language is provided to the reader as part of the supplementary material. Those R functions are distributed to

1) enable the reader to apply the methods we suggest in our article on his or her own dataset by using the CFU_eno function described below, which is dependent on CFU_alpha and fitaccoef also described below (and potentially dependent on CFU_spectrum and/or CFU_filter depending on the input arguments to CFU_eno);

2) reproduce our tests and results by using CFU_gen_series to generate autoregressive processes and by applying CFU_eno with different input arguments; and

3) have access to the exact implementation details of our method by reading our code.

A brief description of each function is provided below:

1) CFU_eno: This function estimates the effective number of independent data of the input array xdata. It has one compulsory argument (the xdata array of which the effective number of independent data has to be estimated) and two optional flag arguments [detrend (default: “FALSE”) to apply a linear detrending prior to the estimation of the effective sample size and filter (default: “FALSE”) to apply a filtering of any periodic signal prior to the estimation of the effective sample size]. This function calls CFU_alpha to obtain a refined estimate of the autocorrelation function at lag 1 following the solution 2 presented in our article, and then it applies Eq. (10) to obtain the effective number of independent data. The method used to apply the linear detrending and to filter any periodic signal is described below in the comments on the CFU_alpha function.

2) CFU_alpha: This function estimates the autocorrelation at lag 1 of the input array xdata. It has one compulsory argument (the xdata array of which the autocorrelation at lag 1 has to be estimated) and two optional flag arguments [detrend (default: “FALSE”) to apply a linear detrending prior to the estimation of the autocorrelation at lag 1 and filter (default: FALSE) to apply a filtering of any periodic signal prior to the estimation of the autocorrelation at lag 1] This function, after a potential linear detrending and periodic signal filtering on xdata, estimates its first guess of autocorrelation function and then calls fit_accoef to refine the estimate of the autocorrelation function at lag 1 following our solution 2. If detrend = “TRUE,” the linear trend of the xdata array is estimated together with its 95% confidence interval. If this confidence interval does not encompass 0, the minimum absolute value of the confidence interval limits is used as the slope of the linear trend to be removed. Indeed, a nonnull autocorrelation at lag 1 induces a trend in the xdata array so that the benefits of subtracting the linear trend for large slopes have to be balanced with the removal of part
of the autocorrelation signal at lag 1 for weak slopes. The results of our tests regarding the impact of a linear detrending are illustrated in Fig. S2 of the supplemental material. If \( \text{filter} = \text{"TRUE"} \), the frequency spectrum of \( xdata \) is estimated by calling \( \text{CFU\_spectrum} \). If any peak in the obtained frequency spectrum is significant at the 99% level, such peak is filtered out by calling \( \text{CFU\_filter} \).

3) \( \text{CFU\_gen\_series} \): This function generates first-order autoregressive processes containing \( n \) data, with \( \alpha \) as autocorrelation at lag 1 and mean and standard deviation provided by the \( \text{mean} \) and \( \text{std} \) arguments. It has four compulsory arguments: the \( n \), \( \alpha \), \( \text{mean} \), and \( \text{std} \) values. This function can be used by the reader to reproduce the various tests, the results of which are presented in this article.

4) \( \text{fit\_acfcoef} \): This function finds the minimum point of the fourth-order polynomial \( (a - x)^2 + 0.25(b - x)^2 \) written to fit the two autoregression coefficients \( a \) and \( b \) with the Cardan formula. It has two compulsory arguments: the \( a \) and \( b \) values. Provided that \( a \) and \( b \) are in the \([0, 1]\) interval, \( \Delta > 0 \) and there is only one solution to the minimum. This function can be used to minimize the mean-square differences between the true autocorrelation function of an AR1 and the first guess of estimated autocorrelation function using only the first two lags.

5) \( \text{CFU\_spectrum} \): This function estimates the frequency spectrum of the \( xdata \) array together with its 95% and 99% significance levels. It has one compulsory argument: the \( xdata \) array. Its output is provided as a matrix with dimensions (number of frequencies, 4). The second dimension contains the frequency values, the power, the 95% significance level, and the 99% one. The spectrum estimation relies on an R built-in function and the significance levels are estimated by a Monte Carlo method. This function can be used to detect the potential periodic signals in the \( xdata \) array that might need to be filtered out prior to the computation of the effective number of independent data to avoid a violation of the “identically distributed” hypothesis.

6) \( \text{CFU\_filter} \): This function filters from the \( xdata \) array, the signal of frequency \( \text{freq} \). The filtering is performed by dichotomial seek for the frequency around \( \text{freq} \) and the phase that maximizes the signal to subtract from \( xdata \). It has two compulsory arguments: an \( xdata \) array and the \( \text{freq} \) value. The maximization of the signal to subtract relies on a minimization of the mean-square differences between \( xdata \) and a cosine of given frequency and phase. As highlighted in section 4, the presence of a periodic signal induces a violation of the “identically distributed” hypothesis. Such a periodic signal can be filtered out prior to the computation of the effective number of independent data using this function.

7) \( \text{CFU\_fitautocor} \): This function can be used to minimize the mean-square differences between the true autocorrelation function of an AR1 and the first guess of estimated autocorrelation function using any range of lags, but it is less computationally efficient than \( \text{fit\_acfcoef} \) for the particular case of two lags as advised in our article. This function has one compulsory argument (the first guess of estimated autocorrelation function, which can contain any range of lags) and two optional arguments [the window in which the output autocorrelation at lag 1 should lie (default: \([-1; 1]\)) and the precision to which the output autocorrelation at lag 1 should be determined (default: 0.01)]. The estimation of the output autocorrelation at lag 1 relies on a dichotomial minimization of the mean-square differences between the true autocorrelation function of an AR1 and the first guess of the autocorrelation function.
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