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ABSTRACT

The surface-layer moisture field can be obtained by estimating the refractive index of air, measured in parts per million, and is referred to as refractivity. A technique to estimate the refractivity by using radar has been demonstrated experimentally using the measured change in phase from stationary ground targets. Recently, a new network-based algorithm was proposed within the Center for Collaborative Adaptive Sensing of the Atmosphere (CASA) as an alternative approach, especially when dealing with multiple radars. That work presented the algorithm and applied it to purely simulated data. The research presented here provides more detail and takes the new networked radar approach to the next level by independently validating and demonstrating the output with data collected during a refractivity field experiment in Colorado during the summer of 2006. The practical aspects of implementing the network-based algorithm are presented along with a more complete mathematical representation. The results are then compared with the previously fielded technique starting from the same filtered phase data. From this comparison, the authors conclude that the networked algorithm has potential for providing a good refractivity estimate from a radar network once some of its own shortcomings are addressed.

1. Introduction

Having an accurate measure of the near-surface moisture field provides beneficial data to numerous applications such as boundary layer research, convection initiation, and quantitative precipitation forecasts (QPF). To estimate this moisture field with conventional Doppler weather radars, a technique developed in Fabry et al. (1997) and Fabry (2004) has been implemented and validated in the field (Weckwerth et al. 2005). This method estimates the index of refraction of air \( n \), which is typically expressed as refractivity \( N \), where \( N = (n - 1) \times 10^6 \). The dimensionless \( (N \text{ units or ppm change from } n \text{ of free space}) \) quantity is a function of air and dewpoint temperature and pressure. This relationship is expressed as

\[
N = 776 \frac{P}{T} + 3.73 \times 10^6 \frac{e}{T^2},
\]

where \( T \) is air temperature in kelvins, \( P \) is pressure in kilopascals, and \( e \) is water vapor pressure in kilopascals (derived from dewpoint temperature). A more detailed description of boundary layer moisture variability and its effect on convection is given in Fabry (2006).

Estimation of the refractivity field is made possible by detecting the changes in round-trip phase of stationary ground targets over time. In an unchanging atmosphere, the phase of fixed objects will remain constant, barring any changes to the object. In free space, where \( n = 1 \) exactly, the phase is related to the two-way travel time and radar frequency \( f \) as \( \phi = 2\pi f \text{travel} \). Deviations of refractivity resulting from a nonhomogeneous water vapor field cause fluctuations in the wave speed and path, which results in the phase becoming a path-integrated quantity. The phase of a target at a distance \( R \) from the radar is expressed in terms of range and three-dimensional refractivity change along the path as

\[
\phi(r, n) = \frac{4\pi}{\lambda} \int_0^R \left[n(x(r), y(r), z(r), t)\right] dr,
\]

where \( \lambda \) is the radar wavelength. For simpler notation, \( \phi = \phi(r, n) \), because it is always a function of range \( r \) and the refractive index \( n \) (RI). Now consider the change in phase for a fixed target as the moisture field changes between time \( t_1 \) and a reference time \( t_0 \) given by
\[ \Delta \phi = \phi_{t_1} - \phi_{t_0} = \frac{4\pi f_0}{\lambda} \int_{t_0}^{t_1} [n(x, y, z) - n(x, y, z)] \, dt. \]

(3)

Estimating the refractivity then involves accurately measuring the phase change over time, inverting (3), and accumulating the result for \( N \). Over the domain of a radar, the phase difference of each resolution cell between any two times (scans) can be calculated as a zero-differential phase. Any radar can compare a scan with the previous one, but longer wavelengths, such as S band, allow the impact of sparsely populated regions and those with a high variance in phase differentials. Section 2 first summarizes the QRPG algorithm, providing some detail on the phase filtering and error measures used. The CLS algorithm is then described in the context of simulated data sampled at real target locations from CSU–CHILL, providing supplemental details required to implement it. Section 3 analyzes the results of applying the CLS algorithm to REFRACTT data, first from one radar followed by two radars. The results are summarized in section 4.

2. Refractivity estimation algorithms

There are many challenges associated with estimating \( N \) from phase change that are addressed here. The moisture field changes in all three dimensions, but the current algorithms do not effectively account for the vertical change in refractivity or targets being at different elevations. This becomes more of a problem when attempting to merge the results of multiple radars and targets at different elevations, which is discussed in section 3. Another challenge is the fact that the phase wraps modulo \( 2\pi \), which is exacerbated at higher radar frequencies such as the X band (8–12.5 GHz). If the sample times at subsequent radar scans are too large relative to the temporal moisture field change, aliasing occurs. Perhaps the biggest challenge, however, is dealing with a lack of stable ground targets that have coherent phase.

a. Stationary target identification and reference phase

Regardless of what algorithm is used to estimate the refractivity field, the ground targets must be identified. By observing the phase history of ground reflections during a period when the atmosphere is relatively free from weather and anomalous propagation, range resolution cells with the highest phase coherence and SNR are identified as potential targets. Ideal targets are areas with man-made objects, such as towers and buildings, or perhaps bare earth and rock, like many of the targets observed from the Pawnee radar. Following the target identification procedure in Fabry (2004), a target reliability index \( RI \in [0, 1] \) (where 0 is worst and 1 is ideal) was assigned to each resolution cell of the REFRACTT radars from data collected at various times. The CSU–CHILL and Pawnee RI maps with an index value greater than 0.8 used for REFRACTT postprocessing are depicted in Fig. 2.

Because the important quantity to analyze is phase change, the phase of a scan must be compared to another phase. Any radar can compare a scan with the previous one, but longer wavelengths, such as S band, allow the
use of a reference phase field collected at a completely different time. Ground weather stations placed near the radars during this data collection provide the parameters of (1) used to associate a reference refractivity $N_{\text{ref}}$ to the reference phase. For CSU–CHILL, $N_{\text{ref}} = 280$, whereas $N_{\text{ref}} = 272$ for Pawnee, despite the fact that the data for both were collected at the same time and with considerable overlap. This 8-ppm discrepancy highlights another difficulty in estimating an absolute refractivity from multiple radars. For a single radar, the $\Delta N$ calculated from a refractivity estimation algorithm is simply added to $N_{\text{ref}}$, but an open question remains. Which $N_{\text{ref}}$ is used in the overlapping radar coverage regions or how are they combined to resolve the difference? Perhaps a nonuniform $N_{\text{ref}}$ must be defined using available, reliable meteorological ground stations. Overall, this procedure of identifying targets and a reference phase is considered as a calibration.

b. Quality-guided radial phase gradient

The technique proposed in Fabry (2004) retrieves the moisture field by essentially differentiating the phase difference field [from (4)] in range to estimate the spatial phase gradients corresponding to moisture gradients. To combat the phase wrapping, aliasing, and overall noise problem, several steps are taken. First, the phase difference between two collinear targets is used where the path is much shorter than the full radar range. This, of course, has problems in regions with a sparse distribution of targets. In general, this is accomplished by dividing the phase change between range gates given by the range difference $\Delta r$. Second, the velocity, spectral width, and SNR are used to create a quality index to reduce the impact of weather contamination. Together with the reliability index described above, a weighting mask is calculated to improve the estimate. Third, significant

Fig. 1. The REFRACTT domain with gray levels indicating elevation from 1100 to 3600 m MSL. The circles represent 50-km range rings for the (top)–(bottom) Pawnee, CSU–CHILL, S-Pol, and KFTG radars. Surface weather stations are also marked.
filtering is applied to smooth the sparsely populated phase field. Gaps will appear in the phase because of poor-quality data (e.g., in regions without coherent ground targets) that exacerbate the inversion problem to estimate refractivity but effectively remove bad data. The steps required to implement this phase filtering are presented here to provide a concise, but complete, summary:

1) Average the $I$ and $Q$ samples comprising an integration cycle to filter higher velocity returns.

2) Compute the average radial phase gradient over the whole field from the spatial correlation $d[\Delta \phi]/dr = \arg[R[1]]$, where $R[1] = \left(1/G\right)\sum_{g=1}^{G} V[g+1] V^*[g]$. Here, $G$ is the total number of range gates being considered for each estimate. This is very similar to the pulse pair algorithm used in Doppler velocity estimation, except that it is in range instead of time.

3) Subtract the gradient found above to leave residuals.

4) Filter residuals using a weighted average using the aforementioned quality and reliability indices and a pyramidal or Gaussian 2D weighting function with a base on the order of 4 km.

5) Add back the previously removed spatial gradient.

6) Compute a local radial phase gradient over a smaller distance, say 2 km, from the spatial correlation. Using this lag 1 correlation, along with the quality and reliability indices, an error is assigned to each measurement.

Unfortunately, there is also no straightforward method to combine the results from different, overlapping radars beyond a mosaic-type procedure. However, we can take advantage of the error calculated in step 6. Here, we use an alternate method of mosaicking refractivity fields from multiple radars after transforming the estimates to a rectangular grid using a weighted average rather than simply taking the maximum value that was used during REFRACHTT. The weighted average for a grid cell of refractivity estimates from $L$ radars is calculated as $N_{\text{comp}} = a^T w$. The $N$ values from each radar are contained in $a$ and the weight vector $w$ is comprised of

$$w_k = \frac{1}{\epsilon_i} \left( \sum_{i=1}^{L} \frac{1}{\epsilon_i^2} \right)^{-1}, \quad \sum_{k=1}^{L} w_k = 1, \quad \epsilon_i > 0 \quad \forall i, \quad (5)$$

where $\epsilon_i$ is the error from the $i$th radar. In regions where the error is undefined for one radar because of lack of targets, a large error (e.g., the maximum error of all radars) is assigned to limit discontinuities. This is particularly important when data from a radar contain high amounts of noise. An example is displayed in Fig. 3, which shows the average and standard deviation of $N_{\text{Pawnee}} - N_{\text{CSU-CHILL}}$ over 40 min. The result of combining the two fields using (5) is discussed in section 3c (and also depicted in Fig. 9b). In some regions, the difference and variance are quite high, but the noise is reduced if at least one of the radars has a consistently low error signal.

c. Constrained least squares

The refractivity estimation algorithm proposed by Hao et al. (2006) addresses some of the challenges mentioned above, especially the multiradar problem. Rather than
approach the problem with a radar-centric model, the
CLS method uses a linear model for a solution from all
radars simultaneously. A low resolution rectangular grid
is defined over the domain of the radars. The line-of-site
path from a radar to a target consists of segments through
the grid cells such that the sum of the segments equals the
total pathlength; that is, if the gridcell size were to ap-
proach zero, then the sum will approach the integral in
(2). Then, for the $K$ targets from multiple radars, (3) can
be expressed as

$$\psi = \frac{4\pi}{\lambda} 10^{-6} \mathbf{H} \eta + \mathbf{e},$$

(6)

where $\psi$ is the $K \times 1$ length vector of phase changes
from the reference or previous scan phase for each tar-
get observed at each radar, $\eta$ is the $P \times 1$ vector of re-
fractivity change in each grid cell, and $\mathbf{e}$ is error resulting
from noise, aliasing, etc. ($P = MN$ for a generalized $M \times N$
grid). Arrays from each radar are vertically concate-
nated, and $\mathbf{H}$ is $K \times P$. Each row of $\mathbf{H}$ represents one
target, and each column contains the length of the radar-
to-target path segment within that cell. A vast majority
of the elements are 0, therefore making the extremely
large $\mathbf{H}$ very sparse and rank deficient. Consequently, an
estimate $\hat{\eta}$ is found by using singular value decomposi-
tion (SVD) to provide a solution space in conjunction

---

**Fig. 3.** The (top) average and (bottom) standard deviation of the $N$ difference between CSU–CHILL and Pawnee from 2200 to 2240 UTC 14 Aug 2006. The units are ppm of RI change (i.e., $N$).
with a smoothness constraint to select a solution within this space to minimize $\|\psi - H\eta\|^2$. Using the conventional SVD solution to (6) can be expressed as
\[
\hat{\eta}_{LS} = V_1 \Sigma_t^{-1} U_1 \psi_t,
\]
where $\Sigma_t$ represents the diagonal matrix of monotonically decreasing $t$ singular values, and $t$ is a chosen threshold. The subscripts of $V$ and $U$ indicate the partitioning to match the matrices with $\Sigma_t$. Thus, $V = [V_1 V_2]$ and $U = [U_1 U_2]$. Without the smoothness constraint, however, this solution can lead to errors such as the result shown in Fig. 4a from a simulated differential refractivity field that increases linearly toward the northeast. In this simulation, ~2300 real target locations were used from the CSU–CHILL radar, located in the bottom right, and limited to a 15-km radius to show an effect of regions with no targets. Each grid cell is 500 m$^2$ and an S-band wavelength of 0.11 m was used.

At the spatial resolution of weather radars, it is convenient to consider water vapor and refractivity fields as being smooth. Taking advantage of this assertion, Hao et al. (2006) used a quadratic cost function $D^2$ to define adjacent grid-value relationships resulting in the following problem statement: minimize $D^2$ subject to minimizing $\|\psi - H\eta\|^2$. The final constrained solution, not explicitly defined in Hao et al. (2006), is then expressed as
\[
\hat{\eta}_{CLS} = [I_t - V_2 (V_2^T Q V_2)^{-1} V_2^T Q] \hat{\eta}_{LS},
\]
where $I_t$ is the $t \times t$ identity matrix which shows that (8) becomes (7) if $V_2$ or $Q$ is 0 (no constraint). A more detailed derivation is given in the appendix that also demonstrates the need for the full $V$ matrix versus the standard SVD approximation that stops the calculation once the singular value threshold has been reached. Figure 4b depicts the solution to the constrained model when $V_2$ is calculated for the same input and target locations as Fig. 4a. Using the RMS performance metric defined in (Hao et al. 2006), the RMS error (rmse) of the CLS solution is 0.3528 ($N$ units). For comparison, when 356 of the 2300 real targets were randomly selected, the RMS error rose to 0.5931.

Phase unwrapping is not directly handled by (8), so additional steps are required. Hao et al. (2006) suggest a solution to this problem. Targets that are in close proximity and have a similar phase change, say within $\pi/4$ modulo $2\pi$, are grouped together and locally unwrapped with respect to other targets within the group. So, when a wrap is detected, the phase is adjusted by $6\pi/2$. Within a group, however, the span of $\psi$ is no more than the designated threshold, for example, $\psi \in (-5\pi/4, 5\pi/4]$. This procedure modifies (6) to produce
\[
\psi_{\mu} = \frac{4\pi}{\lambda} 10^{-6} H \eta - 2\pi A g + e = H \eta_{\mu} + e, \tag{9}
\]
where $A$ is binary ambiguity mapping matrix and $g$ is a vector of group ambiguity numbers (see the appendix for details). A family of singular value curves calculated from a CSU–CHILL test case discussed in section 3b is shown in Fig. 5. These are all the scan-to-scan (top) and reference-to-scan (bottom) singular values over a 1-h period with a scan repeat interval of 4 min. The curves may look unusual because they are the singular values of

Fig. 4. Solution to simulated refractivity field: a slanted plane increasing to the northeast. (a) LS solution without smoothness constraint. (b) Constrained LS solution. The green marker indicates the radar location and the black dots (only shown on the CLS result) indicate CSU–CHILL target locations out to 15 km used for both cases.
H_u, so the first part is actually from –2πA. From these curves, a common threshold of 10^{-2} was selected for processing real data, because this is approximately the level prior to the significant decrease in singular values and will meet the \(\sigma_{i+1} + \sigma_{i+2} + \cdots + \sigma_P < \epsilon\) criterion, where \(\sigma_i\) is the \(i\)th singular value and \(\epsilon\) is some small number.

3. Implementation with real data

The primary test of any radar processing algorithm is to implement it using real data because this is usually quite challenging and the CLS algorithm is no exception. Data collected from the CSU–CHILL and Pawnee S-band radars during the REFRACTT experiment were...
used to implement and compare the QRPG and CLS refractivity retrieval methods. Specifically, the two cases used are a case with only CSU–CHILL that has a passing storm front and another less-dramatic case involving both CSU–CHILL and Pawnee. The CSU–CHILL and Pawnee radars are situated at elevations of 1432 and 1688 m MSL, respectively, and are approximately 50 km apart. Volume scans were synchronized with the National Weather Service (NWS) KFTG operational radar, so 0° elevation scans were repeated every 4 min. Coherent ground targets were identified using the procedure described in section 2a (Fig. 2), and the REFRACTT reference phase was also used. The two CSU radars were set up to collect data in indexed beam mode to facilitate scan-to-scan comparison (i.e., spatial alignment versus using a constant number of pulses for each sample average). CSU–CHILL data were collected at an azimuth resolution of 0.72°, so they were resampled to 1° to reduce parameter estimation variance and align with Pawnee data. Then, the phase difference is computed using (4). The challenges and results are discussed below.

**Fig. 7.** Phase and refractivity at 0016 UTC 26 Jul 2006 over a 40 km × 35 km area around CSU–CHILL as a moisture gradient was passing through the region. Although the QRPG result looks similar and the changes correspond to the phase map, it tends to underestimate the refractivity gradients. The QRPG result is at a resolution of 1° by 250 m, whereas the CLS resolution is 300 m × 300 m. (a) The filtered 4-min Δφ in degrees, (b) the CLS 4-min ΔN field, (c) the corresponding 4-min ΔN field from the QRPG, (d) the filtered Δφ from the reference phase in degrees, (e) the CLS absolute refractivity field (N_{ref} = 280), and (f) the corresponding refractivity field from the QRPG. (a)–(f) cover the exact same geographic area.
a. Challenges

By far the most prominent challenge to estimating refractivity is the quality of the phase data, which is considerably more complex than simply adding Gaussian noise to an ideal phase field. Unfortunately, the real data are very noisy and frequently exhibit aliasing, especially at the 4-min scan cycle. Calculating the phase difference between successive scans (differential phase) versus the reference field helps to reduce the noise, but it only provides relatively short time-scale information, potentially resulting in error accumulation. To make matters worse, what are usually coherent targets can become incoherent because of passing weather and other atmospheric effects, such as anomalous propagation. Therefore, the quality index and phase filtering, such as those described in section 2b, are essential. Because that phase field filter has shown success in the field, the same implementation was used to preprocess the data for the CLS algorithm. Using the same filter also aids in comparing the results of the two algorithms because the phase input is then identical for both. In regions of undefined phase, unreliable (poor quality) target phases are removed, which means that the number of targets used for solving (8) changes for each scan.

b. Single radar results

Computing the results using a single radar validated the approach to implementing the CLS retrieval from real data. Around 0000 UTC 27 July 2006 (1800 LT July 26), a storm passed through the CSU–CHILL domain resulting in a noticeable refractivity gradient. The first test was to determine the performance of the CLS algorithm to an unprocessed differential phase field. The same northwest quadrant of the CSU–CHILL scan was used but with a 20 km × 20 km grid at 300-m resolution. For scan-to-scan change, Fig. 6a shows the result of using unprocessed data as compared with the filtered phase difference in Fig. 6b from 0012 to 0016 UTC. The figure also shows the target and radar locations to demonstrate that the CLS algorithm can vary drastically between targets at this resolution if the phase is not smoothed. The RMSE between the two is a very substantial 11 ppm, and the display values in Fig. 6a were clipped at ±18 to show some features in the filtered version. Filtering the differential phase clearly keeps the solution to reasonable values.

Further investigation of this 26 July test case reveals the capability of the CLS algorithm to retrieve refractivity estimates from a single radar. Figure 7 depicts the results from filtering the phase differential (left column), the CLS algorithm (middle column), and the QRPG (right column) at 0016 over a much larger 40 km × 35 km area with a grid resolution of 300 m using targets with an RI above 0.6. The top row of Fig. 7 shows the change from the previous scan, whereas the bottom row shows the phase change from the reference and absolute refractivity. A polar grid with its center at the radar is overlaid on the CLS solution for reference and all panels show the same geographic area. Looking along radials in the smoothed phase images, more folds will indicate a larger gradient in refractivity. Both algorithms show this effect, although it is more prevalent in the QRPG output. The increasing refractivity gradient to the west of the radar is particularly visible in the absolute N fields shown in Figs. 7e,f. Although the CLS results appear to have more “texture” due in part to the resolution, Figs. 7b,e show that the CLS method fills in the gaps of data reasonably well, at least in terms of being relatively smooth. However, regions with a sparse target population can exhibit the striped pattern seen in Figs. 7b,e. A trade-off exists between this effect and a higher level of noise when the target RI threshold is decreased. Regardless, it is dependent on target distribution and grid resolution.

An RMS error between the two methods will include errors because of quantization and resampling differences, so a better method for comparison is the spatial statistics. The top plot in Fig. 8 depicts the average

![Fig. 8. Comparison of the average N value with (top) standard deviation and (bottom) average ∆N for the region shown in Fig. 7 from 0000 to 0100 UTC. Here, it is more obvious that the CLS underestimates the refractivity gradient relative to the QRPG, but it does track the change fairly well.](image-url)
absolute \( N \) and the standard deviation for all scans from 0004 to 0100 UTC over the region shown. The mean \( N \) from CLS follows that of the QRPG, but it is clear that the CLS method underestimates the gradient. However, the standard deviation is very similar between the two, with a peak around the time of the maximum refractivity gradient. Similarly, the bottom plot of Fig. 8 shows that the mean scan-to-scan refractivity over the same time period is also underestimated by the CLS method (the standard deviations are very similar and not shown). This underestimation is possibly due to the system being overconstrained and is a problem for future investigation.

c. Multiple radar results

Given the moderate success with implementing the CLS algorithm on one radar, it was then applied to two radars: CSU–CHILL and Pawnee. Because there is no reasonable way to account for different \( N_{\text{ref}} \) values in an overlap region, as discussed in section 2a, the comparison between algorithms is made by accumulating the scan-to-scan \( \Delta N \) on a 90 km \( \times \) 38 km grid at a 600-m resolution to reduce the computation. Only targets with an RI above 0.8 are used for the same purpose (see Fig. 2). Figure 9 displays the results of the CLS and QRPG algorithms [merged using (5) in Fig. 9b and the maximum in Fig. 9c]. White and green star icons indicate the radar locations at roughly (30, 0) and (35, 48) on the grid along with 50-km range rings of the same color. This case was from 2200 to 2240 UTC 14 August 2006, and a small rain storm passed by the Pawnee radar during this time. The increase in refractivity because of the storm is indicated in the region just south of the Pawnee radar. The CLS and weighted sum QRPG methods yield similar results here, but again the CLS algorithm is slightly

Fig. 9. The change in refractivity from 2204 to 2240 UTC 14 Aug 2006 created by adding all scan-to-scan changes. (a) CLS on a 600-m resolution grid; (b) QRPG output on a 300-m grid, merged using the weighted mean discussed in section 2b; and (c) QRPG output on a 300-m grid, merged using the maximum. (top right) The effect of a storm moving through. Overall, the CLS underestimates the refractivity gradients. The white areas indicate no data in at least one of the input fields and the radar locations are marked with white (CHILL) and green (Pawnee) stars with the corresponding 50-km range ring in the same color. The data colors are clipped at ±50 for a better comparison. Areas of very low \( \Delta N \) have high variance and are likely a result of noise and not isolated pockets of extreme drying.
underestimated. The maximum merge result shown in Fig. 9c provides more evidence for the weighted average described by (5). The average value in Fig. 9b is −1 ppm, whereas it is 6.6 ppm in Fig. 9c. The boundary of the Pawnee values is clearly visible at approximately 70 km from Pawnee because of the sharp gradient.

Along the western third of the gridded domain, the reliable target density is light and significant noise manifested in almost all QRPG ΔN fields resulting in the high variance seen on the left side of Fig. 9b. Meanwhile, the CLS solution produced relatively flat responses to those regions, which is probably closer to the truth because drops of more than 50 ppm over 40 min in small pockets while a storm is nearby are unlikely.

A more quantitative analysis to compare the two algorithm results again uses spatial statistics. This result is shown in Fig. 10, which is similar to Fig. 8, except that instead of absolute N the means were referenced to the first scan. Because of the noise and lack of global change in the southern section, the statistics were only computed down to 50 km along the y axis. Again, the mean curves in Fig. 10a show that the CLS follows the QRPG but underestimates it. At the same time, however, the standard deviation was also lower by 1–2 ppm. Similarly, the average scan-to-scan change plotted in Fig. 10b shows the CLS following but underestimating the QRPG result, which fluctuated around zero.

A secondary challenge for the CLS algorithm involves the computational resource usage. The two cases implemented with real data were computed on a dedicated workstation with 2 quad core 2.83-GHz Intel Xeon processors with 8 GB RAM, and the SVD calculation utilizes the Linear Algebra Package (LAPACK) Fortran library. For the case with only CSU–CHILL, the \( H_n \) matrix to compute the SVD on was \( 8200 \times 16800 \), on average, for \( \Delta N \) and about 700 columns wider for \( N \) because of formation of more groups. The SVD took 95–110 min each for \( D \) and \( N \), but an additional 135 min were required for the inversion in (8). This time is about 4 times longer than the time required for only using targets with an RI > 0.8, even though there are only 50% more targets. The dual radar estimation, using only the targets with RI above 0.8, took about 80 min for the SVD and less than 2 min for the inversion. This result is due to the fact that the \( H_n \) matrix is roughly \( 11000 \times 12000 \) in this case; the fast inversion provides additional evidence of the benefit of multiple radars. Although the software was optimized to use minimal memory, the memory usage just for the SVD and calculation of (8) ranged from 1200 to 3200 MB, making the estimation of refractivity using CLS over the whole REFRACTT domain impractical at resolutions high enough to capture the gradients to the extent that it can.

4. Summary and conclusions

A number of conclusions can be made from the implementation and analysis of the CLS refractivity retrieval algorithm presented here. The algorithm was independently verified through our own simulations by using real target locations, which shows the necessity of the smoothing constraint. Implementing the CLS method on real data was the primary challenge, which demonstrated the need for filtering the differential phase to reduce noise and aliasing. This was accomplished by applying the same smoothing filter used in the existing refractivity estimation technique (QRGP), which also made comparison between the two methods more direct. For a single radar, the CLS approach is similar to the QRPG result, although slightly underestimated, which is perhaps caused by too much constraint. When applied to multiple radars, the CLS was not affected by the high level of noise; on the other hand, it may not have captured more subtle changes in refractivity that the QRPG picked up. Parameters such as grid resolution and the RI threshold for target selection do effect the result and need to be thoroughly investigated. In general, this algorithm shows great potential, especially when applied to the multiradar estimation problem, but there is room for optimization and improvements. Among the possibilities to investigate are a target weighting scheme to reduce noise, relaxing the constraint, optimizing the
APPENDIX

The Constrained Least Squares Solution

Hao et al. (2006) presented the various components of the CLS algorithm, but here we derive an expression for the complete solution. Using the truncated matrix of singular values, an approximation $H_i$ to $H$ can be used to express the model as

$$\psi \approx H_i \eta = U \begin{bmatrix} \Sigma_i & 0 \\ 0 & 0 \end{bmatrix} V^T \eta.$$  \hfill (A1)

Now, let

$$V^T \eta = z = \begin{bmatrix} z_1 \\ z_2 \end{bmatrix},$$

where $z_1$ is a $t \times 1$ vector and $z_2$ is $P - t \times 1$. In the conventional SVD solution, $z_2$ is set to zero without significant consequences to error minimization, but here we leave it to be calculated. Therefore,

$$\eta = V \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} = [V_1 V_2] \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} = b + V_2 z_2.$$  \hfill (A2)

The smoothing constraint is expressed as a quadratic cost function of the grid, correctly written as $D^2 = \frac{1}{2} \eta^T Q \eta$ [see Hao et al. (2006) for more details on defining $D$]. Substituting (A2) into this quadratic and expanding, considering $Q$ is symmetric, results in

$$D^2 = \frac{1}{2} b^T Q b + b^T Q V_2 z_2 + \frac{1}{2} z_2^T V_2^T Q V_2 z_2.$$ 

The global minima is found by setting $D^2/dz_2$ to zero, yielding

$$z_2 = -(V_2^T Q V_2)^{-1}(V_2^T Q b).$$  \hfill (A3)

If $V_2$ was left unknown by only using the truncated SVD, $z_2$ would be undefined and would not result in a solution to (A2). An expression for $z_1$ can be found by writing (A1) as

$$\begin{bmatrix} \Sigma_i & 0 \\ 0 & 0 \end{bmatrix} z_1 = U_1^T \psi.$$  

This leads to

$$z_1 = \Sigma_i^{-1} U_1^T \psi.$$  \hfill (A4)

Substituting (A4) and (A3) into (A2) and simplifying results in the estimate of $\eta$ as

$$\hat{\eta}_{CLS} = [I_1 - V_2 (V_2^T Q V_2)^{-1} V_2^T] V_2 \Sigma_i^{-1} U_1^T \psi.$$  \hfill (A5)

Incorporating the grouping and local phase unwrapping discussed in section 2c into (A5) for multiple radars is fairly straightforward. The binary ambiguity mapping matrix $A$ and the vector of group ambiguity numbers $g$ are combined with the locally unwrapped phase observation vector $\psi_u$ as

$$\psi_u = \frac{4\pi}{\lambda} 10^{-6} H \eta - 2\pi A g + e$$  \hfill (A6)

$$= 2\pi \left[ -A \frac{2}{\lambda} 10^{-6} H \right] g + e$$

$$= H_u \eta_u + e.$$  \hfill (A7)

When combining data from multiple radars, $H$ matrices from each radar are concatenated vertically; however, the $i$th radar grouping matrix $A_i$ and the constraint quadratic $Q$ must also be sized correctly. The grouping matrices for $J$ radars are combined along a diagonal, as in

$$A_{comb} = \begin{bmatrix} A_1 & 0 & \cdots & 0 \\ 0 & A_2 & 0 & \vdots \\ \vdots & \vdots & \ddots & 0 \\ 0 & \cdots & \cdots & A_J \end{bmatrix}.$$  \hfill (A8)

The constraint matrix is then expanded as

$$Q_{comb} = \begin{bmatrix} I_G & 0 \\ 0 & Q \end{bmatrix},$$  \hfill (A9)

where $I_G$ is the identity matrix with dimensions equal to the total number of groups formed, which is also the width of $A_{comb}$. Then, (A8) and (A9) are substituted into...
(A6) and (A5), respectively, for $A$ and $Q$ for the generalized solution.
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