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ABSTRACT

It is shown that the interaction of long, weakly nonlinear, quasigeostrophic baroclinic waves can be described by a pair of linearly coupled Korteweg–de Vries equations. Baroclinic energy conversion is investigated as the interaction of interacting upper- and lower-layer structures, which are represented by solitary waves. This system exhibits a rich dynamics that is suggestive of atmospheric blocking features, such as stable stationary solutions, transient quasi-steady-state solutions, multiple equilibria, and baroclinic instability. This system is investigated both analytically, using techniques from asymptotic perturbation theory, and through numerical simulations.

1. Introduction

Atmospheric blocking is the formation and development of quasi-stationary, highly persistent, and coherent high pressure fields in the midlatitude lower atmosphere. Present studies of blocking are concerned with the causes of their creation, maintenance, and decay. It is an important field of research because these atmospheric events are connected with anomalous weather situations and can have profound impact on midlatitude weather and climatic conditions, not only over the region in which they occur but over upstream and downstream areas as well. The duration of these events is also such that the timescale reaches the lower end of climatic timescales, leading to problems of long-range weather forecast and interannual variability.

The wealth of observational data and their diagnoses show that blocking involves both synoptic-scale and planetary-scale processes and their mutual interaction, that is, the interaction of baroclinic eddies with ultralong waves (Lupo and Smith 1995). The main mechanisms for the forcing and sustaining of a blocking high pressure system are still an open question and active field of research. There are mainly two competing points of view. One deals with resonant forcing by orography and addresses the question of multiple equilibria as stated for the first time by Charney and DeVore (1979). The other views blocking as a regional phenomenon forced by cyclones and baroclinic energy conversion (Hansen and Chen 1982). Simulations by Lindzen (1986) and Kalnay and Mo (1986) suggest that orography is not necessary for the formation and maintenance of a blocking system, but Egger et al. (1986) concede that, without any noneddy forcing, blocking systems would not have the observed amplitudes when friction is included, and, hence, we should take into account forcing by topography. In other words topography is not necessary to obtain blocking systems but does support its development. We will address this question and investigate the case of topographic forcing in a separate study.

As a starting point for investigating the problem of blocking systems, the quasigeostrophic potential vorticity equation is widely used. There are two main approaches. One deals with the full quasigeostrophic system and its numerical simulation, the other tries to simplify the system further into low-dimensional models. Numerical models integrating the barotropic potential vorticity equation are able to simulate anticyclonic blocking systems. These numerical experiments and also laboratory experiments (Linden et al. 1995) suggest that small-scale turbulent processes may be involved in the formation of blocking systems, although it should be noted that the experiments of Linden et al. (1995) were not performed in a meteorological context. To elaborate the physics of the turbulent nature of blocking, consider a nonrotating shallow fluid that is forced by sources and sinks. These sources and sinks can be viewed as representing sea surface temperature anomalies, mountains, etc., in an atmospheric model. It is well known that this approximately two-dimensional system exhibits an inverse energy cascade that will evolve into large-scale eddies. If rotation is added to the system, the two-dimensional character is reinforced according to the Taylor–Proudman theorem, but rotation can also introduce baroclinic instability. The latter is a three-dimensional feature and thus supports a direct en-
ergy cascade toward small scales. Hence, the dynamics is determined by competing two-dimensional and three-dimensional processes ( METAIS et al. 1996; BARTELLO 1995; BARTELLO et al. 1996; NAULIN 1995; NAULIN et al. 1995). This picture fits into the work of HANSEN and SUTERA (1984), who compared the spectral transfer of energy and enstrophy during blocking and nonblocking situations and found a striking difference in the enstrophy transfer revealing a quasi-two-dimensional situation for the blocking case and a three-dimensional situation for the nonblocking case. A possible reason that we mainly observe anticyclones to be formed is due to the Čerenkov condition, which allows cyclones to decay through the radiation of linear Rossby waves if one takes into account divergent effects associated with the free surface (NEZLIN 1994; VALcke and VERRON 1996).

Whereas this picture represents an insightful and austere physical view into the general nature of anticyclonic blocking, it fails to provide analytical expressions and the infinite-dimensional character of a turbulent system has so far prevented a detailed analysis of more particular issues. One exception is the studies of modons, which are highly nonlinear solutions of the steady quasigeostrophic equations (HAINES and MARSHALL 1987). In modon theory, potential vorticity is not a smooth function of the streamfunction but is multivalued corresponding to the interior and exterior regions. There is observational evidence (EK and SWTARERS 1994) that this is the case for real blocking events. Nevertheless, this is a drawback for analytical progress. Therefore, interest has grown in low-dimensional models, although a rigorous proof of existence of a low-dimensional attractor in even quasigeostrophic systems is still an unsolved problem. The concept of a low-dimensional attractor was first introduced in meteorology by LORENZ (1980). Strictly speaking, one can only define a “slowest invariant manifold” (BOKHOV and SHEPHERD 1996), since the small-scale events, that is, the high-frequency and high-wavenumber processes, enlarge the Hausdorff dimension for the attractor without any convergence (YANO and MUKOGAWA 1992). Thus the invariant set is often referred to as a “fuzzy manifold” (WARN and MENARD 1986). This invariant set is of great importance for numerical weather prediction, because a projection of observed initial data on such a slowest, fuzzy manifold would allow data assimilation that eliminates high-frequency oscillations associated with free gravity waves triggered by insufficient initial data.

Numerical evidence of low-dimensional models exhibiting blocking systems was given by LEGRAS and GHL (1985). These low-dimensional models can be viewed as wave–wave interaction models. For an analytical treatment most work has utilized GALERKIN approximations on the barotropic potential vorticity equation, that is, decomposing the pressure field into a Fourier series and truncating that series (CHRISTENSEN and WIIN-NIELSEN 1996). Nevertheless, low-order models have their drawbacks and have been critically reviewed, for example, in TUNG and ROSENTHAL (1985) and CHELSKY and TUNG (1985). It is argued there that multiple equilibria in low-order models might be an artifact of the truncation. A theoretical explanation was given by YANO and MUKOGAWA (1992) and addresses the nonexistence of a quasigeostrophic attractor, as mentioned above.

In order to bypass these drawbacks, to understand better the particular mechanisms involved in the formation of anticyclonic blocking, and to focus on the importance and impact of each, it is useful to look for a different simplification of the basic quasigeostrophic equations and study the derived model evolution equations. We will follow this latter track and perform a weakly nonlinear asymptotic analysis of the basic quasigeostrophic equations. Since blocking involves large-scale coherent structures, supposedly generated by baroclinic instability (MULEN 1987) and interacting with topography, we will introduce a model that supports coherent, localized solutions, namely, solitary waves, in an environment that can also support baroclinic instability and allows wave–wave interaction. We do not claim to be able to apply our asymptotic model directly to real blocking situations. Instead, our objective is to develop a self-consistent model that incorporates the main aspects of baroclinic instability relevant to blocking phenomena, in particular, the formation of coherent structures. Such models can provide insight into interpreting observations and numerical simulations.

To outline our weakly nonlinear approach we will briefly discuss the linear theory, on which most research concerning blocking systems has been based. The origins of the linear theory go back to the pioneering work of CHARNEY (1947) and EADY (1949), who identified the fundamental physical process for baroclinic instability as the mutual intensification of two interacting Rossby waves. These waves propagate along waveguides consisting of high potential vorticity gradients. In modeling the atmosphere, we may relate these waveguides to the tropopause and surface, respectively, where gradients of potential vorticity are concentrated. Also, such specific properties as the upshear tilt with height of baroclinic unstable eddies can be explained within the framework of linear theory. The similarity between the fastest growing mode obtained by numerical simulation and the observed data is striking (FREDERIKSEN 1992; FREDERIKSEN and BELL 1990). In spite of these efforts, linear theory still fails to model baroclinic instability and blocking systems adequately in two important ways. First, there are the inherent disadvantages of linearization in general, such as unsaturated exponential growth, and the nonlocal structure of the solutions. Second, linear theory cannot explain features of blocking such as the observed decreased typical horizontal length scale and increased phase speed, when compared with linear simulations. The analysis of Dole (1982) of observations suggests an amplitude-dependent phase speed and, moreover, that the spatial scale of a blocking system is considerably larger and its propagation speed considerably smaller.
than for typical baroclinic disturbances (Dole 1986). In particular, it is this latter point that leads us to believe that blocking can be modeled in the framework of solitary-wave dynamics.

Our approach is based on the pioneering work of Warn and Bransett (1983), Patoine and Warn (1982), and Mitsudera (1994), who have extracted equations of the Korteweg–de Vries (KdV) type using a multiscale analysis. Whereas Warn and Bransett (1983) and Patoine and Warn (1982) derived a single forced KdV equation for a wave in resonance with topography, Mitsudera (1994) investigated wave–wave interactions and hence derived a coupled system of two KdV equations. For completeness we shall also mention the works of Haines and Malanotte-Rizzoli (1991) and Malguzzi and Malanotte-Rizzoli (1984, 1985), who derived an unforced time-independent KdV equation and, hence, are not able to explain why blocks are observed to fluctuate in intensity during their life cycles and, even more, how they develop into a block. The question of a steady-state theory was also addressed by Helfrich and Pedlosky (1993, 1995) who derived a single Boussinesq equation. Their asymptotic analysis focuses on slightly subcritical zonal flows and neglects wave–wave interactions and, in comparison to our work, is therefore restricted to a smaller parameter range. We note that their single-wave equation can be derived from the coupled KdV equations in the asymptotic limit of slightly baroclinic unstable flows as was shown by Mitsudera (1994).

Our work stays close to that of Mitsudera (1994) and his time-dependent coupled KdV equations. His starting point is the continuous quasigeostrophic equation but he only took into account the first baroclinic mode. We will use a two-layer model bearing in mind that an $N$-layer model can only resolve the first $N$ modes of a continuous model, for example, in the case of a two-layer model, the barotropic mode, and the first baroclinic mode. Mitsudera was interested in cyclogenesis, in particular, in cyclogenesis of type B where a large upper-level disturbance propagates into a low-level baroclinic zone and couples with a weak low-level anomaly. Therefore, he focused on the baroclinic unstable case and considered nonequilibrium solitary waves. To study blocking events we are more interested in coherent, quasistationary structures and therefore will mainly concentrate on equilibrium solutions of the coupled KdV equations. In this paper we will focus on the case when there is no topography. In a sequel we will examine the case of topographic forcing.

2. Quasigeostrophic two-layer model

Our principal aim here is to study baroclinic instability initiated by mode coupling in the weakly nonlinear, long-wave regime. For this purpose we choose the simplest model that can illustrate this process. Thus, we introduce a two-layer quasigeostrophic model on a $\beta$ plane (Fig. 1). The upper layer is bounded above by a passive fluid with constant density $\rho_1$. This model can be used to represent either the atmosphere or the ocean. In the atmosphere the two layers model the troposphere and the stratosphere, respectively. In the ocean the density of the passive layer is set to zero. We also include frictional effects due to the presence of an Ekman layer at the lower boundary and a forcing effect due to topography, which is believed to be a crucial mechanism for the development of anticyclonic blocking systems, although a detailed discussion of the effect of topography is left for a sequel to this study.

We shall use a nondimensional coordinate system, based on a typical horizontal length scale $L_o$, typical vertical scales for each layer $D_1$, $D_2$ with $H_o = D_1 + D_2$, and typical Coriolis parameter $f_o$. A typical velocity $U$ is taken to be the maximum of the mean current velocity and the timescale is given by $U/L_o$. If we separate the mean flow $U_1$ and $U_2$ from the perturbation pressure fields $p_1$ and $p_2$, we obtain the following equations (Pedlosky 1987) for the nondimensional perturbation pressure fields:

$$
\frac{\partial}{\partial t} + U_n \frac{\partial}{\partial x} q_n + \psi_n Q_{ny} + J(\psi_n, q_n) = \begin{cases} 0 & \text{for } \psi_n \neq 0 \\
 -\frac{E_{U2}}{2\epsilon} \Delta \psi_n, & \text{for } \psi_n = 0 \end{cases}
$$

(2.1)

where $n = 1, 2$, respectively, and

$$
q_1 = \nabla^2 \psi_1 + F_1(\psi_2 - \sigma \psi_1),
$$

(2.2)

$$
q_2 = \nabla^2 \psi_2 - F_2(\psi_2 - \sigma \psi_1) + \eta_n,
$$

$$
Q_{1y} = \beta - U_{1yy} - F_1(U_2 - \sigma U_1),
$$

(2.3)

with the Jacobian defined by $J(a, b) = a b_x - a_x b$. The boundary conditions are $\psi_{1,2} = \text{const}$ at $y = -L$. 
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0. Note that we adopt the usual convention that the frictional term in (2.1) acts only on the perturbation field; that is, an appropriate forcing term is added to the right-hand side of (2.1) to maintain the mean current.

Here the pressure fields are scaled by \( p_{1,2} f_o U \), and, in this quasigeostrophic approximation, also serve as streamfunctions for the velocity fields in each layer. The subscripts 1 and 2 are associated with the upper and lower layers, respectively. We have introduced the nondimensional meridional gradient of planetary vorticity \( \beta \); the Rossby number \( \epsilon = U f_o L_o \) (\( \epsilon \ll 1 \) in the quasigeostrophic approximation); the vertical Ekman number \( E_z \), which is \( O(\epsilon^2) \); \( \sigma_r = \rho_r / \rho_o \); \( \sigma_g = \rho_g / \rho_o \); \( \eta_o \); and \( \epsilon D_2 \eta_o \), which is the nondimensional topography in the lower layer; and the Froude-numbers \( F_n = \beta R \), where \( R \) is the internal Rossby radius of deformation for each layer, that is, \( R = f_o \sqrt{2 D_o (\rho_2 - \rho_1) / \rho_1 \rho_2} \). Note that \( \sigma_r > 1 > \sigma_g \), and usually we can use the Boussinesq approximation \( \sigma_r \approx \sigma_g \approx 1 \).

### a. Linear model

Before we consider the weakly nonlinear, long-wave approximation, it is useful to discuss some properties of the linearized version of Eq. (2.1) in terms of a normal mode analysis (Pedlosky 1987). Here we shall restrict ourselves to the nondissipative and unforced case. Linearization of Eq. (2.1) yields

\[
\left( \frac{\partial}{\partial t} + U \frac{\partial}{\partial x} \right) \Phi_0 + \frac{\partial \psi}{\partial x} \frac{\partial Q_0}{\partial y} = 0.
\]  

In terms of \( \psi_i = \Re \{ \Phi_i(y) \exp[i(k(x - ct))] \} \), one obtains the necessary condition for baroclinic instability concerning the product of the meridional gradients of potential vorticity:

\[
\left( \int_{-L}^{0} dy \, Q_{1,2} \right) \left( \int_{-L}^{0} dy \, Q_{1,2} \right) < 0. \tag{2.5}
\]

It is this unstable region of exponentially growing modes for which a nonlinear model is primarily needed.

For the weakly nonlinear analysis to follow it is pertinent to note that when \( F_1, F_2 \to 0 \) (and also \( \beta \to 0 \)), Eq. (2.4) decouples and has the linearly independent solutions \( \Phi_i = A_i U_\eta \), with coincident phase speed \( c = 0 \) at \( k^2 = 0 \). Then a small perturbation in \( F_1, F_2, \) and \( \beta \) will generically open a gap in the linear spectrum in the stable case, or an unstable band in the unstable case (Craik 1985). The situation is sketched schematically in Fig. 2 where the phase speed \( c \) is plotted as a function of some generic system parameter \( \Delta \). Importantly, the nondegeneracy of the plots for \( c \), and the linear independence of the two modes at the coalescence point, is the key reason why we eventually obtain two coupled equations when the system is perturbed. Since baroclinic instability in an inviscid context can only occur provided that there is such a mode resonance of two distinct waves, it follows that in the long-wave limit we are apparently required to adopt this rather restrictive scaling of small \( F \), and \( \beta \). In other words, the scaling is determined by the physical process under investigation. Note also that the coincident phase speed \( c = 0 \) also allows the system to be resonantly forced by topography. We state here again the difference of our work from that of Helfrich and Pedlosky (1993, 1995). They are elaborating their asymptotic expansion around the point of marginal instability of one branch in Fig. 2, and neglecting the gap, whereas we are also taking into account the interaction with the other mode and hence gain a much bigger parameter region for \( \Delta \). However, an advantage of their work is that there is no scaling of the equation parameters \( F \), and \( \beta \) involved.

### b. Weakly nonlinear model

In the remainder of this section, we shall study weakly nonlinear long waves. We introduce the following scales:

\[
X = \delta x, \quad T = \delta^2 t, \quad \psi_i = \delta^3 \psi_i^{(0)} + \delta^3 \psi_i^{(1)} + \cdots, \quad U_i = U_i^{(0)} + \delta^2 U_i^{(1)} + \cdots,
\]

where \( \delta \) is a small parameter, the inverse of which measures the horizontal scale of the disturbance. Next, we rescale the parameters

\[
F_i \to \delta^2 F_i, \quad \beta \to \delta^2 \beta, \quad \eta \to \delta^4 \eta.
\]

The scaling of the Froude numbers was implied in section 2a. It follows that our model is valid for situations where the internal Rossby radius of deformation is of the order of the long horizontal scale. Further, the scaling of \( \beta \) implies that \( Q_\eta \sim -U_\eta \), at the lowest order. Since at this lowest order we require the linear decoupled system described in section 2a, we scale the bottom friction and the topography such that they contribute at the first nontrivial order. This scaling of the bottom friction means that the timescale for frictional damping is measured by the slow time \( T \). Of course, from the point...
of view of applications, if topography is present, then we are assuming it is in sympathy with these scales.

Substituting this scaling into Eq. (2.1), we obtain to the lowest order, $O(\delta^3)$,

$$U_i^{(0)} \psi_{2xy}^{(0)} - U_{o y}^{(0)} \psi_{ix}^{(0)} = 0,$$

from which we conclude that

$$\psi_i^{(0)}(X, T, y) = A_i(X, T) U_{o y}^{(0)}(y).$$  

(2.7)

Hence, the meridional structure of $\psi_i$ is entirely determined by the mean currents at the leading order.

The $O(\delta^3)$ terms give us two evolution equations for the amplitudes $A_i$ for each layer. We reiterate that the reason for the occurrence of two coupled equations is the scaling of the Froude numbers [2.6], which implies the existence of two independent modes at leading order.

We obtain

$$U_i^{(0)} \psi_i^{(1)}_{xxy} - U_{o y}^{(0)} \psi_i^{(1)}_{xx} + G_i = 0,$$  

(2.8)

where

$$G_i = A_{i1} U_{1y}^{(0)} + U_{i y}^{(0)} A_{i x x x} U_{1y}^{(0)}$$

$$+ F_1 U_{2y}^{(0)}(U_{2y}^{(0)} A_{2x} - \sigma_i U_{i y}^{(0)} A_{ix}) + U_{i y}^{(0)} A_{ix} U_{1y}^{(0)},$$

$$+ A_{1x} U_{1y}^{(0)}[\beta - U_{1y}^{(1)} - F_1 U_{2y}^{(0)} - \sigma_i U_{i y}^{(0)}]$$

$$+ A_{1x} A_{ix}(U_{i y}^{(0)} U_{2y}^{(0)} - U_{1y}^{(0)} U_{1y}^{(0)}),$$

(2.9)

$$G_2 = A_{22} U_{2y}^{(0)} + U_{2y}^{(0)} A_{2 x x x} U_{2y}^{(0)}$$

$$- F_2 U_{2y}^{(0)}(U_{2y}^{(0)} A_{2x} - \sigma_2 U_{o y}^{(0)} A_{2x}) + U_{2y}^{(0)} A_{2x} U_{2y}^{(0)},$$

$$+ A_{2x} U_{2y}^{(0)}[\beta - U_{2y}^{(1)} + F_2 U_{2y}^{(0)} - \sigma_2 U_{1y}^{(0)}]$$

$$+ A_{2x} A_{2x}(U_{2y}^{(0)} U_{2y}^{(0)} - U_{2y}^{(0)} U_{2y}^{(0)}) + \gamma U_{2y}^{(0)} \eta_{BB},$$

$$+ E_{A2} U_{2y}^{(0)},$$

(2.10)

The solvability conditions are obtained by integrating (2.8) with respect to $y$ so that, on using the boundary conditions, we get

$$\int_{-L}^{0} G_i \, dy = 0.$$  

(2.11)

On substituting Eqs. (2.9) and (2.10) for $G$, we obtain the amplitude equations for $A_i$:

$$A_{i 1} + \Delta_i A_{1x} - \mu_i A_{1x} - \lambda_i A_{1 x x x} - \kappa_i A_{2x} = 0,$$  

(2.12)

$$A_{2 2} + \Delta_2 A_{2x} - \mu_2 A_{2x} - \lambda_2 A_{2 x x x} - \kappa_2 A_{1x} = D_X - E A_{2},$$  

(2.13)

where

$$I_{a} = -[U_{o y}^{(0)}]_{0 - L},$$

$$I_{a} \Lambda_{a} = \int_{-L}^{0} U_{o y}^{(0)} \, dy,$$

$$I_{a} \mu_{a} = -[U_{o y}^{(0)}]^0_{-L},$$

$$I_{a} \Delta_{a} = - \int_{-L}^{0} (\beta - F_i U_{o y}^{(0)}) U_{o y}^{(0)} \, dy - [U_{1} U_{1} U_{2}^{(0)}]_{-L}^{0},$$

$$I_{a} \kappa_{a} = F_1 \int_{-L}^{0} U_{i y}^{(0)} U_{2y}^{(0)} \, dy,$$

$$I_{a} \kappa_{a} = \sigma_2 F_2 \int_{-L}^{0} U_{2y}^{(0)} U_{2y}^{(0)} \, dy,$$

$$I_{a} \kappa_{a} = \eta_{BB} \int_{-L}^{0} U_{2y}^{(0)} \, dy.$$  

(2.14)

Equations (2.12) and (2.13) have the form of two coupled KdV equations and, as expected, are similar to those derived by Mitsuura (1994). Note that for meridional symmetric and antisymmetric flows, or more generally just for $U_{o y}^{(0)} = 0$ at the boundaries, the nonlinear term vanishes. The coefficients $\mu$, determine the polarity of the solitary waves.

Before proceeding further, we shall rescale Eqs. (2.12) and (2.13) for convenience. We put

$$T \rightarrow \frac{T}{|\lambda_2|}, \quad X \rightarrow (\text{sign} \lambda_2) X, \quad A_n \rightarrow \frac{6 \lambda_2}{\mu_2} A_n,$$

$$\Delta_n \rightarrow \lambda_2 \Delta_n, \quad \kappa_n \rightarrow \lambda_2 \kappa_n, \quad \mathcal{F} \rightarrow |\lambda_2| \mathcal{F},$$

$$D \rightarrow \lambda_2 D,$$

and

$$\mu = \frac{\mu_1}{\mu_2}, \quad \lambda = \frac{\lambda_1}{\lambda_2},$$

in order to get

$$A_{1x} + \Delta_1 A_{1x} - 6 \mu_1 A_{1x} \lambda_2 A_{1 x x x} - \kappa_1 A_{2x} = 0,$$

$$A_{2x} + \Delta_2 A_{2x} - 6 \mu_2 A_{2x} \lambda_2 A_{2 x x x} - \kappa_2 A_{1x} = D_X - E A_2,$$  

(2.15)

Next let us estimate the magnitude of the parameters of the system of coupled KdV equations (2.15). Since the parameters reflect the details of the mean flow structures, we need to use observational data, especially for the meridional gradients in both layers. We will estimate the order of the magnitude using a rough, but reasonable, approximation. We put $U_i = \gamma U_2$, where $\gamma = D_2/D_1$, so that each layer has the same mass flux. This rough approximation yields
\(\mu = \gamma, \quad \lambda = \gamma, \quad \kappa_1 = F_1, \quad \kappa_2 = \gamma \sigma_2 F_2.\)

If we choose \(D_2 = 10 \text{ km} as the height of the troposphere and \(D_1 = 2.5 \text{ km} as the height of the tropopause with densities \(\rho_1 = 0.45 \text{ kg m}^{-3}\) and \(\rho_2 = 0.85 \text{ kg m}^{-3}\), and recall the typical synoptic scales as \(L = 1000 \text{ km}, \quad U_0 = 10 \text{ m s}^{-1}\) and \(f_0 = 10^{-4} \text{ s}^{-1}\), we obtain \(\mu = \lambda = 4, \quad \kappa_1 = 0.22, \quad \text{and} \quad \kappa_2 = 0.46.\) Thus, realistic flow structures imply a weak coupling situation, which we will use later in a perturbation theory. Since the pressure fields \(\psi_i\) scale as \(\rho_i U_i L\) and observed pressure fluctuations in synoptic systems are about \(3 \times 10^3 \text{ Pa}\), we find the amplitude \(A_i\) to be of the order of unity. In order to obtain numerical values for \(\lambda_2\) and \(\mu_2\) needed for the scaling of the amplitudes we have used a mean flow structure, which is obtained by a trigonometrical least squares fit of the averaged, observed zonal flows at fixed seasonal times and at the 200-mbar surface (Oort and Rasmussen 1971; Gierling 1994), and again we have made the approximation of the same mass fluxes to obtain \(U_2\). Since blocking systems are likely to occur during wintertime, the winter period was used only. The meridional mean flow gradients were evaluated in the midlatitudes at 45°.

c. Stability considerations

Before considering the full nonlinear problem, we will consider a linear stability analysis for Eq. (2.15). Thus, for the linearized, unforced equations, we put \(A_i = A_i \exp(ikX - cT)\) to obtain a quadratic equation for the phase velocity \(c\), with the solutions

\[
c_{1,2} = \frac{1}{2}(c_u + c_L) \pm \frac{1}{2}(v^2 + 4\kappa_1\kappa_2)^{1/2},
\]

where

\[
c_u = \Delta_1 + \lambda k^2, \quad c_L = \Delta_2 + k^2 - i \frac{E}{k},
\]

\[
v = c_u - c_L.
\]

For \(|\Delta_2 - \Delta_1| \to \infty, \text{that is,} v^2 + 4\kappa_1\kappa_2 = v^2, \text{we end up with two distinct modes} c_u \text{ and } c_L \text{ representing the decoupled phase velocities.}

In the nondissipative case (\(E = 0\)) the criterion for instability is

\[
(\Delta_2 - \Delta_1 + (1 - \lambda)k^2)^2 < -4\kappa_1\kappa_2,
\]

which in the long-wave limit becomes

\[
|\Delta_1 - \Delta_2| < 2\sqrt{-\kappa_1\kappa_2}.
\]

The resulting necessary condition for instability

\[
\kappa_1\kappa_2 < 0
\]

can be rewritten in terms of the mean flow gradients by using the definitions for \(\kappa_1\) and \(\kappa_2\) [(2.14)] as \(I_f I_s < 0\). This is exactly a reduction of the condition for baroclinic instability [(2.5)] derived by linearizing the original quasigeostrophic two-layer system, for the present case when the shear flow is dominant compared to the \(\beta\) effect and there is weak coupling. According to (2.14) this implies \(\lambda < 0\) since \(I_f I_s > 0\). Equation (2.18) puts a constraint on the velocity difference of the decoupled system in order that there be an instability.

The condition (2.19) can also be derived from the fully nonlinear system (with the omission of the forcing and dissipative terms) directly by multiplying the first equation of (2.15) with \(A_1\) and the second equation with \(A_2\) and integrating over the whole domain. After integration by parts, we obtain

\[
\frac{1}{2} \frac{d}{dt} \int_{-\infty}^{+\infty} A_1^2 dX = \kappa_1 \int_{-\infty}^{+\infty} A_1 A_{2X} dX
\]

\[
\frac{1}{2} \frac{d}{dt} \int_{-\infty}^{+\infty} A_2^2 dX = -\kappa_2 \int_{-\infty}^{+\infty} A_1 A_{2X} dX,
\]

and so

\[
\frac{d}{dt} \left( \int_{-\infty}^{+\infty} A_1^2 dX + \kappa_1 \int_{-\infty}^{+\infty} A_2^2 dX \right) = 0,
\]

which immediately gives Eq. (2.19) as a necessary condition for baroclinic instability. Note that Eq. (2.17) could indicate linear stability in the long-wave limit \((k = 0)\), but shorter waves may be linearly unstable. The dissipative case \(E \neq 0\), which may involve a mode exchange, is discussed in appendix A.

d. Solitary waves

The KdV structure of Eq. (2.15) suggests that, in the absence of forcing and dissipation, there may be solitary-wave solutions. Since this system is not known to be integrable, we are not aware of any analytical techniques to construct such solutions. However, one explicit solution can be found of the following form:

\[
A_i = a_i \text{ sech}^2[w(X - cT)].
\]

Substitution of this ansatz into (2.15) gives us the following relations for the parameters

\[
c = \Delta_1 - 2\mu a_1 - \kappa_1 \frac{\mu}{\lambda} = \Delta_2 - 2\mu a_2 - \kappa_2 \frac{\lambda}{\mu},
\]

and

\[
a_1 = 2\frac{\lambda}{\mu} w^2, \quad a_2 = 2w^2,
\]

so that \(a_1/a_2 = \mu/\lambda\). Then elimination of the speed \(c\) gives the following necessary condition for the existence of this solitary wave:

\[
\Delta_2 - \Delta_1 - 4(1 - \lambda)w^2 = \kappa_2 \frac{\lambda}{\mu} - \kappa_1 \frac{\mu}{\lambda}.
\]

Note that Eq. (2.25) determines the allowed values for the coupling parameters \(\kappa_i\) and the linear phase veloc-
ities $\Delta_i$ needed to keep $w_j$ positive. Also given the system parameters (i.e., $\Delta_i$, $\kappa_i$, $\mu$, and $\lambda$) (2.25) determines a unique value of $w$ and, hence, unique amplitudes $a_i$ and speed $c$. Thus this solitary wave is apparently an isolated solution. Whether or not this is actually the case requires numerical simulations. We also note that Eq. (2.23) for the phase speed can be rewritten in the form

$$c^2 - c(\Gamma_1 + \Gamma_2) + \Gamma_1\Gamma_2 = \kappa_1\kappa_2,$$  

(2.26)

where

$$\Gamma_1 = \Delta_1 - 2\mu a_1 \quad \text{and} \quad \Gamma_2 = \Delta_2 - 2a_2.$$  

(2.27)

Further, the condition (2.25) for the equilibrium satisfying (2.24) can be rewritten in the form

$$\Gamma_2 - \Gamma_1 = \frac{\lambda}{\mu} - \frac{\kappa_1}{\mu}.$$  

(2.28)

Here, $\Gamma_i$ are the speeds of a solitary wave in each decoupled KdV equation. Solutions of (2.26) for $c$ yields exactly Eq. (2.16) for the linear phase velocity (with no dissipation, that is $E = 0$) provided that we replace the linear velocities $\Delta_i$ with the nonlinear velocities $\Gamma_i$. It follows that in the stable case ($\kappa_i\kappa_j > 0$ and $\lambda > 0$) solitary waves of the form (2.22) can exist for all values of $\Gamma_1$, $\Gamma_2$ satisfying (2.28), while in the unstable case ($\kappa_i\kappa_j < 0$ and $\lambda < 0$) the solitary waves exist only when $|\Gamma_2 - \Gamma_1| > 2\sqrt{-\kappa_i\kappa_j}$, that is, when the speed difference between the intrinsic solitary waves falls outside the linear instability band [cf. (2.18)]. We note that inhomogeneities of the mean flow can change the stability of the background since weak time dependencies enter only the coefficients $\Delta_i$ [see (2.14)]. Note that the equilibrium solution (2.28) is trivially outside of the range of baroclinic instability. Interestingly, it follows in both cases that these solitary waves can coexist with linear waves, in contrast to the general expectation that solitary waves occur only with speeds in the range of gaps in the linear spectrum.

We also note that the explicit analytical solution (2.22) is not necessarily the only one. Indeed, in section 3 we will construct approximate solutions by asymptotic methods.

Finally, we note here that Grimshaw and Malomed (1994) and Malomed et al. (1994) showed that for a linearly coupled KdV system such as (2.15) there is also another type of solitary wave, called gap solitons, which owe their existence to a gap in the frequency spectrum. We will not discuss this type of envelope solitary wave since one can easily show that they cannot exist in the parameter region defined by (2.14).

3. Asymptotic approximation

a. Introduction

For the analysis of the system of two coupled KdV equations (2.15) we will use both direct numerical simulations and an asymptotic approximation. In this approximation, the solitary-wave solutions of the KdV kernels of our system are used and it is assumed that the impact of small perturbations, that is, weak coupling, friction and topographic forcing, is essentially to modify the parameters of the unperturbed solitary waves on a slow timescale. Thus, we will model the full dynamics of the infinite-dimensional system by ordinary differential equations describing the evolution of the amplitudes and phases of each solitary wave. For a single KdV equation this method was first introduced by Johnson (1973) using a multiscale perturbation expansion, and later on using the inverse scattering technique by Karpman and Maslov (1978) and by Kaup and Newell (1978). An extension to this work was made by Grimshaw and Mitsudera (1993) using a multiscale perturbation expansion to take into account higher-order terms. We will follow this approach and will use the resulting amplitude and phase equations to extract information about solutions of the system of coupled KdV equations (2.15). In particular, we will rederive the steady-state conditions (2.23) and (2.25) and then, furthermore, discuss the stability properties of these steady states.

b. Asymptotic analysis

For our asymptotic analysis we introduce a small parameter $\epsilon \ll 1$ and assume that the perturbations $\kappa_1$, $\kappa_2$, $E$, and $D$ are $O(\epsilon)$. As discussed above, the influence of these perturbations is to modify the amplitude and phase of the unperturbed KdV solitary waves (2.22) on a slow timescale of $O(\epsilon^{-1})$. A detailed description of the asymptotic development is given in appendix B. Here, we outline the main results. Thus, for the system of coupled KdV equations (2.15), we obtain at the leading order

$$u_0 = a_1(t) \text{sech}^2[w_1(t)(x - \Phi_1(t))]$$

$$v_0 = a_2(t) \text{sech}^2[w_2(t)(x - \Phi_2(t))]$$

(3.1)

provided that

$$a_1 = 2\frac{\lambda}{\mu} w^2_1 \quad \text{and} \quad a_2 = 2w^2_2.$$  

(3.2)

The time evolution of the amplitudes $a_i$ and phases $\Phi_i$ are determined by the following set of four ordinary differential equations:

$$\frac{da_1}{dt} = F_1(a_1, a_2, \Phi_1, \Phi_2),$$

$$\frac{da_2}{dt} = F_2(a_1, a_2, \Phi_1, \Phi_2),$$

$$\frac{d\Phi_1}{dt} = \Delta_1 - 2\mu a_1 + e^{i\nu_1},$$

$$\frac{d\Phi_2}{dt} = \Delta_2 - 2a_2 + e^{i\nu_2},$$

(3.3)

where the interaction integrals are given by
\[ F_1 = -2k_1a_1w_2 \int_{-\infty}^{\infty} \text{sech}^2(\psi) \text{sech}^2 \left( \frac{w_1}{w_2} \psi - w_2\Delta \Phi \right) \tanh \left( \frac{w_1}{w_2} \psi - w_2\Delta \Phi \right) d\psi, \]

\[ F_2 = -2k_2a_1w_1 \int_{-\infty}^{\infty} \text{sech}^2(\psi) \text{sech}^2 \left( \frac{w_1}{w_2} \psi + w_1\Delta \Phi \right) \tanh \left( \frac{w_1}{w_2} \psi + w_1\Delta \Phi \right) d\psi - \frac{4}{3}Ea_2 \]

\[ + w_2 \int_{-\infty}^{\infty} \text{sech}^2(w_2\psi)D_\omega(\psi + \Phi_2) d\psi, \]

and the first-order speed corrections by

\[ c_1^{(1)} = -\kappa_1 \frac{\mu w_1^3}{A w_1} \int_{-\infty}^{\infty} \left[ \tanh(\psi) + \psi \text{sech}^2(\psi) - \text{sgn}(\lambda) \tanh^2(\psi) \right] \text{sech}^2 \left( \frac{w_2}{w_1} \psi - w_2\Delta \Phi \right) \tanh \left( \frac{w_2}{w_1} \psi - w_2\Delta \Phi \right) d\psi, \]

\[ c_2^{(1)} = -\kappa_2 \frac{\lambda w_1}{\mu w_2} \int_{-\infty}^{\infty} \left[ \tanh(\psi) + \psi \text{sech}^2(\psi) - \tanh^2(\psi) \right] \text{sech}^2 \left( \frac{w_1}{w_2} \psi + w_1\Delta \Phi \right) \tanh \left( \frac{w_1}{w_2} \psi + w_1\Delta \Phi \right) d\psi \]

\[ + \frac{1}{2a_2} \int_{-\infty}^{\infty} \left[ \tanh(w_2\psi) + w_2\psi \text{sech}^2(w_2\psi) - \tanh^2(w_2\psi) \right] D_\omega(\psi + \Phi_2) d\psi - \frac{E}{3w_2}. \]

The first-order speed corrections have contributions resulting from radiative tails, but they are only dynamically important for small amplitudes, as can be seen from (3.3). It is pertinent to mention that in the non-topographic, nondissipative case, neglecting these first-order speed corrections, Eq. (3.3) can be completely studied in the phase plane of \( \Delta \Phi = \Phi_2 - \Phi_1 \) and \( \Delta A = 2\mu a_1 - 2a_2 \).

Next, we note that from the system of coupled KdV equations (2.15) one can derive an energy equation, which was discussed in section 1c [see (2.21)] and is repeated here for convenience:

\[ \frac{d}{dt} \int_{-\infty}^{\infty} \kappa_iA_i^2 + \kappa_2A_1^2 \, dx \]

\[ = -2E \int_{-\infty}^{\infty} A_i^2 \, dx + 2 \int_{-\infty}^{\infty} A_2D_1 \, dx. \]

For the unforced \((D = 0)\), nondissipative case \((E = 0)\) the energy

\[ \mathcal{E} = \int_{-\infty}^{\infty} \kappa_iA_i^2 + \kappa_2A_1^2 \, dx \]

is conserved. Using the asymptotic expansion (3.1), we obtain at the lowest order that \( \mathcal{E} = \mathcal{E}_0 + O(\epsilon) \), where

\[ \mathcal{E}_0 = \frac{16}{3} \left( \kappa_2 \frac{a_1^2}{\mu^2} w_1^3 + \kappa_1 w_1^2 \right). \]

Indeed, it is readily verified that in the unforced, nondissipative case \( \mathcal{E}_0 \) is conserved by the amplitude equations (3.3) and, more generally, the full energy equation (3.6) is replicated in the amplitude equations (3.3). Thus topographic forcing can supply energy to the solitary waves. We also note that the frictional term can cause energy growth if \( \mathcal{E}_0 < 0 \) (i.e., either or both of \( \kappa_1, \kappa_2 < 0 \)), and thus instability may occur even when absent in the frictionless case.

For the nondissipative case there exists a conserved Hamiltonian for the full system of coupled KdV equations (2.15). Indeed, they can then be written as a non-canonical Hamiltonian system,

\[ A_i' = -\partial_{\kappa_i} \left( \frac{\delta \mathcal{H}_i}{\delta A_i} \right) \quad \text{and} \quad A_2' = -\partial_{\kappa_2} \left( \frac{\delta \mathcal{H}_i}{\delta A_2} \right), \]

where \( \delta \) denotes the functional derivative and \( \mathcal{H} \) is the Hamiltonian density, which is found to be

\[ \mathcal{H}_i = \kappa_i \left( \frac{1}{2} \Delta A_i^2 - \mu A_i^4 + \frac{\lambda}{2} A_i^2 \right) + \kappa_i \left( \frac{1}{2} \Delta A_1^2 - A_1^4 + \frac{\lambda}{2} A_1^2 - DA_2 \right) - \kappa_2 A_1 A_2. \]

Due to the skew-symmetric operator \( \partial_{\kappa_i} \), the Hamiltonian \( H = \int_{-\infty}^{\infty} \mathcal{H} \, dx \) is conserved.

If we now insert our ansatz (3.1) for \( A_i \) and \( A_2 \) in the Hamiltonian \( H \) and calculate the leading-order term, we obtain the reduced Hamiltonian \( H_{\text{red}} \).
\[ H_{red} = \kappa_2 \left[ \frac{2}{3} \Delta \frac{a_1^2}{w_1} - \frac{4}{5} \mu \frac{a_1^4}{w_1} \right] + \kappa_1 \left[ \frac{2}{3} \Delta \frac{a_2^2}{w_2} - \frac{4}{5} \mu \frac{a_2^4}{w_2} \right] - \kappa_2 a_1 \int_{-\infty}^{\infty} \text{sech}^2(z) \text{sech}^2 \left( \frac{w_1 z}{w_1} - w_2 \Delta \Phi \right) dz \]

After some lengthy algebra we can verify that \( H_{red} \) is conserved under the flow defined by the reduced system (3.3) provided that the nonadiabatic contribution of the radiative tails to the first-order speed corrections is omitted. It is pertinent to mention that only the reduced system including the first-order speed corrections, but omitting the radiative tail terms, is Hamiltonian and integrable.

c. Steady-state solutions

From this point on, we shall set the topographic forcing term \( D = 0 \). The important case when \( D \neq 0 \) will be discussed in a sequel to this paper. Further, since there are then only trivial equilibrium solutions if \( E \neq 0 \), we confine attention here to the nondissipative case \( E = 0 \). In this case there is then a nontrivial steady-state solution \( a_1 = a_1^0, a_2 = a_2^0, \Phi_1 = \Phi_2 = ct \) with \( w_1 = w_2 = w^* \). Note that then \( \Delta \Phi = 0 \), and the asymptotic system (3.3) is satisfied if

\[
c = \Delta_1 - 2 \mu a_1^2 - \kappa_1 \frac{\mu}{\lambda} = \Delta_2 - 2 a_2^2 - \kappa_2 \frac{\lambda}{\mu}.
\]  

(3.9)

This is exactly the condition (2.23) found previously for the existence of an exact solitary wave solution of the full coupled KdV system (2.15). There may also be steady solutions of (3.3) with \( w_1 \neq w_2 \) but these cannot be exact solutions of the full coupled KdV system (2.15). These extraneous solutions can be analyzed using asymptotic methods or variational techniques (Gottwald 1998), but we shall not discuss them here any further.

We perform a linear stability analysis by linearization about this steady-state solution; that is, we write \( \Phi = \Phi_0 + \delta \Phi \), and \( a_1 = a_1^0 + \delta a_1 \). After some algebra we obtain

\[
\delta \Phi_2 = \left[ -2 + \left( \frac{2}{3} + \frac{\pi^2}{45} \right) \kappa_2 \frac{\lambda}{\mu} \frac{1}{a_2^*} \right] \delta a_2 - \left( \frac{2}{3} + \frac{\pi^2}{45} \right) \kappa_2 \frac{1}{a_2^*} \delta a_1 + \frac{8}{15} \kappa_2 \frac{\lambda}{\mu} a_2^* \delta \Phi.
\]

(3.10)

where the dot denotes the time derivative. We set \( \delta a_1, = \delta a_1^{(0)} \exp(\gamma t), \delta a_2 = \delta a_2^{(0)} \exp(\gamma t), \) etc., and obtain, omitting the superscripts, a system of linear equations:

\[
\begin{bmatrix}
0 & -\gamma & 0 & -\xi & \xi \\
0 & 0 & -\gamma & \rho & \rho \\
0 & \alpha & \beta & -\sigma & -\gamma & \sigma \\
0 & \epsilon & \eta & -\theta & -\gamma & \delta \Phi
\end{bmatrix}
\begin{bmatrix}
\delta a_1 \\
\delta a_2 \\
\delta \Phi_1 \\
\delta \Phi_2
\end{bmatrix} = 0.
\]

(3.11)

Two solutions are \( \gamma = 0, 0 \) and so the effective phase space is just two-dimensional. These trivial solutions \( \gamma = 0 \) correspond to the fact that, with \( D = E = 0 \), the nonlinear system can be reduced to three equations for \( a_1, a_2, \) and \( \Delta \Phi \), and also then possesses the energy integral (3.7). To analyze the remaining roots of (3.12) we discuss some further simplifications.

It is pertinent to mention that we will talk here about instability not in the nonlinear sense of baroclinic instability as derived in Eq. (2.19) but in the sense of the solitary wave being a saddle point, which does not imply indefinite growth of the amplitudes as can be seen from (3.3). The reason for this is that the derived asymptotic equations (3.3) contain, besides equations for the amplitudes, also equations for the phase, that is, the location of the solitary wave. In the nonlinear criterion for instability we have integrated over the spatial scale and thus cannot obtain this kind of instability. The impact of the phase and position of the solitary wave on the stability will now be discussed.

1) No first-order speed corrections, no radiation

In this simplest case we can easily see that of all the parameters in (3.12) only \( \alpha, \eta, \xi, \) and \( \rho \) are nonzero, so we obtain
\[ \gamma^2 = \eta \rho - \alpha \xi \]
\[ = \frac{64}{15} \rho \left( \frac{k_1^2 \lambda}{\mu} + \frac{k_1 \mu}{k_1^2 \lambda} \right) \]
\[ = \frac{16}{15} k_1 \mu \left( \frac{k_1^3}{\lambda} a_1^{g_2} + a_2^{g_2} \right). \quad (3.13) \]

Hence, the fixed point can either be a saddle point, that is, \( \gamma^2 > 0 \), or a stable center, that is, \( \gamma^2 < 0 \). In this situation, the system, although not Hamiltonian, is time reversible and energy conserving. Recalling that the sign of \( \lambda \) is equal to the sign of \( k_1 \lambda \), we find that the stability is entirely determined by the sign of \( k_1 \mu \). In particular, the solitary wave is stable if \( k_1 \mu < 0 \) and unstable otherwise.

The physical significance of the sign of \( k_1 \mu \) can be understood as follows. Let us assume, without loss of generality, an equilibrium state with \( a_1^{g_2} > 0 \) (i.e., \( \lambda / \mu > 0 \)). If the solitary wave of the upper layer is displaced to the right, there will be a consequent change in amplitude and speed due to the forcing term \( k_1 A_2 \), associated with the lower-layer solitary wave. Since

\[ A_{2*} = -2a_1 \omega \sec^2 \left[ w(x - ct) \right] \tan \left[ w(x - ct) \right] \]

the sign of this forcing term is \( -\text{sgn}(k_1) \) at the crest of the upper-layer solitary wave if displaced to the right and, hence, induces an amplitude change \( \delta a_1 \), whose sign is that of \( -\text{sgn}(k_1) \) and whose consequent speed change \( \delta c \) has the opposite sign, namely, \( \text{sgn}(k_1 \mu) \), as can be easily seen from Eq. (3.9). But, in order for the equilibrium to be stable, the speed change \( \delta c \) should be negative so that the solitary wave can be restored to its equilibrium position. Thus stability requires \( k_1 \mu < 0 \). The same conclusion follows for a displacement to the left.

Note here that the Charney–Stern condition [(2.19)] for stability of the background state is not sufficient to ensure linear stability of this solitary-wave steady state. The reason for this is, as discussed above, that the criterion \( k_1 \mu < 0 \) is needed to ensure that the upper- and lower-layer solitary waves remain locked together and do not separate when subjected to small perturbations. We also note that the explosive instability found in the context of a Boussinesq equation by Helfrich and Pedlosky (1993) is already saturated in the coupled KdV system, which is equivalent to the Boussinesq equation in the limiting case of marginal stability as shown by Mitsudera (1994). In Helfrich and Pedlosky (1995) the authors show that the instability gets saturated in the full quasigeostrophic system.

2) First-order speed correction, but no radiation

If we include the first-order speed correction, we get two additional nonzero parameters, namely, \( \epsilon \) and \( \beta \), so that then

\[ \gamma^2 = (\eta - \beta) \rho - (\alpha - \epsilon) \xi \]
\[ = \frac{16}{15} k_1 \mu \left( \frac{k_2}{k_1 \lambda} a_1^{g_2} + a_2^{g_2} \right) \]
\[ - \frac{16}{15} \left( \frac{2}{3} + \frac{\pi^2}{45} \right) \rho \left( \frac{k_1}{\lambda} \right)^2 \left( \frac{\lambda}{\mu} \right)^2 k_1 \mu. \quad (3.14) \]

Since the second term is always negative, the contribution from the second-order speed correction is stabilizing. Equation (3.14) shows that this is enhanced, as discussed above, in the case of small amplitudes.

3) Radiation

In this general situation we obtain

\[ \gamma = \frac{-\sigma - \theta}{2} \pm \sqrt{\left( \frac{-\sigma - \theta}{2} \right)^2 + \gamma^2_{\text{nonrad}}}, \quad (3.15) \]

where \( \gamma_{\text{nonrad}} \) is determined either by (3.13) or by (3.14), depending on whether we exclude or include the first-order speed correction. Thus, since

\[ \sigma - \theta = -\frac{8}{15} \rho A_2 \mu \left( \frac{1}{\lambda} + \frac{k_1 \lambda}{k_1 \mu^2} \right), \quad (3.16) \]

that is, \( \text{sgn}(-\sigma - \theta) = -\text{sgn}(k_1 \mu) \), a stable center \( (k_1 \mu < 0) \) is converted by radiation into a stable focus and a saddle point \( (k_1 \mu > 0) \) remains a saddle point but with enhanced growth rates.

4) Effect of friction

If we make the convenient assumption that the friction term is somehow balanced at the leading order, that is, we assume the existence of a nontrivial steady-state solution even in the presence of friction, the linearized system becomes

\[ \delta a_1 = \frac{8}{15} k_1 a_1^{g_2} \delta \varphi \]
\[ \delta a_2 = -\frac{8}{15} k_1 a_2^{g_2} \delta \varphi + \frac{4}{3} E \delta a_2 \]
\[ \delta \varphi = -2 \delta a_1 + 2 \mu \delta a_1, \quad (3.17) \]

where we have ignored the radiation and the first-order speed-correction terms. The equation for the growth rate \( \gamma \) is now

\[ \gamma^3 + \frac{4}{3} E \gamma^2 - \frac{16}{15} k_1 \mu \left( a_1^{g_2} + \frac{k_2}{k_1 \lambda} a_2^{g_2} \right) \gamma \]
\[ - \frac{64}{45} k_1 \mu a_1^{g_2} E = 0. \quad (3.18) \]

Hence, for small friction a stable center is converted into a stable focus and a saddle point gains a third stable
manifold. However, this does not reflect the possible destabilizing effect of friction in a background environment where \( \kappa_1 \kappa_2 < 0 \).

One can examine the solutions of (3.3) in general, looking in particular at the behavior of the amplitudes \( a_{1,2} \) as \( t \to \pm \infty \) on the orbits emanating from the saddle points. It is clear from (3.3) that if \( \Delta \Phi \to \pm \infty \) in this limit, then the amplitudes \( a_{1,2} \) approach well-defined stationary values, say, \( \tilde{a}_{1,2} \). If the first-order speed-correction terms are included in the system (3.3) but the radiative terms are omitted so that the system conserves the Hamiltonian \( H_{\text{red}} \) of (3.8), then the system is integrable as it is third order (i.e., has only three effective variables \( a_1, a_2, \) and \( \Delta \Phi \)) and possesses two invariants, namely, \( \mathcal{E}_0 \) of (3.7) and \( H_{\text{red}} \) of (3.8). In this case the asymptotic values \( \tilde{a}_{1,2} \) can, in principle, be determined explicitly in terms of \( \tilde{a}_{1,2} \). This is achieved by equating the invariants \( \mathcal{E}_0 \) and \( H_{\text{red}} \) as \( \Delta \Phi \to \pm \infty \) with the corresponding values at \( \Delta \Phi = 0 \). However, these algebraic relations are still quite complicated and can be evaluated only numerically. To achieve further detailed understanding one can consider the system (3.3) when further simplified by the omission of the first-order speed-correction terms altogether. But in this limit, the system is no longer Hamiltonian, and one must now resort to approximate methods to obtain expressions for \( \tilde{a}_{1,2} \) (Gottwald 1998).

4. Numerical simulations of the coupled KdV system

In this section we will examine the dynamics of the system of the full coupled KdV equations (2.15) numerically, where here the topographic forcing term \( D = 0 \). Also, unless otherwise specified, the frictional term \( E = 0 \). To integrate this system a semi-implicit pseudospectral code is used, in which the linear terms are treated using a Crank–Nicholson scheme and the nonlinear terms using an explicit leapfrog scheme. Periodic boundary conditions are imposed in the \( x \) direction. To avoid self-interaction of the fields due to radiation tunneling through the periodic boundaries we introduce an artificial viscosity acting only near the boundaries.

In the following, we will simulate the behavior of the coupled KdV system with different parameter values and investigate the stability properties of the background and of possible coherent structures, that is, the steady-state solutions. First, however, we consider some typical mean flow structures [i.e., \( U_{1,2}(y) \)] that produce various parameter combinations. We recall that (2.14) determines the parameters while (2.17) and (3.13) determine the stability properties of the background and solitary-wave solution, respectively. To get an idea of typical mean flow structures resembling these parameter sets we have depicted some simple cases in Fig. 3. Note that Fig. 3c in particular is a mean flow configuration, which may be associated with blocking situations. It is pertinent to note that changing the sign of \( c_1 \) or \( c_2 \) changes the signs of \( \kappa_1, \mu_1, \) and \( \lambda_1 \), and thus changes the stability property of the corresponding steady-state solution, and of the background. If we wish to change the stability properties of the solitary wave without changing the background for a given mean flow configuration, we can simply switch the sign of \( c_1 \) by changing the sign of \( y \) in one layer without changing the signs of the other parameters [see (2.14)].

Although Eqs. (2.17) and (3.13) suggest the existence of an unstable solitary wave on an unstable background, it is important to mention that this scenario is not compatible with the underlying quasigeostrophic system, as readily seen from (2.25) and the implications of (2.14). This section is organized to illustrate the several different scenarios of the rich dynamics of the coupled KdV system (2.15). First, we investigate the propagation of an upper-layer solitary-wave disturbance over a lower-layer background that is initially undisturbed. Second, we investigate the steady-state solutions found by the asymptotic theory. Third, we discuss solitary-wave interactions. As we will see the essential mechanism in each case is the interplay between the layers through the coupling terms, and the velocities of the solitary waves.

a. Basic solitary wave dynamics

The impact of an upper-layer solitary-wave disturbance on an undisturbed lower layer in a stable environment is to give birth to a secondary wave. Thus we suppose at \( t = 0 \), \( A_2 = 0 \) but \( A_1 \) has the typical KdV solitary-wave structure, that is, for instance, \( A_1 = a_1 \).
sech^2(\omega_1 x), with \omega_1 = 2 \lambda/\mu \omega_1^2. Then at t > 0 it follows from (2.15) that \omega_2 = \kappa_2 \omega_1 t, which is the structure of the secondary wave at the time of creation. As shown in Fig. 4, initially this secondary wave has a dipole structure. Note that for \kappa_2 < 0 we would obtain the mirror image of Fig. 4. The further evolution of this dipole depends strongly on the difference between the phase velocity of the upper layer \nu_1 = \Delta_1 - 2 \mu \omega_1^2 and the phase velocity of the lower layer \nu_2 = \Delta_2. If this difference is sufficiently high, the depression (or the elevation, depending on the direction of propagation of the upper-layer solitary wave) separates from the elevation (depression), escaping quickly enough to avoid interacting with the solitary wave, whereas the elevation (depression) will be captured by the upper-layer solitary wave and follow its motion. The escaping small-amplitude secondary wave being embedded in a stable background environment does not itself affect the dynamics of the upper-layer solitary wave and may decay after some time due to radiation (see Fig. 5). If, on the other hand, the difference of the phase velocities is small, the depression (elevation) cannot escape, and interacts with the solitary wave, generically leading to the formation of a locked state consisting of a generated secondary elevation (depression) in the upper layer and a depression (elevation) in the lower layer broadened by radiation. These locked states appear to be solitary-wave steady-state solutions that do not satisfy \omega_1 = \omega_2, as mentioned in section 3c. As in the previous case the elevation (depression) follows the motion of the upper-layer solitary wave, as can be seen in Fig. 6.

The slaved state of the secondary wave in the lower layer can be described by \omega_1 = \Delta_1 - 2 \mu \omega_1^2 \omega_1 t and \omega_2 = \Delta_2(x - \nu_2 t), where \nu_1 = \Delta_1 - 2 \mu \omega_1^2, \omega_1 being the amplitude of \omega_1. If we neglect the nonlinear and the dispersive terms, the equation for the lower layer can be integrated to obtain an estimate for the ratio of the amplitudes. We find

\[ A_2 = \frac{\kappa_2}{\Delta_2 - \Delta_1 + 2 \mu \omega_1^2} A_1, \]  

(4.1)

For the parameter values of Fig. 5 we calculate a ratio of 1:19 for the amplitudes, which fits with the numerically observed value up to an accuracy of 1.7%. We note that, although (4.1) implies \omega_1 = \omega_2, we expect that nonlinear and dispersive effects will lead to solutions with \omega_1 \neq \omega_2, as mentioned in section 3c.

The effect of friction is to dampen the dynamics. This causes the initially generated dipole to stay attached to the upper-layer disturbance. The dynamics of the lower layer is suppressed and therefore at each time only the forcing of the upper-layer solitary wave determines the dynamics of the lower layer leading to a slaved lower-layer dipole, which decreases in amplitude due to friction.

In the case of an unstable background environment the dynamics becomes more complex as can be seen in Fig. 7. The dominant dynamics can be filtered out if we look at the frictional case. The upper-layer disturbance grows due to the instability and emits a wave train moving upshear, which starts to grow baroclinically itself and, hence, interacts also significantly with the lower layer. It also generates a dispersive secondary wave train downshear in the lower layer by the mechanism discussed above. The higher the friction, the more the sec-
ondary wave stays phase locked to the upper-layer motion, and the less it disperses radiatively generated secondary wave trains. It is pertinent to mention that, although friction smooths out the fields, it also may trigger instability on its own and thus gives rise to an increase of the upper-layer amplitudes and, hence, also of the lower-layer amplitudes [see (4.1) for instance]. This frictional instability has its origin in the possibility of negative energy and was discussed earlier in section 3b in our linear stability analysis.

b. Steady-state solutions

In a second set of simulations we will now investigate the properties of steady-state solutions, namely, the predictions of the asymptotic theory concerning the stability properties, which could be interpreted within that theory as saddle points or centers. The numerical simulation of the mean flow configuration, Fig. 3b, with the particular parameter values $\Delta_1 = -0.1$, $\Delta_2 = 0.1$, $\mu = -1.0$, $\lambda = 1.0$, $\kappa_1 = 0.3$, $\kappa_2 = 0.1$ and with the equilibrium solitary-wave amplitudes $a_1 = -0.6$ and $a_2 = 0.6$ (slightly disturbed), reveals the oscillatory nature of the center and reproduces the theoretical period $T = 16.03$ calculated using (3.13) with an accuracy of $0.5\%$. (The plots, not shown here, are qualitatively, similar to those of Fig. 15). If friction is added, the lower-layer solitary wave gets damped and the lower-layer dynamics is after some time completely determined by the forcing of the slowly decreasing upper-layer solitary wave and stays phase locked to it.

In an environment with $\kappa_1, \kappa_2 < 0$, one can still obtain baroclinically stable solutions with appropriately chosen $\Delta_{1,2}$ according to (2.18) and again verify the predictions of the asymptotic theory. But in the frictional situation we may again observe frictional instability. The baroclinic instability induced by friction can be understood if we recall that a change in amplitude may put the solitary waves out of the stable band, as discussed in section 2d.

To study the dynamics of a saddle point we choose parameters referring to Fig. 3a or 3c, with $\kappa_1, \kappa_2 > 0$. The existence of an unstable manifold amplifies numerical errors and, hence, the steady-state solution breaks up and the amplitudes approach the saturation value as $t \to \infty$ according to (3.3). The two perturbed waves interact in such a way, that they arrange to form a configuration revealing the upshear tilt with height, as shown in Fig. 8. In the frictional case the fields behave as discussed previously in the first set of numerical experiments for a stable environment; that is, they tend to form a phase-locked state with a forced dipole in the lower layer. It is important to emphasize that friction has the tendency to destroy the formation of an upsheartilt-with-height configuration. This is apparent for this parameter values since $\kappa_2 > 0$ forces the field in the lower layer to look like the dipole depicted in Fig. 4.

c. Solitary wave interaction

In the next and last set of numerical simulations we look at solitary-wave interactions. We study the behav-
ior of centers and saddle points in a stable environment. The possible scenarios for a saddle point can be studied in the $da_1-d\Delta \Phi$ plane of Fig. 9, which is qualitatively obtained from Eqs. (3.3) and (3.11). Here $da_1$ and $d\Delta \Phi$ represent the deviations from the steady-state values. There are three distinct scenarios depending on the initial conditions, namely, the regime of passage (case 1), the regime of quasi-locked states (case 2), and the regime of repulsion (case 3). Note that in the vicinity of the stable–unstable manifolds the system might switch from the locked regime to the repulsion, or vice versa due to slight perturbations. That means that the system under consideration allows the possibility of multiple states as discussed in Charney and DeVore (1979) even without topographical forcing but only through wave–wave interaction. In Figs. 10–12 numerical simulations corresponding to all three scenarios are shown.

The dynamics of the different regimes can be understood by means of the mutual generation of secondary waves. If the solitary waves run toward each other, each solitary wave will meet the secondary wave generated by the other layer and, hence, will increase (decrease) in amplitude. The manner and degree in which this increase (decrease) of the amplitudes affects the difference of the phase velocities $v_1 = \Delta_1 - 2\mu a_1$ and $v_2 = \Delta_2 - 2a_2$ determine the regime. If the impact is only marginal, the waves will propagate nearly undisturbed and maintain their direction of propagation. This corresponds to the passage regime as shown in Fig. 10. The interaction causes only emission of radiation in the direction of motion of each wave and generates a small wave extracted out of the main wave by the other wave. If the increase in amplitude is so large that $v_1$ and $v_2$ change their signs, we observe repulsion as in Fig. 11. If the interaction brings both velocities close to zero but does not alter the sign, we are faced with a quasi-locked state as in Fig. 12. In the context of blocking we would refer to this quasi-locked case 2 as a transient blocking system. According to the basic dynamics of the coupling as discussed earlier it is readily seen that the only parameter combination that allows the amplitudes of both layers to grow during interaction and hence support a sufficiently strong blocking system is $\text{sgn}(\lambda) = \text{sgn}(\mu) = \text{sgn}(\kappa_i) = -1$ and $\text{sgn}(\kappa_2) = +1$.

Let us now examine the impact of friction. In general, friction suppresses the generation of a secondary wave in the upper layer [see (4.1)] and of the small waves mentioned above and thus inhibits direct influence of the lower layer on the upper layer. In the passage regime and the repulsion regime the lower-layer wave decays and the dynamics of the lower layer is again, for sufficiently high friction, determined by the forcing of the upper layer. The frictional unstable situation, $\kappa_1 \kappa_2 < 0$,
provides, as discussed above, the energy to increase the amplitudes. More drastically, the frictional instability can be observed in the locked state, where the two waves interact strongly. In Fig. 13 we show a numerical simulation at the same parameter values as in Fig. 12 but with $E = 0.1$. At smaller values of the friction an intermediate state is observed, where the wave splits into two parts: one is the slowly decaying original solitary wave keeping the direction of motion, the other is slaved by the upper layer. Thus, friction shuffles the energy from the original solitary wave into the slaved secondary wave. In the following evolution of these two solitary waves baroclinic instability is triggered. Thus, friction may provide a mechanism for the decay of a blocking system via triggering baroclinic instability.

To study the dynamics of two interacting stable centers we look at a corresponding generic phase portrait shown in Fig. 14. We find two regimes, namely, the regime of trapping inside the separatrix (case 1) and the regime of trapping inside the separatrix (case 1) and the
Fig. 15. Trapped regime for a stable center with $\Delta_1 = -1.7$, $\Delta_2 = 1.8$, $\mu = \lambda = -1$, $\kappa_1 = 0.3$, and $\kappa_2 = -0.2$, where the amplitudes of the solitary waves are $a_1 = 0.95$ and $a_2 = 0.9$.

Fig. 16. Passage regime for a stable center for the same parameter values as in Fig. 15, where the solitary waves with $a_1 = a_2 = 1$ are dislocated initially by 10 spatial units.

Fig. 17. Interacting stable centers with the parameter values $\Delta_1 = 2.25$, $\Delta_2 = -2.25$, $\mu = -1$, $\lambda = -1$, $\kappa_1 = 0.2$, $\kappa_2 = -0.3$, and $a_1 = a_2 = 1$. 

Regime of passage outside the separatrix (case 2). It turns out that the trapping regimes are hard to realize and are very sensitive to small disturbances revealing the local character of the asymptotic theory. Dislocations seem to destroy the regime more effectively than perturbations in the amplitudes. This is due to the strong interaction in the case of dislocations leading to secondary elevations and, hence, destroying the asymptotic regime. We will examine stable centers moving in a mean flow configuration such as Fig. 3a or 3c with a reversed upper-layer flow. Figure 15 shows mutually trapped solitary waves. The period of the oscillations in the amplitudes agrees with (3.13). This picture is obtained by a slight perturbation of the amplitudes. If we dislocate the initial solitary waves we force the solitons to change into the passage regime (see Fig. 16). The frictional case for these parameter values was already discussed above in the context of steady-state solutions revealing the fictional instability for $\kappa_1, \kappa_2 < 0$. Again we observe the impact of friction as discussed above, such as slaving, suppression of direct interactions as the generation of secondary elevations, and frictional instability. Also, for stable centers, friction may provide a mechanism for the decay of coherent structures through baroclinic instability.

Strong interaction leading to the emission of dispersive wave trains can destroy the simple structure of the phase plane (Fig. 14). An example for such an interaction is shown in Fig. 17, where the initial waves are depressions. Although a direct theoretical explanation
using a phase plane is no longer possible, we try to explain this explosive scenario on a phenomenological base. Without loss of generality we restrict ourselves to the upper layer, recognizing the lower layer to be the mirror image of the upper layer. The elevations generated immediately by the lower layer tend to travel to the right since $\Delta_1$ is bigger than zero. But the depression wave broadens into a background with negative amplitude, on which a solitary wave train then evolves. If we look at the equation for one of these solitary waves with amplitude $a_i$ traveling on a negative background $d$ provided by the broadened center

$$a_{1T} + (\Delta_1 - 6\mu d)a_{1xx} - 6\mu a_{1x} - \lambda a_{1xxx} - \kappa A_{1xx} = 0,$$

we readily conclude, that the impact of this background is to change the velocity. This explains the initial “wrong” direction of propagation for the elevations. The broader the depression becomes, that is, the smaller $d$ gets, the less its influence becomes, and at later stages the elevations move according to the sign of $\Delta_1$. The impact of friction on this process is to suppress the wave–wave interaction within each layer, and the generation of secondary wave trains by the other layer on the upshear side.

5. Discussion and summary

Our purpose has been to present a theoretical basis for the formation and evolution of blocking systems in the atmosphere (or ocean). We have developed a weakly nonlinear long-wave theory describing the interaction of two long waves, as a reduction from a two-layer quasigeostrophic system. The dynamics of these waves was found to be described by a pair of coupled KdV equations. We believe that the solitary waves described here may be regarded as prototypes for coherent structures that can be observed in the atmosphere or ocean.

Investigating the validity and relevance of these solitary waves for the description of blocking systems and coherent structures has to be twofold. First, it has to be shown that the Korteweg–de Vries system (2.15) derived here is indeed a valid weakly nonlinear, long-wave approximation of the full quasigeostrophic two-layer system (2.1). We do so by numerically integrating the system (2.1) with the initial conditions being solutions of the coupled KdV equations (2.15), and testing how these solutions survive in the full quasigeostrophic system. Second, we have to examine whether the dynamics and predictions of the asymptotic theory are consistent with observations of real blocking events.

Here we give a preliminary account of some numerical simulations of the system (2.1). We used a finite-difference scheme, developed by Holland (1978). Here the problem is split into two parts; first we solve the Poisson equations for the barotropic mode $\Phi = \partial_t (F_1 \psi_1 + F_i \psi_i)$ and the baroclinic mode $\Psi = \partial_t (\psi_1 - \psi_i)$ where the inhomogeneous terms coming from the Jacobians are evaluated using the Arakawa scheme (Arakawa 1966). Then, in a second step, a second-order leapfrog scheme is used to determine the fields $\psi_i$ where we take care of the time splitting by performing a forward time step after 75 time steps. Special attention has to be taken for the boundary conditions. On the walls of the channel we have $\partial \psi_i / \partial x = 0$. As discussed in Helfrich and Pedlosky (1995) this condition is empty for $x$-independent parts of $\psi_i$. With physical reasoning the condition can be modified to $\psi_i = 0$ at the channel walls for a localized pulse since we do not expect the perturbation field to be present in the far field. For periodic boundary conditions integrating (2.1) using the circulation theorem yields

$$\int \Psi \, dx \, dy = 0,$$

which is equivalent to imposing $\partial \psi_i / \partial t \right|_{\partial x} = 0$ on the channel walls where the overbar denotes an $x$ average. In the case of localized pulses we also implemented open boundaries using radiation conditions to avoid accumulation of Rossby waves at the eastern boundaries. We used an explicit Orlanski method (see, for instance, Han et al. 1983; Tang and Grimshaw 1996). Nevertheless, for some simulations it seemed to be more accurate to calculate the wave speeds exactly using the speeds of the fastest barotropic and baroclinic mode, rather than numerically using the Orlanski method.

For the mean flow, a profile of the form $U_\tau = U_{1\tau}(y - l)^2 \sin[\pi L(y - y_{\max})]$ has been widely used where $L$ is the channel width and $U_\tau, l$ are free parameters. The basic dynamics described in section 4a are beautifully reproduced in the numerical simulations of the full quasigeostrophic two-layer system, such as the formation of a dipole according to $A_i \approx \kappa_i A_1 \tau$. Moreover, the simulations can reproduce the results of our asymptotic perturbation theory. As an example we show in Fig. 18 a case where the first-order speed corrections stabilize according to (3.14) although $\kappa_i \mu > 0$. For the
from the premature block to a developed block can also be estimated using asymptotic theory (Gottwald 1998) and is also in good agreement with observations. The timescale of a quasi-locked blocking event can be estimated using Fig. 19 if we assume a typical horizontal length-scale 1000 km, a typical velocity of the mean flow 10 m s$^{-1}$, set the governing small parameter of the long-wave theory $\delta = 0.5$, and let $|A_j|$ be of $O(1)$. We obtain lifetimes for the quasi-locked blocking systems greater than 10 days. The reason for the overestimation of blocking times might be that in a long-wave approximation small-scale effects that tend to weaken the system are filtered out.

For the decay of blocking systems, friction was identified as a possible mechanism for triggering baroclinic instability in both the quasi-locked states and in the stable steady-state solutions. Furthermore, inhomogeneities in the mean flow provide another mechanism in our model to trigger baroclinic instability as discussed in section 2d. The destruction of mature blocking systems through baroclinic instability has been found in observations and has been discussed by Dole (1986) and Lupo and Smith (1995).

To summarize, we see that our weakly nonlinear, long-wave analysis of the quasigeostrophic two-layer model, and the derived coupled Korteweg–de Vries equations are highly suggestive of blocking systems. In a sequel to this paper we will report further on the case when topographic forcing is present, using asymptotic methods analogous to those used here, and also on solitary-wave interactions using numerical simulations of the full quasigeostrophic two-layer system.
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APPENDIX A

Linear Stability for $E \neq 0$

To investigate the linear stability in the dissipative case we will consider the long-wave limit ($k \to 0$) and examine the Riemann surface in the $R(n) \pm i \Im(n)$-plane; the $R(n) \pm i \Im(n)$ branches are shown in Fig. A1. Note that the $\Im(n) = 0$ branch cut is redundant since it implies $E = 0$. If we define the upper Riemann surface by $R(n) \neq 0$, there are typically two cases in the behavior of $n$ as $D_2$ varies, as shown in Fig. A1. Without loss of generality we put $R(n) = 0$ as $D_2 \to \infty$, then, in case 1, $n$ remains on the upper Riemann surface, whereas in case 2 and case 3 it passes onto the lower Riemann surface $R(n)$, since $\Re(n)$ is negative $(\text{positive})$ as $(D_2 \to \infty$ $(2\infty$). Thus, in case 1 an exchange of the modes $c_l, c_u$ occurs in the vicinity of $\Re(n) = 0$, while there is no such exchange in cases 2 and 3. Note that $\Re(n) = 0$ refers to the equality of the phase speeds of the decoupled system. The growth rate becomes in the vicinity of $\Re(n) = 0$ for $\kappa_1 \kappa_2 > 0$,

$$\Im(c) = -\frac{1}{2k} E$$

$$= -\frac{1}{2k} E \pm \frac{1}{2k} \sqrt{E^2 - 4\kappa_1 \kappa_2}$$

and for $\kappa_1 \kappa_2 < 0$,

$$\Im(c) = -\frac{1}{2k} E \pm \frac{1}{2k} \sqrt{E^2 - 4\kappa_1 \kappa_2}$$

Thus, for $\kappa_1 \kappa_2 > 0$, $\Im(c)$ is always negative in both cases; but for $\kappa_1 \kappa_2 < 0$ there is always an exponentially amplifying part. Typical situations are depicted in Fig. A2 and Fig. A3.

APPENDIX B

Detailed Asymptotic Analysis

We recall the system of coupled KdV equations (2.15):

$$A_{1x} + \Delta_1 A_{1x} - 6\mu A_1 A_{1x} - \lambda A_{1xx} - \epsilon \kappa_1 A_{2x} = 0,$$

$$A_{2x} + \Delta_2 A_{2x} - 6\lambda A_2 A_{2x} - A_{2xx}$$

$$+ \epsilon (-\kappa_2 A_{1x} - D_x + E A_2) = 0,$$  

where, for convenience, we have introduced a small parameter $\epsilon \ll 1$ and have assumed that $\kappa_1, \kappa_2, E,$ and $D$ are $O(\epsilon)$. We also introduce the slow timescale $T = \epsilon t$, on which the amplitudes and phases are assumed to
evolve. Later on, we will restore the original parameters back into the final system of ordinary differential equations.

For our asymptotic analysis we seek an asymptotic expansion of the form

\[ A_i = u_0 + \epsilon u_1 + \epsilon^2 u_2 + \cdots \]
\[ A_2 = v_0 + \epsilon v_1 + \epsilon^2 v_2 + \cdots \]
\[ u_0 = a_1(T) \text{ sech}^2\{w_1(T)[x - \Phi_1(T)]\} \]
\[ v_0 = a_2(T) \text{ sech}^2\{w_2(T)[x - \Phi_2(T)]\} \]
\[ \Phi_i = \frac{1}{\epsilon} \int_{0}^{T} c_i(T') \, dT' \quad i = 1, 2 \]
\[ c_i = c_i^{(0)} + \epsilon c_i^{(1)} + \cdots \quad i = 1, 2. \]  
(B2)

Substitution of these expansions into the Eq. (B1) yields, at the leading order,

\[ (\Delta_1 - c_i^{(0)}) u_{0x} - 6 \mu u_0 u_{0x} - \lambda u_{0xx} = 0 \]
\[ (\Delta_2 - c_i^{(0)}) v_{0x} - 6 \nu v_0 v_{0x} - v_{0xx} = 0, \]  
(B3)

which is solved by our ansatz (B2) for \( u_0 \) and \( v_0 \), provided that

\[ a_1 = \frac{2 \lambda}{\mu} w_2^2, \quad a_2 = 2 w_2^2 \]
\[ c_1^{(0)} = \Delta_1 - 2 \mu a_1, \quad c_2^{(0)} = \Delta_2 - 2 a_2. \]  
(B4)

Of course, these are just the well-known solitary-wave solutions of the KdV equations obtained by setting \( \epsilon = 0 \) in (B1).

We introduce the following two linear operators:

\[ \frac{da_i}{dt} = -2 \kappa a_i w_i \int_{-\infty}^{\infty} \text{sech}^2(\theta_i) \, \text{sech}\left(\frac{w_2^2}{w_1} \theta_i - w_2 \Delta \Phi\right) \tan\left(\frac{w_2}{w_1} \theta_i - w_2 \Delta \Phi\right) d\theta_i, \]  
(B10)

\[ \Delta \Phi = \Phi_2 - \Phi_1. \]  

In the lower layer we get at the order, \( O(\epsilon) \), the following linear equation for \( v_1 \):

\[ (\Delta_2 - c_i^{(0)}) v_{1x} - 6 \partial_x (v_0 u_1) - v_{1xx} = c_1^{(1)} u_{0x} + \kappa u_{0x} - E v_0 + D_x. \]  
(B11)

Using the same arguments as described above for the upper layer, we obtain the following solvability condition:

\[ \int_{-\infty}^{\infty} (c_1^{(1)} u_{0x} - v_{0x} - v_0 + D_x v_0) d\theta_1 = 0. \]  
(B12)

which yields the evolution equation for the solitary-wave amplitude \( a_2 \),

\[ \frac{da_2}{dT} = -2 \kappa a_2 w_1 \int_{-\infty}^{\infty} \text{sech}^2(\theta_2) \, \text{sech}\left(\frac{w_1}{w_2} \theta_2 + w_1 \Delta \Phi\right) \tan\left(\frac{w_1}{w_2} \theta_2 + w_1 \Delta \Phi\right) d\theta_2 - \frac{4}{3} E a_2 \]
\[ + w_2 \int_{-\infty}^{\infty} \text{sech}^2(\theta_2) D_{\theta_2} \left(\frac{\theta_2}{w_2} + \Phi_2\right) d\theta_2. \]  
(B13)
The amplitude equations (B10) and (B13) contain the leading-order energy balance, as can be seen by inserting $u_0$ and $v_0$ into the full system (B1), multiplying the first equation by $u_0$ and second one by $v_0$, and integrating over the whole spatial domain.

At this order the first-order speed corrections $c^{(i)}$ remain undetermined and the phase equation is just

$$\frac{d\Delta \Phi}{dt} = \Delta_2 - \Delta_1 - 2\alpha_2 + 2\mu a_1.$$  (B14)

To determine $c^{(i)}$ it is first necessary to obtain $u_1$ and $v_1$, and then apply a solvability condition to the linear equations for $u_2$ and $v_2$ analogous to (B7) and (B11), respectively. We shall not give details as the procedure is analogous to that described by Grimshaw and Mitsudera (1993) (see also Grimshaw et al. 1995). However, it is pertinent to note first that the solutions for $u_1$ and $v_1$ contain terms $5u_1(6\lambda)$ and $5v_1(6\lambda)$, respectively, indicative of radiative tails. Indeed it is readily shown from (B7) that

$$\alpha_1 \lambda w_2 - \Delta_1 \tan \lambda + \Delta_2 \tan \lambda = 0,$$  (B15)

and analogously from (B11),

$$\alpha_2 \lambda w_2 - \Delta_1 \tan \lambda + \Delta_2 \tan \lambda = 0.$$  (B16)

Because the radiative tails are essentially linear waves, they propagate ahead of (behind) the solitary wave for the $u$ component according as $\lambda > 0 (<0)$, and ahead of the solitary wave for the $v$ component, which can be easily seen by moving into a frame of reference in which the solitary wave is stationary. Thus we set $U^2 = 0$ according to $\lambda > 0 (<0)$ and $V^- = 0$. The full expression for $c^{(i)}$ is quite complicated and described by a further pair of differential equations. Here, however, we shall follow standard practice and use approximate expressions for valid on the intermediate timescale $T \ll 1$ or $t \ll e^{-1}$. Thus,

$$c^{(i)} = \mu(U^+ - U^-) + \frac{1}{2a_1 w_1} \int_{-\infty}^{\infty} [\tanh(\theta_1) \sec^2(\theta_1)] \kappa_i \nu_\infty \, d\theta_1,$$  (B17)

and

$$c^{(i)} = (V^+ + V^-) + \frac{1}{2a_2 w_2} \int_{-\infty}^{\infty} [\tanh(\theta_2) \sec^2(\theta_2)] \kappa_i u_\infty - D_2 \, d\theta_2.$$  (B18)

Let us next summarize the results for the asymptotic equations for the amplitudes and the phases [(B10), (B13), (B14), (B17), and (B18)] while restoring the original version of the parameters $\kappa_1$, $\kappa_2$, and $F$. Thus we obtain the set of ordinary differential equations:

$$\frac{d\alpha_1}{dt} = -2\kappa_2 a_2 w_1 \int_{-\infty}^{\infty} \sec^2(\psi) \sec^2 \left( \frac{w_2^2}{w_1^2} \psi - w_2 \Delta \Phi \right) \tanh \left( \frac{w_2^2}{w_1^2} \psi - w_2 \Delta \Phi \right) \, d\psi,$$

$$\frac{d\alpha_2}{dt} = -2\kappa_2 a_1 w_1 \int_{-\infty}^{\infty} \sec^2(\psi) \sec^2 \left( \frac{w_1^2}{w_2^2} \psi + w_1 \Delta \Phi \right) \tanh \left( \frac{w_1^2}{w_2^2} \psi + w_1 \Delta \Phi \right) \, d\psi - \frac{4}{3} E a_2$$

$$+ w_2 \int_{-\infty}^{\infty} \sec^2(\psi) D_2 \psi \, d\psi,$$

$$\frac{d\Phi_1}{dt} = \Delta_1 - 2\mu a_1 - \kappa_1 \frac{w_2^2}{w_1} \int_{-\infty}^{\infty} [\tanh(\psi) + \psi \sec^2(\psi) - \text{sgn}(\lambda) \tan \lambda \sec^2(\psi)] \sec^2 \left( \frac{w_2^2}{w_1^2} \psi - w_2 \Delta \Phi \right)$$

$$\times \tanh \left( \frac{w_2^2}{w_1^2} \psi - w_2 \Delta \Phi \right) \, d\psi,$$
\[
\begin{align*}
\frac{d\omega}{dt} &= \Delta_2 - 2\omega_2 - \frac{\kappa}{\mu} \int_{-\infty}^{\infty} \left[ \tanh(\psi) + \psi \sech^2(\psi) - \tanh^2(\psi) \right] \sech^2 \left( \frac{w_1}{w_2} \psi + w_1 \Delta \Phi \right) \\
&\quad \times \tanh \left( \frac{w_1}{w_2} \psi + w_1 \Delta \Phi \right) d\psi \\
&\quad + \frac{1}{2\omega_2} \int_{-\infty}^{\infty} \left[ \tanh(w_2 \psi) + w_2 \psi \sech^2(w_2 \psi) - \tanh^2(w_2 \psi) \right] D_\psi(\psi + \Phi_2) d\psi - \frac{E}{3w_2}.
\end{align*}
\] (B19)
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