The Relative Importance of Updraft and Cold Pool Characteristics in Supercell Tornadogenesis Using Highly Idealized Simulations
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ABSTRACT: In the recent literature, the conception has emerged that supercell tornado potential may mostly depend on the strength of the low-level updraft, with more than sufficient subtornadic vertical vorticity being assumed to be present in the outflow. In this study, we use highly idealized simulations with heat sinks and sources to conduct controlled experiments, changing the cold pool or low-level updraft character independently. Multiple, time-dependent heat sinks are employed to produce a realistic near-ground cold pool structure. It is shown that both the cold pool and updraft strength actively contribute to the tornado potential. Furthermore, there is a sharp transition between tornadic and nontornadic cases, indicating a bifurcation between these two regimes triggered by small changes in the heat source or sink magnitude. Moreover, larger updraft strength, updraft width, and cold pool deficit do not necessarily result in a stronger maximum near-ground vertical vorticity. However, a stronger updraft or cold pool can both drastically reduce the time it takes for the first vortex to form.
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1. Introduction

Supercell tornadogenesis relies on the interaction of two processes: internally produced near-ground vertical vorticity and the strong upward accelerations below the mesocyclone (Davies-Jones 2015). Regarding the first aspect, over the past decades many studies have been performed to find the main source of near-ground vertical vorticity for tornadoes. It has been largely accepted that the initial vertical vorticity arises from the Davies-Jones and Brooks (1993, hereafter DJB93) mechanism, which includes baroclinic horizontal vorticity production and tilting into the vertical by downdraft gradients (e.g., Rotunno and Klemp 1985; Walko 1993; Dahl et al. 2014; Parker and Dahl 2015). More recently, surface friction has been demonstrated to be a viable source of horizontal vorticity for tornadoes, which may be tilted upward at the base of existing tornadoes or lead to early tornadogenesis before a cold pool has been established (Schenkman et al. 2014; Roberts et al. 2016, 2020; Boyer and Dahl 2020). However, some recent studies have focused on the second process, the intensification of the low-level updraft by an upward-directed vertical perturbation pressure gradient force (VPPGF). This force tends to be dominated by the nonlinear dynamic VPPGF (Markowski and Richardson 2014), which is proportional to the strength of the mesocyclone via \( z^2 \), where \( z \) is vertical vorticity, which results from upward tilting of ambient horizontal vorticity (Rotunno 1981; Davies-Jones 1984; Dahl 2017). Therefore, varying the horizontal vorticity in the environment leads to different degrees of low-level upward accelerations and greatly influences tornado potential (Markowski and Richardson 2014; Coffer and Parker 2015, 2017, 2018). Furthermore, in recent simulations the streamwise vorticity current (SVC) has been implicated as modulating the low-level updraft intensification as well (Orf et al. 2017; see also Rotunno and Klemp 1985). Based on these studies, Coffer and Parker (2018) suggested that “all surface-based supercells possess ample subtornadic surface vertical vorticity” and that in fact a strong and steady low-level updraft might be the most important factor for tornadogenesis. This theory is supported by the fact that environmental parameters that serve as proxies for a strong low-level updraft, including 0–3 km convective available potential energy (CAPE) and 0–1 km storm-relative helicity (SRH), can detect environments with potential for strong tornadoes quite well (Rasmussen and Blanchard 1998; Thompson et al. 2003; Markowski et al. 2003; Craven and Brooks 2004; Sherburn et al. 2016). In their most recent work, Coffer et al. (2019) showed that using SRH over an even shallower layer (0–500 m) in their implementation of the significant tornado parameter (STP) improved the forecast skill. This result is closely related to other studies highlighting the importance of the hodograph shape in the lowest kilometer and the associated streamwise horizontal vorticity component, which can favor a more intense and robust low-level updraft (Thompson and Edwards 2000; Esterheld and Giuliano 2008; Parker 2014; Coffer and Parker 2017; Coffer et al. 2017; Coffer and Parker 2018). On the other hand, even in favorable environments only the minority of supercells are tornadic, leading to high false alarm ratios of warnings issued by the
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National Weather Service and raising the question of what makes tornadic supercells so special as compared to nontornadic cells in the same environment (Anderson-Frey et al. 2016).

These differences between similar storms are difficult to investigate. Observational studies often focus on one case and cannot be directly compared among each other. In addition, especially the key features for tornadogenesis (updraft and cold pool processes) are not easy to measure. Even idealized thunderstorm simulations based on realistic base states, which we will refer to as full-physics simulations, have disadvantages when only looking at the tornadogenesis process. First, they are not efficient because computationally expensive numerical simulations have to be performed with a high resolution over several hours and on a large domain to allow the storms to develop. Even if a tornado is successfully produced, only a relatively small area and time period will be analyzed. Second, controlled experiments can hardly be designed as the low-level updraft and cold pool character depend on the dynamics of the storm (i.e., time-dependent interactions of the updraft, hydrometeor production, downdrafts, and the near-storm environment).

For these reasons, this study adopts a different, highly idealized simulation approach based on the work of Markowski and Richardson (2014, hereafter MR14), also known as pseudostorm or “toy model.” Instead of triggering storms in an unstable model environment, in MR14 the authors imitated the latent heat exchange of a storm by adding terms to CMI’s potential temperature tendency equation. A cylindrical heat source was used to simulate the supercell updraft while a heat sink reproduced the storm-scale downdraft and cold pool. This simple setup was sufficient to successfully reproduce many of the typical supercell structures. In addition to the importance of the low-level shear for updraft intensification, they found tornadogenesis failure mainly being connected to the strength of the heat sink. With a very strong heat sink, the outflow tended to undercut the updraft while too weak a heat sink resulted in the cyclonic vertical-vorticity maximum remaining upstream of the updraft.

In this study we modify MR14’s method to directly simulate only the low-level supercell-like updraft (the part usually intensified due to a VPPGF) and a favorably located outflow boundary, making it possible to design controlled experiments that focus on these two key structures relevant for tornadogenesis. Note that we are not attempting to explain the formation of an optimal updraft and cold pool, but merely study how changes in these structures influence the development of tornado-like vortices in our simulations.

Altogether, even though the DJB93 mechanism has been shown to be the dominant contributor to at least the initial formation of near-surface vertical vorticity, and it has long been known that the intensification of the low-level updraft is strongly linked to tornadogenesis (e.g., Wicker and Wilhelmson 1995; Trapp et al. 2005), their relative importance remains unclear. Recently, Trapp et al. (2017) also suggested that tornado intensity may be directly related to updraft width per application of Kelvin’s circulation theorem. Although additional factors such as surface drag are likely important in real supercells, it is still unclear if, for example, using a semislip bottom boundary condition in supercell simulations is actually less flawed than the simpler free-slip closure (Markowski et al. 2019). Thus, this study focuses on the two main mechanisms that, based on our current understanding, are necessary for the initial stages of tornado formation in supercells (baroclinic generation of vorticity and low-level updraft structure). Specifically, this paper addresses three questions:

1) What is more important for tornadogenesis, the amount of vorticity production within the downdraft, or the strength of the low-level updraft (i.e., if there is a strong updraft but little surface vertical vorticity, is tornadogenesis still possible)?
2) Why can supercells that look very similar on the storm scale behave so differently when it comes to tornado potential?
3) How do differences in vorticity production, low-level updraft strength or updraft width influence the timing and maximum strength of the tornado?

We will investigate these questions by conducting three experiments in which either the low-level updraft strength, the cold pool strength or the updraft width are varied separately, while holding the other ones constant. The remainder of the paper is structured as follows. In section 2, we will introduce details on the model setup including the heat source and sink parameterizations used to mimic a supercell low-level updraft and cold pool. An overview of the experiments will also be given. These experiments will then be presented and discussed in sections 3 and 4, respectively, followed by a summary in section 5.

2. Methods

2a. Model setup

We used the Cloud Model 1 (CM1; Bryan and Fritsch 2002), version 19.7, for idealized simulations of a supercell-like low-level updraft and cold pool. Moisture, Coriolis force, surface fluxes, and radiative transfer were not included. The top and bottom boundary conditions were free-slip. The model domain size was 90 km × 90 km in the horizontal and 5 km in the vertical. In the central 20 km × 20 km, the horizontal grid spacing was 100 m, and then increased to 1900 m toward the domain boundaries, using the stretching function in Wilhelmson and Chen (1982). Vertically, the grid was stretched using the same function, from 60 m at the lowest level (30 m AGL) to 140 m at 5 km AGL. The base state temperature profile was adopted from earlier highly idealized simulation studies (Walko 1993; MR14; Houston 2016) with a constant increase in potential temperature up to model top at 5 km (Fig. 1b). As will be explained next, the low-level updraft was directly controlled in the model, making it less sensitive to the wind profile. However, for generation of updraft rotation and better comparability with other studies, we used a standard quarter-circle hodograph with moderate shear (Fig. 1a). To represent a right-moving supercell, the wind profile was shifted so that the expected storm motion (Bunkers et al. 2000) would be approximately stationary.

To conduct controlled experiments on the low-level supercell updraft without actual release of CAPE, we modified the “toy model” approach from MR14, who applied a heat source of cylindrical shape that maintained the storm scale updraft of a supercell. The heat source (Sw) was described as a
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potential temperature heating tendency that was added to the \( \theta \)-tendency equation in CM1 as

\[
S_\theta = S_{\theta 0} R(x, y) Z(z), \tag{1}
\]

where \( S_{\theta 0} \) is the heating magnitude (K s\(^{-1}\)) that determines the heat source strength. The functions \( R(x, y) \) and \( Z(z) \) describe, respectively, the lateral and vertical decreases of the heating rate with distance from the center of the cylinder. In contrast to MR14, the present study aimed to specifically reproduce and control the low-level updraft of a mature supercell by employing a shallower heat source (Fig. 1c). Therefore, the heat source center was fixed at \( x = 0, y = 0, \) and \( z = 700 \) m AGL, and with a half depth of 500 m the heating was consequently limited to heights between 200 and 1200 m AGL, in contrast to the whole column in MR14. This resulted in an updraft that was most intense between 1 and 4 km AGL (also limited by the domain top at 5 km), much shallower than in other supercell studies (Fig. 2). Details about the setup can be found in Table 1, and the modified CM1 code and namelist files are available in the online supplemental material.

In all model runs, the heat source was started at zero seconds, and the resulting artificial low-level updraft reached a steady, rotating state after a stabilization period of around 900 s. Figure 2 shows that larger \( S_\theta \) values resulted in a stronger low-level updraft. Increasing the radius of the heat source had a similar effect, but also broadened the updraft (not shown). The artificial updrafts in this study were chosen to represent a broad range of potentially tornadic supercells with large vertical velocities (between 7 and 13 m s\(^{-1}\) in 500 m AGL) while being compatible with full-physics simulations (e.g., Wicker and Wilhelmson 1995; Orf et al. 2017; Coffer et al. 2017). Furthermore, the tilting of environmental streamwise vorticity resulted in mesocyclonic rotation with realistic values of vertical vorticity (e.g., Skinner et al. 2014). At 900 s into the simulations, artificial cold pool production was started, as explained next.

b. Achieving realistic cold pools using multiple, time-dependent heat sinks

Similarly to the heat source parameterization above [Eq. (1)], a negative potential temperature tendency \( S_\theta \) was added to all simulations to reproduce an artificial supercell-like cold pool. Even though the MR14 pseudostorms exhibited some heterogeneity, their single heat sink approach did not fully account for smaller scale downdrafts and the time-dependent structure of real outflow, which is caused by turbulence, microphysical processes and the pulsating character of the updraft. Therefore, different configurations of heat sinks have been tested, resulting in an array of nine small heat sinks (Fig. 1c). The heat sinks \( S_\gamma \) were made time dependent by adding periodic fluctuations \( F_\gamma \) to Eq. (1) as

\[
S_\gamma = \begin{cases} 
(S_{\gamma 0} + F_\gamma) R(x, y) Z(z), & \text{if } t \geq t_{\text{start}} \\
0, & \text{otherwise}
\end{cases}, \tag{2}
\]

where \( F_\gamma = -(2/3)S_{\gamma 0} \cos(2\pi[(t - t_{\text{start}})/T]) \) produces an oscillation of the heat sink strength with an amplitude\(^2\) of \((2/3)S_{\gamma 0}\). For each of the heat sinks a different activation time \( t_{\text{start}} \) and period of the fluctuations \( T \) was assigned to produce a chaotic behavior. The activation times were set randomly between 900 and 1050 s and the fluctuation periods between 300 and 500 s (Table 1), aiming for realistic downdraft time scales (e.g., Orf et al. 2012; Gunter and Schroeder 2015). These predefined

\[\text{FIG. 1. General model setup with (a) base-state wind profile (selected heights indicated in km), (b) base-state potential temperature profile, and (c) positions of heat source (red) and sinks (blue). The solid cylinders represent the areas where heating or cooling is added to CM1's } \theta \text{ tendency equation in this study while the large transparent cylinders show the setup from MR14 for comparison (since our model top was at 5 km, the MR14 heat source was cut off at } z = 7.5 \text{ km for better visualization).}\]
heat sink timings (Table 1) were used in all simulations to make the cold pools as comparable as possible. As a result of the independent pulsing, a more complex and variable near-ground cold pool structure was produced (Fig. 3a) compared to one constant heat sink (Fig. 3b). Over the two hour simulations, the nine heat sinks interacted with each other, causing stronger and weaker outflow phases. Thus, the near-surface vorticity field featured a complex pattern with vertical vorticity sheets or rivers along internal outflow surges (Fig. 3a), which could then be intensified further, as these features moved into the updraft region.

As can be seen in Fig. 1, the heat sink top was at 1500 m AGL, so it was much shallower than the single MR14 heat sink. This had the effect that the outflow momentum was weaker while the same $\theta$ deficits could be achieved. Compared to the MR14 pseudostorms, in which the outflow quickly undercut the updraft when a stronger heat sink was used, the setup here allowed for the formation of a fairly stationary outflow boundary over the whole 2 h simulation time. This was desirable in order to exclude the tornado-genesis failure mode of a surging outflow and solely focus on direct effects of the cold pool strength, such as baroclinic vorticity production.

c. Experiment design

The setup described above permits independently changing the low-level updraft or cold pool strengths by simply adjusting the $S_w$ or $S_\theta$ values. Furthermore, the width of the updraft can

---

Table 1. Values used for the parameterization of each heat source and sink for all model runs (in section 3c; the heat source radius was varied as described there). The $x$ and $y$ coordinates are relative to the domain center.

<table>
<thead>
<tr>
<th></th>
<th>Heat source</th>
<th>Sink 1</th>
<th>Sink 2</th>
<th>Sink 3</th>
<th>Sink 4</th>
<th>Sink 5</th>
<th>Sink 6</th>
<th>Sink 7</th>
<th>Sink 8</th>
<th>Sink 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center $x$ (m)</td>
<td>0</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
<td>2000</td>
<td>2000</td>
<td>2000</td>
<td>3000</td>
<td>3000</td>
<td>3000</td>
</tr>
<tr>
<td>Center $y$ (m)</td>
<td>0</td>
<td>3000</td>
<td>4000</td>
<td>5000</td>
<td>3000</td>
<td>4000</td>
<td>5000</td>
<td>3000</td>
<td>4000</td>
<td>5000</td>
</tr>
<tr>
<td>Center $z$ (m)</td>
<td>700</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Horizontal radius (m)</td>
<td>2000</td>
<td>700</td>
<td>700</td>
<td>700</td>
<td>700</td>
<td>700</td>
<td>700</td>
<td>700</td>
<td>700</td>
<td>700</td>
</tr>
<tr>
<td>Half depth (m)</td>
<td>500</td>
<td>1500</td>
<td>1500</td>
<td>1500</td>
<td>1500</td>
<td>1500</td>
<td>1500</td>
<td>1500</td>
<td>1500</td>
<td>1500</td>
</tr>
<tr>
<td>Activation time $t_{\text{start}}$ (s)</td>
<td>—</td>
<td>900</td>
<td>1000</td>
<td>950</td>
<td>1050</td>
<td>990</td>
<td>1030</td>
<td>930</td>
<td>970</td>
<td>1020</td>
</tr>
<tr>
<td>Period $T$ (s)</td>
<td>—</td>
<td>380</td>
<td>500</td>
<td>450</td>
<td>300</td>
<td>350</td>
<td>380</td>
<td>400</td>
<td>470</td>
<td>440</td>
</tr>
</tbody>
</table>
be changed by prescribing the horizontal radius of the heat source. Upon varying these three parameters separately, this study evaluated three sets of experiments. In the first set of seven model runs (section 3a), different $S_{w0}$ values were implemented to vary the low-level updraft strength, while $S_{c0}$ was held constant ($S_{c0} = 0.012$ K s$^{-1}$). These seven simulations will be referred to as W0.06, W0.07, W0.08, W0.09, W0.10, W0.11, and W0.12 in the following, corresponding to the $S_{w0}$ values in these simulations increasing from 0.06 to 0.12 K s$^{-1}$ in 0.01 K s$^{-1}$ increments. For the second experiment (section 3b), a set of 6 simulations (C0.003, C0.006, C0.009, C0.012, C0.015, C0.018) was used to investigate varying the heat sink magnitude $S_{c0}$ from 0.003 to 0.018 K s$^{-1}$ in steps of 0.003 K s$^{-1}$, while using the same heat source strength ($S_{w0} = 0.1$ K s$^{-1}$). These first two experiments in sections 3a and 3b used the same heat source radius of 2000 m. A third experiment in section 3c will evaluate 6 simulations with constant heat source and sink strength but varying heat source radii of 1750, 2000, 2250, 2500, 2750, and 3000 m.

3. Results

a. Experiment 1: Varying the low-level updraft strength

In this section, we will investigate how changes in the low-level updraft strength influenced the development of tornado-like vortices (TLVs) in our pseudostorms. Therefore, the seven simulations to be analyzed (W0.06 to W0.12) were characterized by the same heat sink strength but different heat source strengths. The reader may skip ahead to Fig. 5c to see that a linear increase in the heat source magnitude resulted in linearly changing updraft strengths in these seven simulations, as intended. First, we will look at two example cases (W0.07 and W0.10) and compare how the model fields, especially the near-ground vertical vorticity, evolved over time. Subsequently, a more detailed analysis including parcel trajectories will be presented to explain the observed impact of the low-level updraft strength.

1) General evolution of the simulations

Figure 4 compares the evolution of the near-surface wind and vertical vorticity fields for the W0.07 and W0.10 runs. At 2400 s (Figs. 4a,b), 1500 s after the heat sinks were initialized, both simulations still bore many similarities, because the slight
difference in low-level updraft strength did not influence the overall evolution. At 3600 s (Figs. 4c,d), differences started to become evident in the updraft area, with the W0.10 case developing a closed vortex and a pronounced hook-echo-shaped deformation of the outflow boundary (other areas farther north in the cold pool still showed similar vertical vorticity patches or rivers due to the identical heat sink parameterization). In the following time period, only the W0.10 run showed a
persistent increase in vertical vorticity until a TLV was established (Fig. 4f). The formation of an occlusion downdraft and a horseshoe-shaped updraft (e.g., Trapp 2002), as well as rear-flank-downdraft (RFD)-like surges, accompanied the rapid increase in near-ground rotation. In contrast, in the W0.07 simulation, smaller vertical vorticity maxima, developing within the outflow, continued to move in and out of the updraft area for the rest of the simulation, without forming a deep TLV (Fig. 4e).

Figures 5a and 5b illustrate this different evolution more generally for all seven simulations. Here, Fig. 5a shows the maximum instantaneous vortex strength in the model output, while Fig. 5b shows the maximum vorticity swath, which is an integrated quantity and therefore includes values in between output times. Three aspects are noteworthy:

- Only the strongest four heat source cases (W0.09 to W0.12) produced a TLV, while the other three runs did not. This means a linear increase in low-level updraft strength did not result in a linear increase in vertical vorticity. Instead, a bifurcation or state transition was evident with two separate regimes, tornadic or nontornadic.
- Among the four tornadic simulations, the stronger the heat source, the earlier and faster a persistent TLV formed (Δt ≈ 15 min between W0.09 and W0.12).
- A stronger low-level updraft did not necessarily produce a stronger TLV. For instance, the vortex in the W0.10 simulation actually produced the largest near-ground vertical vorticity among all simulations at around t = 105 min.

Only in the tornadic simulations did occlusion downdrafts develop and encircle the vorticity maximum. In some of the tornadic runs, the TLVs moved out of the updraft area and decayed. However, in these cases a new TLV formed shortly after, which consistently separated them from the nontornadic runs (Figs. 5a,b). All tornadic simulations frequently exceeded 30 m s⁻¹ near-ground horizontal wind speeds, with total maxima of up to 50 m s⁻¹ in the strongest cases (not shown).

To explore the robustness of the outcomes, the simulations were repeated with a new random set of activation times and fluctuation periods for the nine heat sinks. As a result, the cold pool character in the simulations changed compared to the simulations presented here. Internal surges were generated at different times, but the overall results remained unchanged, including the separation between nontornadic and tornadic storms in the W0.08 and W0.09 simulations (not shown). In the following section, we will investigate why this bifurcation occurred so consistently.

2) TRAJECTORY ANALYSIS AND THE ROLE OF VORTEX STRETCHING

In our set of simulations, a slight change in updraft strength determined whether near-ground vertical vorticity maxima could be intensified to tornadic strength. Since the expected difference between these cases is the amount of vertical stretching of ω, which is tied to horizontal convergence via mass continuity, vertical cross sections are shown for the nontornadic case (W0.07) and a tornadic case (W0.10) in Fig. 6 (same cases as shown in Fig. 4). These two cases were not the ones closest to the bifurcation (between W0.08 and W0.09) but were chosen to highlight salient differences between the tornadic and nontornadic cases. The cross sections were taken at the same time and almost perpendicularly to the outflow

4 Furthermore, simulations were carried out in which the height of the heat source instead of its strength was varied, which resulted in a similar bifurcation. However, we found the height not to be an independent variable, as, for example, increasing the updraft strength influenced the height of a certain vertical velocity level. Therefore, only the impacts of changing the heat source intensity are presented here.
boundary, at the location where the near-ground vertical vorticity was intensifying in each case (Fig. 6). Two separate areas of strong convergence can be seen, one along the outflow boundary and the second below the updraft core. In both simulations, the maximum associated with the gust front was similarly strong and tilted, and it extended from 0 to 800 m AGL. The second maximum, which corresponded to the updraft core, was weaker than the first but extended higher above the outflow boundary and was more erect in the W0.10 simulation. From the opposing outcomes with respect to TLV potential and the knowledge that their only difference lay in the strength of the heat source one would expect major differences in convergence between the two simulations, but the cross sections look surprisingly similar, especially in the lowest kilometer.

To further identify the differences between the simulations, vorticity budgets were calculated along trajectories. One way of finding trajectories would be to identify all parcels that move into an existing TLV and compare them to parcels moving into the strongest vertical vorticity maximum in a nontornadic simulation. However, this approach compares parcels influenced by a tornadic wind and pressure field with those uninfluenced by it. Therefore, since our primary focus was investigating tornadogenesis, we calculated the parcels shortly before tornadogenesis at around 3000 s, when the two simulations still looked similar. As backward trajectories lead to errors in confluent flow (Dahl et al. 2012), a grid of 1.2 million forward trajectories was released at 2100 s (every 100 m horizontally and 50 m vertically). A total of 247 (W0.07) and 272 (W0.10) parcels were found to enter the area with largest vertical vorticity below the updraft at 3000 s. The area was identified subjectively below 300 m AGL (red box in Fig. 7), and a minimum vertical vorticity threshold of 0.001 s$^{-1}$ was used. In both cases the parcels originated between 30 and 500 m AGL and moved directly through the main downdraft, where they descended and took a sharp left turn before reaching their lowest elevation (nadir) at the edge of the updraft area. To obtain a representative vorticity budget, the average parcel was found by syncing all trajectories to reach the nadir at the same reference time. The following filtering criteria were applied to get a realistic average trajectory: 102 (118) parcels were excluded for the W0.07 (W0.1) case because they descended below the lowest kilometer.

To avoid the relevant trajectories moving out of the center domain with regular grid spacing, the two simulations were repeated with a larger center domain of 30 km × 30 km before the parcels were released. Comparison of the differently gridded simulations showed practically identical model fields in proximity of the updraft.
model level (Vande Guchte and Dahl 2018). Out of the remaining dataset, 38 (44) and 31 (46) parcels had to be excluded before averaging since they reached the nadir in the beginning of their trajectory or after 3000 s, leaving 76 (64) parcels for calculation of the vorticity budget of the average parcels whose trajectories can be seen in Fig. 7.

Figure 8 shows the integrated vorticity budgets for the average parcels in the two simulations. Recall that the budgets were calculated prior to tornadogenesis in the W0.10 case to make them comparable, which means that the vertical vorticity only reaches pre-tornadic values. Starting with the W0.07 case, on average, the magnitude of horizontal vorticity (Fig. 8a) was already nonnegative before the parcels began their descent in the cold pool (at 2200 s), indicating at least some contribution of environmental horizontal vorticity. As the parcels moved over the outflow boundary and entered the area influenced by the heat sinks, the baroclinic term increased and then flattened out, resulting in an average of $|\omega_h| = 0.02 \text{s}^{-1}$ when the parcels reached the nadir at around 2810 s (tilting and stretching had a minor contribution). Subsequently, $|\omega_h|$ slowly decreased as the parcels started ascending in the updraft area. The $z$ component ($\zeta$) in Fig. 8b was initially zero and fully determined by the tilting and subsequent stretching of the initially horizontal vorticity. It started to become positive as soon as the parcels began their descent and then stayed around $0.005 \text{s}^{-1}$ until the nadir was reached. Afterward, $\zeta$ started to increase further as the parcels moved into the updraft area and contributed to the vertical vorticity maximum of interest at 3000 s (Fig. 7a). For all vorticity components, the integrated terms for subgridscale turbulence and implicit diffusion were negligible. Overall, this budget analysis is consistent with the DJB93 mechanism in the way that horizontal vorticity was produced baroclinically and then reoriented into the vertical while the parcel was still descending.

Moving to the budgets for the W0.10 case in Figs. 8c and 8d, we can see that they are very similar. This was to be expected for the first few hundred seconds of the trajectory since the heat sinks were identical. However, even after the parcels reached the nadir and started ascending, the integrated budgets showed the same development as for the W0.07 run in all vorticity components. Differences in the near-ground vertical vorticity field between the simulations immediately before tornadogenesis can therefore not be explained by differences in storm-scale forcing in the environment of the developing TLV. This suggests a possible feedback mechanism on the scale of the individual vortices, which will be discussed in section 4. Next, we describe the experiments with varying cold pool strength.

b. Experiment 2: Varying the cold pool strength

As mentioned in the introduction, some recent studies suggested that the low-level updraft might be more important for tornadogenesis than the production via the DJB93 mechanism. To test this hypothesis, this section will analyze six model runs with different heat sink magnitudes ($C_{0.003}$, $C_{0.006}$, $C_{0.009}$, $C_{0.012}$, $C_{0.015}$, $C_{0.018}$) while using the same strong heat source magnitude ($S_w = 0.1 \text{K s}^{-1}$). Minimum near-surface $u'$ in the cold pool for the respective simulations were $2.1$, $2.2$, $2.3$, $2.4$, $2.5$, and $2.6 \text{K}$ (within $2 \text{km}$ of the typical region of TLV formation or failure). As in experiment 1, the first part of this section will present the general differences between the six simulations. An analysis will follow in the second part.

1) General evolution of the simulations

The overall evolution of the near-ground vertical vorticity field was similar to the experiment before, the difference being that weaker heat sinks produced much weaker initial outflow surges and vortex patches (Fig. 9). However, even with a weaker cold pool, the outflow boundary was still located in a similar position as in the stronger cold pool cases. Inspection of the time series of all six simulations with varying
FIG. 8. Integrated vorticity budgets for the average parcel of (a),(b) the nontornadic W0.07 simulation shown in Fig. 7a and (c),(d) the tornadic W0.10 simulation shown in Fig. 7b. The primary y axis gives the amount of vorticity for (a),(c) the horizontal vorticity ($\omega_h$) and (b),(d) the $z$ component ($\zeta$). All nonzero integrated terms of the vorticity equation are color-coded following the legend. The dashed red line is the sum of all integrated terms, the solid red line the vorticity value from model output, and the dashed black line the parcel height. The vertical line marks the time of the parcels nadir.
heat sink magnitude (Fig. 10) allows for the following observations:

- A similar bifurcation as in experiment 1 can be seen, with the two weakest heat sink simulations not producing any TLVs. Perhaps surprisingly, these nontornadic simulations did have some vertical vorticity in the right position below the strong low-level updraft (Fig. 9), but it could not be intensified to a TLV.
- The stronger the heat sink, the faster a TLV developed. For instance, it took around 40 min longer in the C0.009 than in the C0.018 simulation to develop a TLV.
- Simulation C0.012 produced the strongest TLV, even though it did not have the strongest cold pool. In addition, a weakening of the updraft was observed at upper levels in the strongest heat sink cases (Fig. 10c) and the tornadic simulations did not reach the peak wind speeds found in the strongest updraft cases of experiment 1 (not shown).

These findings mainly support results of previous studies, defining a range of the cold pool strength that is optimal for tornadoes, also known as “Goldilocks zone” (Markowski et al. 2008; MR14). In section 4 we will evaluate this range more precisely for our heat sink magnitudes. However, before that the differences between simulations C0.006 (nontornadic) and C0.012 (tornadic) need to be analyzed further to understand why tornadogenesis failed with the weakest heat sinks, even though a strong updraft was present.

2) TRAJECTORY ANALYSIS AND EFFECTS OF COLD POOL DYNAMICS

Figure 11 shows cross sections through the area of strongest near-surface rotation shortly before the first closed vortex is established in the C0.012 run. As in Fig. 6 in the previous section, two main areas of strong convergence were present, associated with the outflow boundary and updraft core, respectively. In the C0.012 case (Fig. 11b), the outflow boundary penetrated further below the updraft than in the C0.006 run (Fig. 11a). Furthermore, the convergence along the outflow boundary in the C0.012 simulation was at least twice as strong as in the C0.006 run, which can only be a result of the stronger heat sinks because the heat source was the same in both simulations. Therefore, the stronger cold pool led to more convergence along the outflow boundary, offering more stretching of vertical vorticity in the lowest few hundred meters. The impact that outflow characteristics can have on the vertical velocity profile, especially in interaction with an overlying updraft, has recently been noted by Houston (2016, 2017) and Hutson et al. (2019).

To further quantify this development of vertical vorticity, trajectories were calculated for the C0.006 run at the same time and with the same procedure as described in the previous subsection, resulting in 92 parcels initially (Fig. 12). Since simulation C0.012 was identical to W0.10 from experiment 1, the reader is referred to Fig. 7b for comparison. The parcels found to enter the local vorticity maximum in C0.006 almost all originated below 200 m AGL and followed a less curved path than seen in the stronger heat sink cases (Fig. 12). This means that the majority of parcels did not move through the main downdraft region of the already weaker cold pool. The effect can be seen in the vorticity budget for C0.006 (Fig. 13), which has been calculated for a mean of 16 parcels after applying the same filtering criteria as in experiment 1 (the majority of the parcels could not be used because they originated at low altitudes and therefore reached the nadir too early or they descended below the lowest model level). The baroclinic production of $|\omega_k|$ and
the tilting and stretching of $\zeta$ were less than half as large as in the C0.012 simulation (Figs. 8c,d). Consequently, the near-ground vertical vorticity upon entering the updraft area stayed weaker as well.

Overall, these findings suggest that colder outflow enhanced the production of vertical vorticity in this study through multiple factors that are all influenced by the heat sink strength (implying a nonlinear effect on vertical vorticity growth): (i) stronger convergence in the lowest kilometer along the outflow boundary, (ii) a stronger baroclinic torque, (iii) redirection of the parcel trajectories directly through the main downdraft with a longer descent and sharp left turn toward the updraft. It follows, that the weak heat sink cases (e.g., C0.006) stayed nontornadic even though a strong low-level updraft was present, because the weak cold pool limited all the mechanisms above at the same time, greatly reducing the initial vertical vorticity. Thus, in contrast to the experiments varying the updraft strength in the previous subsection, here we do find

FIG. 10. Maximum vortex and updraft strengths as in Fig. 5, but for the six simulations of experiment 2 (linearly varying heat sink magnitude).

FIG. 11. Vertical cross sections as in Fig. 6, but comparing (a) the C0.006 case with (b) the C0.012 case of experiment 2.
differences at the storm-scale that explain at least in part why no TLV develops in C0.006 (a 2 \times possible vortex-scale feedback is still possible as discussed in section 4). As a final note, the C0.006 potential temperature deficit was very weak (~1.5 K) compared to typical supercell cases (e.g., Markowski et al. 2002). However, such extreme cases may be realized in LP supercells, in which this small \( \theta \) deficit in vicinity to the updraft may be realistic.

c. Experiment 3: Low-level updraft width and vortex strength

Applying Kelvin’s circulation theorem, Trapp et al. (2017) suggested that the width of the mesocyclone could control tornado intensity. We tested this hypothesis in a small set of simulations with different heat source diameters. One of the tornadic runs from our initial dataset with \( S_{u0} = 0.12 \text{ K s}^{-1} \) and \( S_{c0} = 0.012 \text{ K s}^{-1} \) was used as control simulation. Recall that the radius of the cylindrical heat source was held constant at 2000 m in all simulations so far. Now the radius was varied in steps of 250 m between 1750 and 3000 m. To hold the updraft strength constant at all levels between these simulations, the \( S_{c0} \) value was decreased slightly to compensate for the greater width (Fig. 14b).

In general, the simulations evolved similar to the ones with fixed heat source radius and large \( S_{u0} \) and \( S_{c0} \) values in the previous subsections. The larger width resulted in stronger inflow and a more pronounced inflow low (not shown). Furthermore, initial intensification of the near-ground rotation happened slightly faster. However, the TLVs that formed in all simulations did not increase in intensity with increasing updraft width. In fact, the maximum vertical vorticity tended to be weaker in the widest and narrowest heat source cases compared to cases with moderate heat source radius (Fig. 14a). The same was true for the maximum near-surface wind speeds (not shown).

FIG. 12. Trajectories as in Figs. 7a or 7b, but for the nontornadic C0.006 of experiment 2.

FIG. 13. Vorticity budgets as in Fig. 8, but for the average parcel of the nontornadic C0.006 simulation, which is shown in Fig. 12.
4. Discussion

a. The relative importance of cold pool and low-level updraft strength

Experiments 1 and 2 in sections 3a and 3b, respectively, involved the variation of the low-level updraft and cold pool strengths, while holding the other one constant. The same results are highlighted when looking at the whole 2D parameter space of heat source and sink magnitudes, shown in Fig. 15, which represents a set of 88 simulations. Each pixel corresponds to one simulation, performed with the same model configuration as before, which means that experiment 1 is included in column 0.1 K s$^{-1}$ and experiment 2 in row 0.012 K s$^{-1}$. In addition to the maximum near-ground vertical vorticity in Fig. 15a we also show the time-averaged vertical vorticity at 1030 m AGL in Fig. 15b to specifically consider only vertically coherent TLVs (i.e., supercell tornadoes) compared to shallow vortices that were mostly limited to the lowest levels.

Our general findings are consistent with work by MR14 and others, suggesting that there is a Goldilocks zone most favorable for supercell tornadogenesis and maintenance (e.g., Markowski et al. 2002, 2008). This is demonstrated in the maximum and mean vortex strength per model run in Figs. 15a and 15b, which show optimal TLV potential in a moderate heat sink range. The TLV potential was also increased with greater updraft strength (experiment 1 and Figs. 15a and 15b). Connecting these results, tornadogenesis success or failure was not dominated by one factor alone but instead actively controlled by both the updraft and cold pool strengths (Figs. 15a, b). For example, in experiment 2 it was shown that the vertical vorticity magnitude in the weak cold pool was insufficient to be stretched effectively in the 2 h simulation time, although it ended up in the right position below a strong low-level updraft. Therefore, in addition to MR14, who demonstrated that a weak outflow did not support cyclonic TLVs because of a dislocated outflow boundary, insufficient vertical vorticity in the outflow may also lead to tornadogenesis failure. The question of whether this result is mainly an effect of the decrease in baroclinic vorticity production in the cold pool could not be answered entirely, since other factors that could potentially have an impact on tornadogenesis were sensitive to a varying cold pool strength as well (convergence along the outflow boundary and internal flow structure).

b. Bifurcation between nontornadic and tornadic cases

The changes in heat source or sink strength that made the difference between tornadogenesis success or failure were rather small, indicating a bifurcation into two regimes, tornadic or nontornadic. In other words, a linear variation in cold pool or updraft strength did not produce a linear increase in near-surface vertical vorticity. Figures 15a and 15b displays this bifurcation as a large gradient (or jump) in the respective vertical vorticity distribution. Comparison of a nontornadic with a tornadic case having only a slightly stronger updraft revealed that the vorticity budgets of parcels moving into the updraft area prior to tornadogenesis were almost identical (experiment 1). Furthermore, the convergence in the lowest kilometer was maximized along the outflow boundary and therefore similar in both simulations. These findings suggest that stronger low-level updrafts did not simply favor tornadogenesis because of updraft-scale stretching of near-ground vorticity. Instead, there seems to be a mechanism acting on the scale of the individual vortices, forming a closed column of vertical vorticity reaching into the updraft. State transition into a tornadic pseudostorm happened once a certain vortex strength in a vertically coherent column was reached. One might speculate here that the resulting

---

6 Note that at least short-lived TLVs formed for much lower $\theta$ (see secondary y axis in Fig. 15) than typically observed (e.g., Markowski et al. 2002), because the pseudostorms here were less prone to becoming outflow dominant, and the updraft produced by the strong heat source might have been less vulnerable.
pressure drop in the core (Dahl 2020) could trigger a feedback that is responsible for rapidly increasing vortex strength. Several studies in the past have mentioned the possibility for such a feedback process leading to tornadogenesis (e.g., Lewellen 1993; Wicker and Wilhelmson 1995; Davies-Jones 2008; MR14). An intriguing analogy might be the nucleation of earthquakes, where an initial slip along a fault seems to be required to initiate dynamic rupture (e.g., Scholz 2019). In case of tornadogenesis an initial vorticity magnitude might be needed to provide a sufficiently strong pressure deficit to initiate rapid growth (this feedback seems to involve the pressure deficit and a concomitant increase of tilting of horizontal vorticity as well as stretching of vertical vorticity). The possibility of such a mechanism will be investigated in a future study.

Moreover, the clear separation between tornadic and nontornadic cases, depending on the heat source and sink strengths (Fig. 15), also supports the findings from Coffer et al. (2017), who showed that tornadogenesis success or failure was mostly predetermined by the environment instead of being a stochastic process. At first sight this might appear to contradict the most recent results of Markowski (2020), whose set of 25 ensemble members showed a broad range of tornadic activity from short-lived EF0 to long-lived EF3, despite having almost identical initial conditions. However, all of the ensemble members featured at least one weak tornado, only the intensity and duration were varying drastically. Similarly, in the present study the maximum vertical vorticity did not clearly depend on either the updraft or cold pool strength but was rather randomly distributed across the tornadic cases. This could mean that the possible instability described above and the corresponding changes in the velocity and pressure fields following tornadogenesis may be more important for the maximum TLV intensity than the processes that lead to initial vertical vorticity growth (as long as changes in the updraft or outflow are not extreme or do not lead to TLV decay). The fact that the tornadic simulations showed an increase in updraft strength after tornadogenesis supports this idea. Nevertheless, some impact of the initial updraft strength on existing TLVs was evident here since the average near-surface $\theta$ deficits in the cold pool around the updraft area for the heat sink range (blue).

c. The aspect of time and possible differences between similar storms

A final interesting result was the influence of updraft and cold pool strengths on the time it took for the near-ground rotation to intensify until the first TLV formed. This aspect can be clearly seen in Fig. 15c. Differences of up to 60 min could be observed between the optimal and barely tornadic model configurations, respectively. To the authors’ knowledge, this relationship has not been discussed in the literature thus far, but it might be important for real supercells for two reasons. First, although many possible outcomes have been documented for merging storms (Lee et al. 2006;
Hastings and Richardson 2016), the chance that an interaction with another cell (e.g., Kees et al. 2016) or unfavorable changes in the environment interrupt the tornadogenesis process, increases with time. Second, the low-level updraft in real storms is not as steady as modeled here (e.g., Brooks et al. 1993; Coffer and Parker 2018), so overall, the faster a TLV can form, the more likely its genesis will succeed at all. This time aspect might be one reason why visually similar storms differ in their tornadic potential. For example, in a scenario where radar measurements indicate two potentially dangerous supercells and both show intensifying near-surface rotation, only one of the cells might benefit from favorable conditions for tornadogenesis for a long enough time, which would be very difficult to identify. A second reason for the difficulty of distinguishing tornadic and nontornadic supercells may be the bifurcation just discussed. If very slight differences in updraft or cold pool strength can determine if storms become tornadic or not, two virtually identical supercells could be tornadic or nontornadic. These minimal differences would not be observable by currently available platforms. For example, in most cases operational radars can only detect strong low to midlevel rotation, which was present in all of the idealized updrafts used in this study (Fig. 2). Thus, determining which supercell will produce a TLV would have been very difficult, even in this idealized framework without external failure modes.

d. Sensitivity of the outcomes to the heat sink position and other factors

We also performed sensitivity tests, which showed that the outcomes illustrated in Fig. 15 (i.e., the location of the bifurcation) were not fixed relative to the given parameter space of heat source and sink strengths, but depended, for example, on the duration of the simulations (some of the nontornadic runs became tornadic after 120 min) or whether a free-slip or semislip bottom boundary condition was used. Therefore, the ranges of updraft and cold pool strengths in this study (for which estimated values of $w'$ and $\theta'$ were added as secondary axes in Fig. 15) and the bifurcation zone will likely be different in real storms. However, the key results discussed in the previous subsections should be independent of eventual shifts in the parameter space.

To further explore the possible caveat that the results might change drastically with a different position of the heat sink relative to the heat source (as found in MR14 and MR17), we performed two more small sets of simulations with varying heat sink position for one tornadic case of the previous dataset ($S_{w0} = 0.11$ and $S_{\theta0} = 0.0135$ K s$^{-1}$) and one nontornadic case ($S_{w0} = 0.08$ and $S_{\theta0} = 0.009$ K s$^{-1}$). These cases did not directly lie in the bifurcation region, so some consistency of the TLV potential could be expected. The two ensembles with nine simulations each had the whole heat sink array shifted by ±2 km in the $x$ direction, the $y$ direction, or both, resulting in a regular grid with the initial heat sink location ($x = 2, y = 4$ km) as center (similar to MR14 who shifted the position by 1 km, resulting in 25 simulations over the same grid). Figure 16 shows that both the tornadic and nontornadic ensemble were relatively robust. Only one of the simulations with strong heat source and sink did not produce a TLV. Its position farthest north of the updraft ($x = 0, y = 6$ km) is the same as for the $S_{w8}m8C$ case in MR17, which they found produced only weak circulation below the updraft. In contrast, only one simulation of the ensemble with weaker heat source and sink produced a TLV with $\xi > 0.2$ s$^{-1}$ (Fig. 16). Interestingly, the position of the heat sink array in this case ($x = 0, y = 4$ km), was close to the position discussed before, supporting the conclusions from MR14 and MR17 that small differences in the heat sink location can have a big impact on TLV potential. Nevertheless, the TLV potential here appeared to be more consistent than in the studies of MR14 and MR17, which is probably because the comparatively shallow heat sink array lead to a nonsurging outflow boundary that was below the main updraft until the end of the 2 h simulations, allowing for a longer period in which tornadogenesis could succeed.

5. Summary

This study implemented a setup to run controlled experiments on the interaction of a supercell-like low-level updraft and cold pool, parameterized by heat sources and sinks in CM1. A realistic near-ground cold pool structure was achieved by using multiple, time-dependent heat sinks. The simplified pseudostorms successfully produced near-ground supercell

---

7 Near-ground vortex structure is less realistic in simulations with a free-slip bottom boundary condition (e.g., Lewellen 1993), but simulations we performed with a semislip condition did behave similarly to their free-slip counterparts.
structures and tornado-like vortices, even though the updrafts in these pseudostorms were limited to heights below the top of the domain at 5 km. This suggests that the mid- and upper-level updraft characteristics of real storms might not play a necessary role in tornadogenesis. Analysis of 88 simulations (Fig. 15) produced the following main findings in light of the three questions posed in section 1:

1) Both the strength of the heat source and heat sink were equally important for tornadogenesis. For instance, even with a strong low-level updraft and the outflow boundary in the right position, tornadogenesis still failed when the cold pool was too weak and did not contain sufficient near-ground vertical vorticity.

2) Very slight changes in either heat source or sink strength determined if the simulation was tornadic or not, indicating a bifurcation between these two regimes. The transition to a tornadic case happened once a vertically coherent column of vertical vorticity with a sufficient pressure drop was established. For supercells in this bifurcation region, accurately forecasting which supercell will produce a tornado might be almost impossible.

3) (i) A stronger updraft or cold pool greatly reduced the time it took for the first tornado-like vortex to form (by up to 60 min, Fig. 15c). In real storms, this aspect might play a crucial role, because favorable conditions, such as a steady low-level updraft, are not given for an unlimited amount of time. (ii) The maximum near-surface vortex strength was not clearly controlled by the updraft strength, updraft width, or cold pool intensity (in this highly idealized setup without influence of surface drag).

Consistent with previous studies, a range of heat sink magnitudes optimal for tornadogenesis was identified in our set of simulations (Goldilocks zone). However, in cases with varying updraft strength, trajectories showed very similar budgets for some of the tornadic and nontornadic runs, indicating that at least in some cases tornadogenesis may depend on vortex-scale feedbacks rather than noticeable storm-scale differences in vorticity production and intensification.
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