Impacts of Varying Concentrations of Cloud Condensation Nuclei on Deep Convective Cloud Updrafts—A Multimodel Assessment
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ABSTRACT: This study presents results from a model intercomparison project, focusing on the range of responses in deep convective cloud updrafts to varying cloud condensation nuclei (CCN) concentrations among seven state-of-the-art cloud-resolving models. Simulations of scattered convective clouds near Houston, Texas, are conducted, after being initialized with both relatively low and high CCN concentrations. Deep convective updrafts are identified, and trends in the updraft intensity and frequency are assessed. The factors contributing to the vertical velocity tendencies are examined to identify the physical processes associated with the CCN-induced updraft changes. The models show several consistent trends. In general, the changes between the High-CCN and Low-CCN simulations in updraft magnitudes throughout the depth of the troposphere are within 15% for all of the models. All models produce stronger (~5%–15%) mean updrafts from ~4–7 km above ground level (AGL) in the High-CCN simulations, followed by a waning response up to ~8 km AGL in most of the models. Thermal buoyancy was more sensitive than condensate loading to varying CCN concentrations in most of the models and more impactful in the mean updraft responses. However, there are also differences between the models. The change in the amount of deep convective updrafts varies significantly. Furthermore, approximately half the models demonstrate neutral-to-weaker (~5% to 0%) updrafts above ~8 km AGL, while the other models show stronger (~10%) updrafts in the High-CCN simulations. The combination of the CCN-induced impacts on the buoyancy and vertical perturbation pressure gradient terms better explains these middle- and upper-tropospheric updraft trends than the buoyancy terms alone.
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1. Introduction

One of the primary and most studied pathways in which aerosol particles interact with deep convective clouds is via their ingestion into convective updrafts. Within these updrafts, supersaturated conditions develop, and aerosol particles can serve as cloud condensation nuclei (CCN), forming cloud droplets (Köhler 1936). By altering the number concentrations of CCN that enter a cloud’s updraft, the number concentrations and sizes of the cloud droplets within the updraft can also vary, particularly in CCN-limited regimes (e.g., Reutter et al. 2009), which then may have many subsequent feedbacks on a cloud’s characteristics and evolution (e.g., Twomey 1977; Albrecht 1989). Typically, the majority of CCN are ingested through the bases of deep convective clouds within the atmospheric boundary layer, although several studies have shown that some fraction of CCN in the middle troposphere can also become entrained within deep convective updrafts, form cloud droplets, and subsequently impact the cloud development (Fridlind et al. 2004; Lebo 2014; Marinescu et al. 2017).
When the number concentrations of CCN that are ingested into an updraft are increased, the initial response is an increase in the cloud droplet number concentration which, for the same liquid water contents results in smaller cloud droplet sizes due to increased competition for the available water vapor (e.g., Twomey and Squires 1959). While this first step in the chain of aerosol–updraft interactions is well understood, many studies have shown that the subsequent responses in deep convective cloud updrafts are complex and have had conflicting results (e.g., Khain et al. 2005; van den Heever et al. 2006; Tao et al. 2007; Fan et al. 2009; Barthlott and Hoose 2018).

One of the most prevailing theories on these subsequent processes within deep convective updrafts is the concept of CCN-induced convective invigoration, originally reported in both observational and modeling studies (e.g., Andreae et al. 2004; Khain et al. 2005; Wang 2005; van den Heever et al. 2006; Lin et al. 2006). Generally, CCN-induced convective invigoration refers to the increase in the vertical velocity magnitude within convective cloud updrafts when exposed to higher concentrations of CCN. Due to higher number concentrations of cloud droplets that form, more latent heating occurs, resulting in more buoyant (i.e., invigorated) updrafts. However, the specific process that causes the enhancements in buoyancy has been shown to vary. For example, some studies have reported that the increased latent heating within deep convective updrafts under relatively high CCN concentrations is primarily the result of increased condensation due to the higher number concentrations of cloud droplets (e.g., Wang 2005; Fan et al. 2007, 2018; Seiki and Nakajima 2014; Sheffield et al. 2015; Lebo 2018). Other studies have shown, however, that when a deep convective cloud is exposed to higher concentrations of CCN, more of the cloud’s liquid water reaches the mixed-phase region and freezes, and the additional latent heating induced by enhanced freezing processes is a major factor driving the intensified updrafts (e.g., Khain et al. 2005; Seifert and Beheng 2006b; van den Heever et al. 2006; Rosenfeld et al. 2008). Furthermore, a number of studies have shown that when exposed to higher concentrations of CCN, some deep convective updrafts remain unchanged or weaken (e.g., Tao et al. 2007; Fan et al. 2009; Lebo and Seinfeld 2011; Barthlott and Hoose 2018), contradictory to the invigoration concepts described above. Even for one of the most established concepts on the interactions of aerosol particles with deep convective clouds, the results appear to be muddled due to the complex kinematic and microphysics processes and feedbacks in deep convection.

These seemingly conflicting results have been attributed to the many differences between the various studies. For example, the type of deep convective cloud system under consideration can alter the effect that aerosol particles have within deep convective updrafts (e.g., Seifert and Beheng 2006b; Khain et al. 2008; van den Heever et al. 2011). Supercells that are primarily driven by dynamical forcings have been shown to have lesser impacts from varying CCN concentrations than other types of deep convection (e.g., Grant and van den Heever 2015). Another cause of complication stems from differences in studies that focus on one cloud or cloud system versus others that consider larger domains with a field of clouds. Furthermore, even for the same type of convection, the updraft magnitude response to increased CCN concentrations have been shown to be sensitive to the environmental conditions in which the clouds form. Idealized simulations, in which these environmental parameters can be systematically varied and assessed, have also demonstrated that the response in deep convective updraft magnitude to increased CCN concentrations is sensitive to boundary layer moisture (e.g., Fan et al. 2007), convective available potential energy (CAPE; Lee et al. 2008; Storer et al. 2010), and wind shear (Lee et al. 2008; Fan et al. 2009). Case study simulations, which often provide more realism than idealized simulations, have also been used to assess the impacts of environmental parameters. For example, mesoscale convective systems in environments with different relative humidity (Khain et al. 2005; Fan et al. 2007; Tao et al. 2007, Iguchi et al. 2020) and shear conditions (Khain et al. 2008; Marinescu et al. 2017; Chen et al. 2020) have shown different responses of the updraft magnitude for similar perturbations in CCN concentrations.

In addition to different deep convective cloud types and atmospheric conditions, modeling studies on the effects of CCN on deep convective clouds have also used a diverse set of models with varying physical parameterizations and dynamical cores. As compared to those studies that have explored aerosol–cloud interactions with just one model, relatively few studies have explored the impacts of CCN in deep convective updrafts using a range of different models. These few studies have typically utilized the same dynamical model and substituted different microphysical parameterizations to assess the dependency of the CCN-induced deep convective updraft response to the microphysical parameterization. Some of these studies use the same kinematic fields for each simulation in order to better isolate the specific microphysical processes that drive different results between the parameterizations (e.g., piggybacking approach in Grabowski (2015) and Grabowski and Morrison (2017) or kinematic driver approach in Hill et al. (2015)) but consequentially cannot examine CCN-induced impacts on the cloud microphysical–dynamical feedback processes. Other studies perform multiple simulations with the same numerical model, changing only the microphysical parameterization at each simulation’s initialization and allowing each simulation to evolve individually (e.g., Seifert et al. 2006; Khain et al. 2009; White et al. 2017). These latter studies primarily compared aerosol effects on deep convection with bulk and bin microphysical schemes (e.g., Seifert et al. 2006; Khain et al. 2009; Khain and Lynn 2009; Lebo et al. 2012; Fan et al. 2012), which fundamentally differ in how they represent hydrometeor size distributions. [For a comprehensive comparison of bulk and bin microphysical parameterizations, see Khain et al. (2015).] These studies found both consistencies (Seifert et al. 2006; Khain et al. 2009) and inconsistencies (Khain and Lynn 2009; Lebo and Seinfeld 2011; Lebo et al. 2012; Fan et al. 2012; White et al. 2017) in the deep convective updraft response to increased CCN concentrations, with some of these differences being attributed to the use of saturation adjustment (Khain and Lynn 2009; Lebo et al. 2012) and the representation of aerosol nucleation sinks (Fan et al. 2012).

These complex interactions between CCN concentrations and deep convection motivates the need for systematic multimodel comparisons to provide better insights into the range of aerosol-impacted deep convective cloud responses from different
models. Such an effort has now been completed through the multi-institutional collaborations of the Aerosol–Cloud–Precipitation–Climate international working group (ACPC)—a co-operation of the International Geosphere–Biosphere Programme’s Integrated Land Ecosystem–Atmosphere Processes Study and International Global Atmospheric Chemistry and the World Climate Research Programme’s Global Energy and Water Cycle Experiment. ACPC was first developed in 2007 and focuses on understanding and reducing the uncertainties associated with aerosol–cloud interactions (Rosenfeld et al. 2014; www.acpcinitiative.org). Within ACPC, a model intercomparison project (MIP) was organized in order to assess the robustness of deep convective cloud responses to increased CCN concentrations in a wide range of models.

The research reported here is focused on the results obtained from the ACPC MIP, whereby seven different models from different institutions simulated the same case study of scattered deep convective clouds near Houston, Texas. Simulating the same case study forces all the models to produce similar types of clouds in comparable environments, while still allowing the models to freely evolve and produce their own realizations of the event, including the critical, realistic feedbacks between cloud dynamical and microphysical processes. These microphysical–dynamical feedbacks can dictate the net response of aerosols on deep convective cloud responses (e.g., van den Heever et al. 2006; Tao et al. 2007). The ACPC MIP represents the first time that a model intercomparison study has been used to study the effects of CCN on deep convective clouds. While complimentary studies are in preparation that will focus on assessing the ACPC MIP model responses in many of the simulated cloud characteristics (e.g., precipitation, anvils, and cold pools) and microphysical processes to varying CCN concentrations, the goals of the current study are 1) to quantify the range of responses in deep convective updraft velocities to increased CCN concentrations among a suite of state-of-the-art models and 2) to physically explain the updraft response variability among these models.

2. ACPC MIP

a. Simulations

The ACPC MIP simulations are based on a case of scattered convective clouds that developed near Houston on 19–20 June 2013. Figure 1 shows several radar and satellite snapshots during this event. In the late morning hours, there were weak, scattered, isolated convective clouds along a trailing front that extended zonally across the southeastern United States, into southern Louisiana and eastern Texas. With increased insolation in the late morning and early afternoon hours, the convection associated with this trailing front north and east of Houston became more intense (Figs. 1a,d). Together with the deepening boundary layer and a sea breeze, widespread scattered convective clouds were also generated along the coastal region. All the models captured these two regions of convective clouds and precipitation at the onset of this event (Figs. 2a–g), which can also be seen in the National Centers for Environmental Prediction’s national stage IV quantitative precipitation estimate product (Du 2011; Fig. 2h). Isolated convective clouds continued to initiate, develop, and dissipate for several hours around the Houston area, with a few cells becoming intense, reaching the tropopause, and creating anvils (Fig. 1). The models also produced scattered convective clouds and precipitation throughout the entire convective event, with localized areas of more intense convection and precipitation both around and north and west of Houston (Figs. 2i–p). Nevertheless, there are
differences in the coverage and localized intensity of the precipitation between the models due to differences in their parameterizations, initialization, and subsequent evolution.

The models were able to reproduce the scattered nature of convection that was associated with this event by using atmospheric conditions representative of this case study. To facilitate model intercomparison, all modeling teams adhered, as closely as possible, to a set of previously tested simulation specifications (Table 1; van den Heever et al. 2018). Simulations utilized three one-way nested domains in order to capture the synoptic-scale influences (e.g., trailing front), while still resolving the deep convective clouds that formed. The focus of all of the analyses was on the innermost domain 3 (D3; Figs. 3a,b), which had 500 m horizontal grid spacing. The simulations were conducted for 27 h to capture the impacts of the CCN concentrations on the entire diurnal cycle. The model output was saved at a high frequency (every 5 min) during the 12-h period (1600-0400 UTC; 1100–2300 local time) when deep convective clouds were present in the observations and simulations within domain 3. This 12-h period will be the focus of the analyses in this study. To test the sensitivity to model output frequency, 1-min data from a shorter time period (2100–2400 UTC) was compared to the 5-min data from the same time period and produced similar results (not shown here). While all the participants in the ACPC MIP attempted to follow the specifications in Table 1, some models were not equipped to adhere to all the specifications. These details of each model and the major differences between them are discussed in the next sections and are summarized in appendix A.

b. Aerosol initialization

For each participating model, two simulations were conducted with relatively high and low initial CCN concentrations (Fig. 3c).
These vertical profiles were based on both satellite-based CCN estimates near Houston on 19 June 2013 via the methodology described in Rosenfeld et al. (2012), as well as in situ aerosol observations in the boundary layer and free troposphere from aircraft during the Deriving Information on Surface conditions from Column and Vertically Resolved Observations Relevant to Air Quality (DISCOVER-AQ) field campaign, which had operations near Houston, in September 2013 (NASA LARC 2014; Sawamura et al. 2017). In addition to the aerosol number concentration profiles, uniform aerosol number size distributions were also specified using a lognormal distribution with a geometric mean diameter of 100 nm, a geometric standard deviation of 1.8 nm, and a uniform hygroscopicity parameter (i.e., from Petters and Kreidenweis 2007) of 0.2. These aerosol distribution characteristics were also based on data from DISCOVER-AQ. Aerosol number concentrations were initialized in a horizontally homogenous manner across all the model domains at the beginning of each simulation. With the weak synoptic-scale winds during this event and the focus on domain 3, lateral boundary aerosol conditions were unnecessary along the outermost domain (domain 1). The aerosol field was allowed to evolve through processes such as advection, including one-way advection between domains, diffusion, activation, and wet deposition if the models had these processes available (appendix A). Furthermore, aerosol particles were restricted from interacting with radiation in order to isolate the microphysical effects. The manner in which each model parameterized ice nucleation was also kept constant between the Low-CCN and High-CCN simulations (appendix A).

c. Models

Seven models participated in the ACPC MIP (Table 2). Several important differences between these models are highlighted here, with additional details presented in appendix A. First, six of the models utilized two-moment (2M) bulk microphysical parameterizations with varying levels of sophistication, whereas WRF-SBM used a spectral bin microphysics scheme with recent updates as detailed in Shpund et al. (2019).

![Fig. 3](image-url) FIG. 3. (a) All three ACPC simulation nested domains. (b) ACPC simulation domains 2 and 3, with the Houston NEXRAD location (KHGX; black square). All analysis computed within a subset of domain 3 (blue dashed line) in order to avoid boundary-impacted model grid cells. (c) Horizontally homogeneous aerosol initialization profiles for the Low-CCN and High-CCN simulations.
Three models either prognose or diagnose supersaturation (RAMS, NU-WRF, WRF-SBM), while the other four models utilize saturation adjustment—a model process in which any liquid supersaturation that develops at a model grid point is completely eliminated at each time step via condensation onto already formed hydrometeors. The use of saturation adjustment in microphysics schemes has been shown to weaken the response of deep convective updrafts to varying CCN concentrations (e.g., Khain and Lynn 2009; Lebo et al. 2012). All of the models represent aerosol activation, although via different formulations (appendix A). Two models (COSMO, WRF-Morr) have fixed aerosol profiles, while the other five models allow aerosol particles to be advected by the wind. Therefore, the aerosol concentrations within domain 3 vary in part due to the amount of aerosol advected within the domains in each simulation. The latter five models also have differences in terms of their aerosol sources and sinks (e.g., aerosol regeneration via evaporation and sublimation, activation sinks, wet and dry deposition). These aerosol sinks and sources can have impacts on interpreting aerosol effects in deep convective clouds (e.g., Seifert et al. 2006; Fan et al. 2012). Because of the differences in the parameterization of aerosol processes, the CCN concentrations evolve differently in the five models (Fig. 4, left and middle columns). However, the relative differences between the High-CCN and Low-CCN simulations among the models are similar (Fig. 4, right column). High-CCN simulations from the five models have, on average over the 12-h analysis period, ~7.0–7.5 times more particles than the Low-CCN simulations from 0 to 2 km above ground level (AGL), while the two models with fixed aerosol profiles have 8.0 times as many particles (Fig. 3c).

Three of the ACPC MIP participants were unable to ingest the Global Data Assimilation System Final (GDAS-FNL) analysis data for their initial and lateral boundary conditions (COSMO, UM, MesosNH) and therefore used other atmospheric analysis datasets (appendix A). To assess how the environmental conditions evolve in each simulation, the mixed-layer (lowest 300 m AGL) convective available potential energy (MLCAPE), mixed-layer convective inhibition (MLCIN), and wind shear over a depth of 2–10 km AGL are calculated for the different simulations (Figs. 5a–c) from base-state profiles, which are computed by utilizing the noncloudy grid points (i.e., grid points with total condensate < 0.1 g kg⁻¹) within the simulation’s innermost domain (see appendix B for more details on the base-state calculations). The base state profiles for potential temperature and water vapor mixing ratio, averaged over the 12-h period, are also shown in Figs. 5d and 5e. Due to the environmental evolution within each model, the atmospheric parameters, particularly MLCAPE (Figs. 5a,d), have a wide range among the models, even among those models that used the same initialization dataset. These differences in atmospheric stability (e.g., CAPE) can modulate the impacts of CCN on deep convection.

Furthermore, differences between the models under the same aerosol scenario are much larger than differences between each model’s High-CCN and Low-CCN simulations, demonstrating that differences in model parameterizations, dynamical cores and/or initial and lateral boundary data play a more significant role in altering the evolution of the atmosphere, compared to the differences in the aerosol concentrations tested in this study. Over the 12-h analysis period, the mean MLCAPE, MLCIN and wind shear for the same aerosol scenario have percentage differences between the models as high as 49%, 550%, and 35%, respectively. However, the MLCAPE percentage differences between the High-CCN and Low-CCN simulations for each model are, on average, within 4% (Figs. 5a,f). These relatively small differences in MLCAPE are in part due to counteracting changes in the boundary layer temperature and moisture (Figs. 5i,j). All the models have lower MLCIN (2.1%–9.6%) in the Low-CCN simulations (Figs. 5b,e), which is likely associated with more boundary layer moisture from more widespread precipitation (Fig. 5i). In terms of the wind shear (Figs. 5c,h), all models have, on average, slightly stronger (0.7%–5.2%) wind shear in the High-CCN simulations, with the majority of models falling within 2%.

While the preceding paragraphs have focused on comparisons of the model and simulation characteristics that have been shown to modulate the impacts of aerosol particles on deep convective cloud updrafts in previous research, each model is also integrated with various other physical parameterizations (e.g., surface, radiation, and turbulence; see appendix A) that might impact the model solution. Due to the many differences in the models, it is difficult to attribute the variability in the CCN effects to specific microphysical and/or aerosol parameterizations and processes; rather, the goal of this study is to
quantify the spread in the CCN effects on convective updrafts from various community-developed cloud-resolving models in their typical, standard model configurations and subsequently to present the consistent and inconsistent updraft trends. Despite these model differences, all the models produce scattered deep convective clouds near Houston in both the High-CCN and Low-CCN simulations during the 12-h period (Fig. 6), albeit with different timing and frequencies, which can be partly explained by the varying environmental conditions among the models. In this study, deep convective updrafts are determined as follows. All simulation data are screened to only include grid points between 2 and 14 km AGL that were within a 6-km-deep (or deeper) column of cloudy conditions (i.e., have total condensate mixing ratio > 0.1 g kg$^{-1}$) and of continuous vertical velocities that are all greater than 3 m s$^{-1}$. Several additional vertical velocity thresholds (1–5 m s$^{-1}$) and depths (4–7 km) were also considered, tested, and found to produce qualitatively similar results. While there are differences in the timing and longevity of the periods when deep convective clouds are present among the models, the convective cloud...
periods are similar in the High-CCN and Low-CCN simulations for each individual model, highlighting again that varying CCN concentrations in each model does not affect the initiation and life cycle of deep convection as much as the differences in the model parameterizations, dynamical cores, and initialization datasets. Of note, the COSMO, UM, and NU-WRF models produce less and/or generally weaker convection than the other models, while the RAMS, MesoNH, and WRF-SBM models produce longer periods of and more intense deep convection (Fig. 6), consistent with the models’ environmental stability (Fig. 5). Using these identified deep convective cloud updrafts, their differences under the High-CCN and Low-CCN conditions will now be assessed.

3. CCN effects on the deep convective updrafts

a. Frequency

To assess the variations in the amount and vertical distribution of the deep convective updrafts in the High-CCN and Low-CCN simulations, the frequency of the identified deep convective updraft grid points, as a function of height and updraft magnitude are shown in Fig. 7. Three of the seven models (UM, NU-WRF, WRF-Morr) simulate larger amounts (number and/or size) of deep convective updrafts for most of the updraft magnitudes in the High-CCN simulations compared to the Low-CCN simulations (Figs. 7o–u). These mixed results among the models are most likely related to the differences in the environmental conditions and feedback processes that trigger new convection, such as cold pools. The two models with the smallest response in the deep convective updraft amounts (MesoNH, RAMS) also have the largest MLCAPE values and longest periods of deep convective clouds (Figs. 5a and 6), suggesting that deep convective updraft amounts in higher MLCAPE environments are more influenced by thermodynamics than by CCN concentrations. Alternatively, the UM simulations, which had the largest increase between the High-CCN and Low-CCN cases, also had much higher MLCIN than the other models, as well as lower MLCAPE, which may reflect an environmental regime where convection initiation and development is more sensitive to varying CCN. Also, three of the models that show decreases in convective updraft amounts in the High-CCN simulations (COSMO, RAMS, WRF-SBM) also produce weaker cold pools in the High-CCN simulations (not shown), which would lead to weaker feedbacks to cloud and updraft initiation.

b. Intensity

The mean vertical velocity profiles within the simulated deep convective updrafts, the percentage difference between the High-CCN and Low-CCN profiles, and the numbers of convective updraft grid points that were identified and used in this analysis are shown in Figs. 8a–c. First, the mean profiles for all the model simulations have similar shapes, generally peaking at 9–10 km AGL, suggesting that comparable updrafts are being assessed, both between the models and between the High-CCN and Low-CCN simulations (Fig. 8a). Throughout the depth of the updrafts, the changes in the mean updraft magnitudes (High − Low) were generally small (between −5% and +15%), suggesting that the mean response over several hours and many convective cells may be subdued due to feedback processes and the variability in convective cell development. All the models produce neutral-to-stronger updrafts (~ +5% to +15%) between 4 and 7 km AGL in the High-CCN simulations compared with their Low-CCN counterparts (Fig. 8b), with the median model response around +10%. Some of the strongest responses occurred in the models with the lowest MLCAPE values (COSMO, UM, NU-WRF), and some of the weakest responses occurred in models with higher MLCAPE values (MesoNH, RAMS). The models with the
lowest MLCAPE values also had fewer deep convective updraft amounts (Fig. 8c). The signal of more intense updrafts in the High-CCN simulations wanes in the majority of the models above ~5 km AGL through to ~8 km AGL. Above 8 km AGL through to ~11 km AGL, the High-CCN simulation mean updraft velocities remains stronger (~+5% to 15%) as compared to the Low-CCN simulation in three of the models (UM, NU-WRF, WRF-Morr), while the other four models have

**Fig. 6.** Temporal evolution of updraft velocities for deep convective columns, as defined in the text and averaged at each output time, for the (left) High-CCN and (right) Low-CCN simulations.
neutral-to-weaker (−5% to 0%) mean vertical velocities in the High-CCN simulations. These models with the stronger mean updraft velocities also have more ice mass above 6.0 km AGL (not shown). For completeness, the percentage differences in the 50th (median), 75th, and 90th percentiles are included in Figs. 8d–f and show similar trends to the mean values for all of the models with the exception of above 9 km AGL in COSMO, which is likely related to the smaller sample of deep convective updrafts in COSMO. The remainder of this manuscript therefore focuses on the mean trends.

To better understand the trends in the mean deep convective updraft magnitudes, contoured frequency by altitude diagrams (CFADs; Yuter and Houze 1995) are calculated by dividing the frequency counts (Fig. 7) by the sum of the total number of counts at each altitude level, which eliminates the dependence on absolute number and thus can be used to more easily compare the shapes of the vertical velocity distributions at each altitude (Fig. 9). All of the models demonstrate a shift to more frequent occurrences of the stronger updrafts and less frequent occurrences of the weaker updrafts in the High-CCN simulations from ~4 to 7 km AGL (Figs. 9a–u), consistent with the stronger mean vertical velocities (Fig. 8b); although RAMS and, to a lesser extent, UM have fewer of the most intense vertical velocities at these altitudes. The three models that clearly demonstrate this shift throughout the depth of the convective updrafts (UM, NU-WRF, WRF-Morr; Figs. 9r–t) also have stronger mean updrafts above 7 km AGL in the High-CCN simulations (Fig. 8b). The other four models (COSMO, MesoNH, RAMS, WRF-SBM), which have weaker-to-neutral mean updrafts above 7 km AGL in the High-CCN simulations (Fig. 8b), depict a reversal in the CFAD differences in the middle- and upper-tropospheric levels (Figs. 9o–q,u). This reversal may be related to these models’ higher MLCAPE values, as compared to NU-WRF and UM (Fig. 5a). To better understand the physical processes that are associated with these updraft responses to the varying CCN concentrations, the terms of the vertical velocity tendency equation are assessed.

4. Vertical velocity tendency equation and terms

Each model utilizes different prognostic variables and approximations to predict how the vertical velocity \( w \) changes with time during the model integration. Because each model’s representation and calculation of the vertical momentum equation are different, we use a basic form of the vertical momentum equation [Eq. (1)] and approximate the various terms for each model’s native grid and standard variable outputs:

\[
\frac{\partial w}{\partial t} = \frac{\Theta'}{\Theta_0} + \frac{g}{e} \frac{\partial h}{\partial z} - \frac{\partial}{\partial z} \left( \frac{1}{\rho} \frac{\partial p}{\partial z} \right) - \frac{w}{\rho} \frac{\partial T}{\partial x} + \frac{w}{\rho} \frac{\partial v}{\partial y} + \frac{w}{\rho} \frac{\partial w}{\partial z} + \frac{w}{\rho} \frac{\partial w}{\partial x} + \frac{w}{\rho} \frac{\partial w}{\partial y}
\]

(1)

In Eq. (1), the term on the left-hand side is the local time derivative of \( w \), which represents how \( w \) changes with each model time step at each grid point. On the right-hand side (rhs), the first three terms represent the buoyancy \( B \) acceleration terms. The first rhs term is the buoyancy acceleration associated with changes in temperature, where \( \Theta' \) is the perturbation
potential temperature, $\Theta_0$ is the base-state potential temperature, and $g$ is the gravitational acceleration of 9.8065 m s$^{-2}$. The second rhs term is the buoyancy acceleration associated with changes in the amounts of water vapor in the air, where $r'_v$ is the perturbation water vapor mixing ratio, and $\varepsilon$ is the ratio of dry air to water vapor gas constants ($\approx 0.622$). The third rhs term is the buoyancy acceleration associated with the amount of water condensate mass, where $r_c$ is the total condensate mixing ratio. These three terms, when summed, represent the net buoyancy acceleration ($B_{SUM}$) and have been the primary focus of most assessments of aerosol effects on deep convective updrafts (e.g., Khain et al. 2005; Rosenfeld et al. 2008; Lebo and Seinfeld 2011; Storer and van den Heever 2013).

The fourth rhs term is the vertical perturbation pressure gradient (VPPG) acceleration, where $\rho$ is the air density, and $\partial p'/\partial z$ is the vertical gradient in the perturbation pressure. The fifth rhs term is the acceleration due to vertical advection (VADV), where $\partial w/\partial z$ is the vertical gradient in $w$. Finally, the last two terms on the rhs of Eq. (1) represent the acceleration due to horizontal advection (HADV), where $u$ and $v$ are the zonal and meridional wind components, and $\partial w/\partial x$ and $\partial w/\partial y$ are the horizontal gradients in $w$. Typically, Eq. (1) would also include a diffusion term, but because of the larger discrepancies on how diffusion is represented in these models, the diffusion term is not considered in this study. It is expected that this diffusion term is relatively small, both in terms of its actual magnitude and in terms of differences between the High-CCN and Low-CCN cases within the composited deep convective updrafts cores assessed in this study, and therefore, will not impact the interpretation of these results.

Some of the terms in Eq. (1) require a perturbation and/or base-state variable. This perturbation value is calculated by subtracting a time-varying, altitude-dependent base-state value from the full variable value. A base-state profile was calculated for each simulation as an average of the noncloudy grid points (total condensate $< 0.1$ g kg$^{-1}$) at the varying model altitudes. Additional details on base-state profile calculations are provided in appendix B.

Fig. 8. (a) Profiles of mean vertical velocities over deep convective updrafts in all the simulations. The solid lines represent the Low-CCN simulations, and the dashed lines represent the High-CCN simulations. (b) Vertical profiles of the percent difference in the High-CCN simulations' mean vertical velocities from the Low-CCN simulations' mean vertical velocities, as shown in (a). (c) The number of grid points used for these calculations. (d)–(f) As in (b), but for the 50th, 75th, and 90th percentiles, respectively. The thick, gray lines in (b) and (d)–(f) represent the median response among the seven models.
To compare these approximations of the \( w \) tendency equation terms to the online model prediction of \( w \), a brief closure assessment was conducted. For one of the models (RAMS), the model data were outputted for three consecutive model times \((t - 3\, s, t, t + 3\, s)\); the time step is \( 3\, s \), such that an accurate approximation of \( \frac{\partial w}{\partial t} \) could be made using a centered-in-time difference at time \( t \). Each of the terms from Eq. (1) was calculated at time \( t \), based on the approach described in the preceding paragraphs. Figures 10a–g show these various term calculations for a horizontal slice through a deep convective updraft at 7.6 km AGL. The terms have varying signs and distributions within the updraft. The sum of the terms \([\text{rhs of Eq.(1)}; \text{Fig. 10h}]\) is compared to the \( \frac{\partial w}{\partial t} \), which is calculated from the \( w \) field in the model \( (\text{Fig. 10i}) \) at times \( t \) and \( t + 3\, s \). The residual from this comparison \( (\text{Fig. 10j}) \) is much smaller than the sum of the terms \( (\text{Figs. 10a–g}) \). The largest residual values are present along the strongest horizontal gradients in \( w \) \( (\text{Fig. 10j}) \), which is likely related to the exclusion of the diffusion term which would have the strongest impacts in these high-gradient regions. Although Fig. 10 only depicts one horizontal slice through one convective updraft in one of the models, this closure was calculated for all the cloudy updrafts at this time with the RAMS model output and produced similar results. This closure exercise therefore demonstrates that the terms of the \( w \) tendency equation \( [\text{Eq.(1)}] \) can be accurately calculated in this manner using the simulation output. In the following sections, we compare these terms in the High-CCN and Low-CCN simulations for all the models in order to explain the trends in the mean updrafts.

**a. Thermal buoyancy \( (B_{TH}) \)**

Figure 11 depicts the mean thermal buoyancy term for the deep convective updrafts averaged for each model vertical level and for the \( 4\, m\, s^{-1} \) intervals of \( w \) (the same bins as in Figs. 7 and 9). Since all of the terms in Eq. (1) are either directly or indirectly dependent on the magnitude of \( w \), this analysis allows for the comparison of the High-CCN and Low-CCN simulations at similar values of \( w \).

The thermal buoyancy term \( (B_{TH}) \) is positive for almost all convective updraft regions \( (\text{Figs. 11a–n}) \), except for the convective updraft tops (above \( 11\, km \) AGL) where entrainment and sublimation are likely to be resulting in cooler temperatures with respect to the environmental base state. When comparing the High-CCN and Low-CCN simulation updrafts \( (\text{Figs. 11o–u}) \), several patterns emerge. First, between \( 2 \) and \( 3\, km \) AGL, four models \( (\text{COSMO, RAMS, NU-WRF, WRF-SBM}) \) depict neutral or weaker \( B_{TH} \) in the High-CCN simulations, which may be related to changes in the cloud-base forcing such as cold pools. However, from \( 3 \) to \( 5\, km \) AGL, all models show larger, positive \( B_{TH} \) in the High-CCN simulation, consistent with the stronger updrafts in this region \( (\text{Fig. 8}) \), and more condensation and latent heat release onto the greater number concentrations of cloud droplets. This robust signal among all the models is surprising, considering that four of the models use saturation adjustment schemes, which cannot accurately represent condensational growth within the supersaturated updrafts that arises due to differences in cloud drop concentrations \( \text{e.g., Khain and Lynn 2009; Lebo et al. 2012} \). This suggests that the robust response of stronger updrafts between \( 3 \) and \( 5\, km \) in the High-CCN case is partly related to some other similar change in the environment, in the development of these deep convective clouds, and/or microphysical–dynamical feedbacks throughout the 12-h period. All the models’ High-CCN simulations have warmer environmental temperatures from \( 0 \) to \( 3\, km \) AGL due to less precipitation and evaporation. They also have cooler environmental temperatures from \( 3 \) to \( 6\, km \) AGL, in part due to enhanced cloud evaporation \( (\text{Fig. 5i}) \), which leads to higher instability and thermal buoyancy in the clouds between \( 3 \) to \( 6\, km \) AGL in the High-CCN case. We suspect that
this change in stability is partly driving the robust updraft response between −4 and 7 km AGL (Fig. 8b). Directly above this region of more intense, positive $B_{TH}$ (−3–6 km AGL) in the High-CCN simulations, there is a consistent 2–5-km-deep layer of weaker $B_{TH}$ near and above the 0°C level in the High-CCN simulations, associated with weaker condensation rates and latent heat release evident in domain-mean profiles of these process rates. In other words, the convective updrafts in the High-CCN simulations are colder than those in the Low-CCN simulations with respect to the environments near and above the freezing level. The altitude and magnitude of this signal reversal also corresponds to the waning of the differences in the mean updrafts between the High-CCN and Low-CCN simulations (Fig. 8). At higher altitudes (−7–14 km AGL), there is a mixed response among the models, with most models showing alternating patches of stronger and weaker thermal buoyancy with increasing height through the deep convective updrafts. The three models with consistently stronger mean vertical velocities in the High-CCN simulations above ∼8 km AGL (UM, NU-WRF, WRF-Morr; Fig. 8) do not all have stronger thermal buoyancy in this region, which suggests that additional processes and terms are impacting the trends in the vertical velocities in these upper levels.

b. Water vapor buoyancy ($B_{WV}$)

Because water vapor is lighter than dry air, regions of air with greater amounts of water vapor compared to the base state are more buoyant and lead to positive vertical accelerations. The $B_{WV}$ term is positive throughout the updrafts, meaning that these deep convective updrafts have greater water vapor amounts as compared to the base state, with the most intense values in the lower and middle troposphere (Figs. 12a–n). The magnitude of this term and its difference between the High-CCN and Low-CCN simulations is significantly lower (order of magnitude) than the thermal buoyancy term, and thus the $B_{WV}$ term plays a lesser role in explaining the trends in updraft magnitudes. The $B_{WV}$ term does, however, assist in explaining the physical processes associated with the thermal buoyancy term. In Figs. 12o–u, there are layers of weaker $B_{WV}$ in the High-CCN simulations (i.e., drier updrafts in the High-CCN simulations), which begin anywhere between 2 and 5 km AGL, depending on the model, and which extend upward. These regions of weaker
B\textsubscript{WV} in the High-CCN simulations generally overlap and are slightly offset to lower altitudes when compared to the regions of weaker thermal buoyancy (Figs. 11o–u). Because this analysis is focused on deep convective updrafts, these processes at lower altitudes are precursors to processes at their adjacent higher altitudes. In the High-CCN simulations, enhanced condensation that is associated with stronger updrafts and larger positive thermal buoyancy in the first few kilometers above cloud base (~2–5 km AGL; Figs. 11o–u) robs the updraft of its water vapor and results in updrafts in the altitudes above this level (Figs. 12o–u). Therefore, near and above the 0°C level (~4–8 km AGL), the High-CCN simulations have lower water vapor amounts, and thus weaker condensation rates and weaker thermal buoyancy than the Low-CCN simulations at these altitudes. While this relationship between water vapor and thermal buoyancy appears to be the dominant process in describing the trends in thermal buoyancy accelerations and the associated mean updraft trends below ~8 km AGL, we

**FIG. 11.** Average thermal buoyancy (B\textsubscript{TH}) term for the (a)–(g) Low-CCN simulations and (h)–(n) High-CCN simulations. Values averaged over deep convective updrafts, as defined in the text, and subset by altitude and \(w\) using 4 m s\(^{-1}\) increments. Black contours represent the number of grid points used for the Low-CCN and High-CCN simulations, respectively. (o)–(u) The difference in the absolute values between the High-CCN and Low-CCN results. The black contours in (o)–(u) represent the values from the Low-CCN simulations. The dashed gray lines represent the altitudes where the mean temperatures are 0°C and ~38°C. Note that in (o)–(u), data are only shown for regions where data were present and had the same sign in both the Low-CCN and High-CCN simulations, where such comparisons are sensible.

**FIG. 12.** As in Fig. 11, but for moisture buoyancy (B\textsubscript{WV}). Note the change in color-bar scale from Fig. 11.
cannot rule out the impacts of entrainment on altering the water vapor and thermal buoyancy in these simulations.

c. Condensate loading buoyancy ($B_{CL}$)

Opposing the positive thermal and moisture buoyancy terms within the updraft, the buoyancy accelerations due to condensate loading ($B_{CL}$) are negative throughout the updraft (Figs. 13a–n). Below the 0°C level, most models (COSMO, MesoNH, RAMS, NU-WRF, and WRF-SBM) depict weaker condensate loading in the High-CCN simulation, meaning that there is less condensate in the High-CCN updrafts at these levels. This difference between the High-CCN and Low-CCN simulations also contributes to the stronger vertical velocities in the High-CCN simulations at these lower altitudes (Fig. 8). This signal is a result of reduced amounts of liquid water mass (primarily rain) in these lower updraft levels, as more numerous, smaller cloud droplets are lofted within the updraft in the High-CCN simulations. As such, above the 0°C level (~5 km AGL), all models initially show an increase in condensate loading in the High-CCN simulations, which also contributes to the waning responses in the mean vertical velocities.

Despite these relatively consistent signals in condensate loading among the models, the condensate loading generally plays a lesser role than the thermal buoyancy in explaining the differences between the High-CCN and Low-CCN simulations. There are a few exceptions, however, such as the middle tropospheric levels, where the thermal buoyancy response wanes. It is also important to note the condensate loading can impact downdrafts and cold pools, which can initiate new convection and affect updraft magnitudes.

We compared this result of the more impactful role of thermal buoyancy as compared to condensate loading in deep convective updrafts to several recent studies that have also explicitly assessed the buoyancy terms of the $\omega$ tendency equation. The ACPC MIP results are similar to those of continental deep convection case studies for a midlatitude squall line and an isolated, tropical cloud [Tao and Li (2016) and Fan et al. (2018), respectively]. However, these results appear to differ from Storer and van den Heever (2013), which showed that changes in condensate loading under varying CCN concentrations were larger than changes in latent heating in their idealized simulations of oceanic, tropical convection. This comparison between these studies provides further evidence that aerosol effects on updrafts are dependent on environmental conditions.

d. VPPG

The VPPG term is generally weakly positive below ~6 km AGL and more strongly negative above ~6 km AGL (Figs. 14a–n). Importantly, it is of similar magnitude to the $B_{TH}$ and $B_{CL}$ terms. This term has both buoyant and dynamic components (e.g., Klemp 1987). In these simulations, this term often acts to oppose the net buoyancy, which demonstrates a significant contribution from the buoyant component to the total VPPG term. As such, in many locations throughout the profiles, the VPPG differences between the High-CCN and Low-CCN simulations (Figs. 14a–u) offset the differences between the High-CCN and Low-CCN buoyancy terms. For example, the differences in the VPPG terms create weaker vertical accelerations in the High-CCN simulations from ~3–5 km AGL, where the buoyancy terms create stronger vertical accelerations in the High-CCN simulations.

FIG. 13. As in Fig. 11, but for condensate loading ($B_{CL}$).
In Fig. 15 (left column), the sum of the buoyancy accelerations ($B_{sum}$), the sum of the buoyancy and VPPG accelerations ($B_{sum} + VPPG$), and the vertical velocities are presented, averaged over the deep convective updrafts, and shown as a difference (High-CCN – Low-CCN). Generally, when the acceleration differences are negative (positive), the mean updraft response begins to decrease (increase) at or slightly above that altitude. In some models at certain altitudes, the $B_{sum} + VPPG$ term is similar to the $B_{sum}$, suggesting only a small impact from the VPPG term in driving the mean updraft changes between the High-CCN and Low-CCN simulations. However, the VPPG plays a significant role throughout the updraft depth in most of the models, particularly in the mid- and upper-tropospheric levels (Fig. 15). At these altitudes and in most of the models (COSMO, RAMS, UM, NU-WRF, WRF-Morr), the positive (negative) differences in $B_{sum} + VPPG$ accelerations are more positively correlated with the increases (decreases) in the vertical derivatives of $w$, as compared to $B_{sum}$ alone. Therefore, the combination of the buoyancy and VPPG terms better explains the mean updraft responses at these altitudes. These results demonstrate that the VPPG term can be important in terms of affecting the mean updraft response to varying CCN concentrations and are consistent with recent studies (Tao and Li 2016; Chen et al. 2020).

e. Advection terms

For completeness, the analyses are shown for accelerations due to HADV and VADV in Figs. 16 and 17, respectively. The horizontal advection term (Fig. 16) has weakly negative accelerations below, more strongly positive accelerations above ~10 km AGL, and is generally weaker than most of the other terms. This is due to the counteraction of both positive and negative HADV accelerations, which are caused by the opposite gradients in $w$ on the upwind and downwind sides of the updrafts, respectively. Therefore, while locally this term can play a very significant role within individual updrafts (see Fig. 10) when assessing the mean updraft response, this HADV term has a limited impact, except for the extreme upper levels (e.g., above 11 km AGL) of the updrafts.

In the mean updrafts, the accelerations associated with vertical advection (Fig. 17) are much stronger than the accelerations associated with horizontal advection. The vertical advection term is negative below and positive above the altitude of the maximum updraft, where $\partial w / \partial z$ is positive and negative, respectively, in both the High- and Low-CCN cases. This term neutralizes the sum of the buoyancy and VPPG terms, which is due to the fact that the full life cycle of updrafts is being assessed in this study, which captures both decaying and intensifying stages. Therefore, in the mean, $\partial w / \partial t$ will be close to zero, and thus, the VADV term will act to balance the sum of the other terms. While these advection terms are locally strong and are essential for closing the $w$ tendency equation, their interpretations in this analysis framework are somewhat extraneous.

5. Conclusions and discussion

As part of the ACPC initiative, a MIP was organized and completed in order to assess the consistency of CCN impacts on deep convective clouds among seven state-of-the-art cloud-resolving models. The ACPC MIP represents the first time that an international, coordinated intercomparison study has been used to determine the robustness of simulated aerosol impacts on a field of deep convective clouds. Seven models were used to simulate the same case study of a scattered deep convective cloud field near Houston, Texas, with both relatively high and low initial CCN concentrations.

Despite efforts to keep the initialization data and model setup as consistent as possible, there is still a large spread in the simulated convection, which is likely due to the different parameterizations and dynamical cores within the models, which alter how the simulations evolve. That said, all of the models produce scattered deep convective clouds around Houston during the 12-h period when convective clouds are observed.
FIG. 15. (left) Differences (High-CCN minus Low-CCN) in the mean profiles of vertical velocities (black), $B_{\text{SUM}}$ accelerations (light yellow), and $B_{\text{SUM}}+\text{VPPG}$ accelerations (dark yellow) within the deep convective updrafts for the seven models. (right) Differences (High-CCN minus Low-CCN) in mean profiles of $B_{\text{TH}}$ (light green), $B_{\text{WV}}$ (light blue), $B_{\text{CL}}$ (dark green), and VPPG (purple) accelerations within the deep convective updrafts for the seven models.
for this case. The modeled deep convective cloud updrafts are identified and compared between the High-CCN and Low-CCN simulations in order to determine the range of model responses in updraft frequency and intensity due to varying CCN concentrations. The terms of the vertical velocity tendency equation are also calculated and compared between the High-CCN and Low-CCN simulations in order to determine the physical processes that were associated with the CCN-induced updraft responses.

There are several consistent trends among the majority of models:

- In general, the net change to the mean deep convective updraft magnitudes are between −5% and +15% at most altitudes over the 12-h simulated cloud field.
- All of the models produce stronger updrafts (+5% to +15%) from −4 to 7 km AGL in the High-CCN simulations, which is associated with enhanced condensational latent heating, despite the fact that the majority of the models utilize saturation adjustment schemes. This consistent CCN-induced response is likely related to an environmental feedback process in all the models, whereby the High-CCN simulations have increased environmental instability as a result of warmer boundary layer (0–3 km AGL) temperatures and cooler cloud level (3–6 km AGL) temperatures in the clouds’ environment.
- The consistent updraft response from −4 to 7 km AGL was in keeping with a shift in the normalized distribution of deep convective vertical velocities at these altitudes toward relatively more frequent stronger vertical velocities and less frequent weaker vertical velocities in the High-CCN simulations.
- From −5 to 8 km AGL, the mean updraft differences between the High-CCN and Low-CCN simulations wanes in most models. This is associated with the drying of the updrafts in the High-CCN simulations, which results from the enhanced condensation and subsequent water vapor loss at the altitudes below, thereby limiting the amount of water vapor transported upward to these regions.
- The condensate loading term has similar trends in most models, with decreased condensate loading below and enhanced condensate loading above the freezing level in the High-CCN simulations. However, most of the models reveal that differences in condensate loading accelerations between the High-CCN and Low-CCN simulations were generally smaller in magnitude than the differences in thermal buoyancy accelerations, and therefore, less impactful on the mean updraft responses to varying CCN concentrations.

The many consistent trends found in this study are perhaps surprising given the range of models and parameterizations utilized in this study. The ACPC MIP’s parameterization space includes differences in the hydrometeor distribution parameterizations (i.e., 2M vs spectral bin), differences in saturation adjustment schemes (i.e., saturation adjustment vs prognosed or diagnosed supersaturation), and differences in parameterized aerosol processes (i.e., fixed vs evolving aerosol profiles). The consistent response may be a consequence of moderating feedback processes and/or the fact that these analyses depict a field of scattered deep convective clouds throughout a 12-h period, as opposed to one, isolated cloud.

However, there were also some inconsistent results in the updraft response to varying the CCN concentrations among the models:

- Some models produce significantly more and/or larger deep, convective updrafts in the High-CCN simulations, while other models produce fewer and/or smaller updrafts, which may be related to the differences in the evolution of the environmental conditions within the models.
- Above ∼8 km AGL, the mean updraft response to aerosol loading is mixed with some models having neutral to slightly weaker updrafts (generally, −5% to 0%) in the High-CCN simulations, and the others showing slightly stronger (∼+10%)
updrafts. While the thermal buoyancy plays a significant role at these altitudes, this updraft response above ~8 km AGL is better correlated with the combination of the thermal buoyancy, condensate loading buoyancy, and the vertical perturbation pressure gradient (VPPG) terms than the buoyancy terms alone, demonstrating the potential importance of the VPPG term in aerosol-impact studies.

While this study focused on updraft intensity and frequency, additional research focusing on other cloud properties and processes (e.g., precipitation, downdrafts, hydrometeor amounts and types) within this ACPC MIP are being undertaken. Furthermore, many studies have shown that the most significant and consistent CCN effects are at the initial stages of cloud development and that feedbacks to cold pools, convective anvils and the environment may modulate CCN effects at later times in a cloud’s life cycle (e.g., van den Heever et al. 2006; Tao et al. 2007), which were not assessed in the composite analyses presented here, which encompassed many convective clouds over a 12-h period. To assess the consistency of the aerosol impacts on cloud evolution and life cycles in these ACPC MIP data, individual clouds should be identified and tracked. Recent software [Tracking and Object-Based Analysis of Clouds (tobac)] has been developed for this purpose and tested with some of the ACPC MIP simulation data (Heikenfeld et al. 2019). Through tracking individual clouds in this dataset, the robustness of aerosol impacts on the evolution of clouds for the ACPC MIP could be assessed.

In this study, each model was allowed to freely evolve through its model integration. While this better represents reality and demonstrates the range of responses produced from current state-of-the-art models, methods that either fully constrain the dynamics (e.g., Grabowski 2015; Hill et al. 2015) or utilize the same dynamical core (e.g., Fan et al. 2017) would help address the question as to which processes in the various model parameterizations are causing differences in the model responses. While this has been studied with a few model microphysical parameterizations, a more comprehensive model intercomparison study under such a framework would also be a useful endeavor.

While research focused on model comparisons is useful in determining the consistency of model responses, comprehensive observations of cloud microphysical processes in deep convective clouds are needed to confirm the correct model representations of fundamental microphysical processes and to validate and/or constrain the complex mechanisms, parameters and responses proposed in modeling studies, such as through the use of polarimetric radar (e.g., Fridlind et al. 2019; Matsui et al. 2020b). For example, the current understanding of ice formation pathways in deep convective systems (e.g., Morrison et al. 2020; Korolev et al. 2020) remain uncertain, and the uncertainties in these processes and how they are parameterized need to be considered when interpreting model-based results. While careful comparisons with microphysical observations alleviate some uncertainties (e.g., Fridlind et al. 2017), a combination of consistent laboratory experiments, real-world observations, and model development and research will be needed to overcome these issues. As such, the ACPC MIP assisted in motivating the Tracking Aerosol Convection Interactions Experiment (TRACER; Jensen 2019), which will take place in Houston in 2021–22. The observational data from this field campaign, both within clouds and their environments, will be very useful in assessing the mechanisms proposed in this study and addressing some of the continued observational needs in cloud microphysics.
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![Fig. 17. As in Fig. 11, but for accelerations due to vertical advection (VADV).](https://example.com/fig17.png)
TABLE A1. Details and references for the varying physical parameterizations in the ACPC MIP models. For the model hydrometeor classes, c, d, r, g, h, a, s, and i refer to cloud, drizzle, rain, graupel, hail, aggregates, snow, and ice, respectively; although how each of these hydrometeor types are defined varies between the models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Model version</th>
<th>Grid</th>
<th>Vertical coordinate</th>
<th>Land surface</th>
<th>Boundary layer/turbulence</th>
<th>Radiation</th>
<th>Initial/boundary conditions dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Microphysics</td>
<td>Hydrometeors</td>
<td>Calculation of hydrometeor fall speeds</td>
<td>Saturation adjustment</td>
<td>Aerosol activation</td>
<td>Aerosol processes</td>
<td>Heterogenous ice nucleation</td>
</tr>
<tr>
<td>-------------</td>
<td>---------------</td>
<td>--------------</td>
<td>----------------------------------------</td>
<td>-----------------------</td>
<td>-------------------</td>
<td>------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>COSMO</td>
<td>2M: Seifert and Beheng (2006a), Seifert et al. (2012)</td>
<td>c, r, g, h, s, i (2M in all hydrometeors)</td>
<td>Number and mass weighted mean fall speeds, varying DSDs and power laws for different hydrometeors</td>
<td>Yes</td>
<td>Based on COSMO-ART3.1: Vogel et al. (2009)</td>
<td>— (domain-wide, temporally constant aerosol profile)</td>
<td>Phillips et al. (2008)</td>
</tr>
<tr>
<td>MesoNH</td>
<td>2M, LIMA: Vié et al. (2016)</td>
<td>c, r, g, s, i (2M in c, r, i)</td>
<td>Fall speed–diameter power law, different for each hydrometeor type</td>
<td>Yes</td>
<td>Based on Köhler theory with diagnostic max. supersaturation: Vié et al. (2016)</td>
<td>Aerosol transport (resolved and subgrid), activation, regeneration through droplets evaporation</td>
<td>Meyers et al. (1992)</td>
</tr>
<tr>
<td>RAMS</td>
<td>2M, RAMS: Meyers et al. (1997) and Saleeby and Cotton (2004)</td>
<td>c, d, r, g, h, a, s, i (2M in all hydrometeors)</td>
<td>Fall speed of hydrometeors depends on size (smaller particles fall slower, larger particles fall faster)</td>
<td>No</td>
<td>Aerosol activation via bin parcel model lookup tables: Saleeby and Cotton (2004)</td>
<td>Aerosol advection, dry and wet deposition, regeneration from evaporated/sublimated hydrometeors: Saleeby and van den Heever (2013)</td>
<td>DeMott et al. (2010), particles greater than 500 nm</td>
</tr>
<tr>
<td>UM</td>
<td>2M, CASIM: Shpund et al. (2012), Hill et al. (2015), Grosvenor et al. (2017), and Miltenberger et al. (2018)</td>
<td>c, r, g, s, i (2M in all hydrometeors)</td>
<td>Fall speed–diameter relation, different for each hydrometeor type (see Table 2, Miltenberger et al. 2018; except for graupel which is $500 \times \pi/6$)</td>
<td>Yes</td>
<td>Shipway (2015)</td>
<td>Aerosol transport (resolved and subgrid), considered in activation (but not depleted)</td>
<td>Meyers et al. (1992)</td>
</tr>
<tr>
<td>NU-WRF</td>
<td>2M, P3: Morrison and Milbrandt (2015)</td>
<td>c, r, i (2M in c, r, i; i has explicit, predicted rime ice mass and density; rime amount constant for all ice per grid volume)</td>
<td>Cloud and rain drops depends on size, ice depends on mass dimension: Heymsfield et al. (2007) and Morrison and Milbrandt (2015)</td>
<td>No</td>
<td>Abdul-Razzak and Ghan (2000) using minimum supersaturation from Morrison and Grabowski [2008, their Eq. (A10)]</td>
<td>Aerosol transport (resolved and subgrid) activation, removal by droplet coalescence, regeneration from droplet evaporation: Fridlind et al. (2017)</td>
<td>Cooper (1986)</td>
</tr>
<tr>
<td>WRF-SBM</td>
<td>Spectral bin model (SBM): Khain et al. (2004) and Shpund et al. (2019)</td>
<td>c, r, h, s, i (explicitly calculates mass and number of particles in each bin)</td>
<td>Fall speed of hydrometeors depends on types and size</td>
<td>No</td>
<td>Based on the Köhler theory: Khain et al. (2004)</td>
<td>Aerosol is prognostic with advection and activation: Shpund et al. (2019)</td>
<td>Deposition freezing: Meyers et al. (1992); heterogeneous and homogeneous drop freezing: Bigg (1953)</td>
</tr>
</tbody>
</table>
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APPENDIX A

Parameterizations in the ACPC MIP Models

We present the details and the associated references for the models that participated in the ACPC MIP and the parameterizations that they used for these simulations in Table A1.

APPENDIX B

Calculation of Tendency Equation Terms and Model Base States

The terms of Eq. (1) are calculated from each model’s output on their native grids and at the center of each model grid box. In some instances, variables are interpolated by one-half of the model grid spacing in either the $x$, $y$, or $z$ direction in order to calculate each term’s value at the center of the grid box. Similarly, $w$, which is prognosed at the top and bottom faces of a model grid box, is interpolated to the center of each model grid box, such that the analyses presented in this study all occur at the center of each model grid box.

Because all the models calculate their base states differently, we make the same approximation for the base state for each model’s data to allow for more comparable results. This base state is calculated as follows. At each model output time, all noncloudy model grid points (total condensate $< 0.1\, \text{kg}^{-1}$) and their respective model altitudes are collected. These data are used to create one base-state profile with 20m vertical grid spacing, whereby the base-state value is the median of all data within 10 m in the vertical from the grid center. This profile is then smoothed with a 1 km triangle function. This base-state profile is calculated for each time and is then linearly interpolated to each model grid point’s altitude for calculating the vertical tendency equation terms.
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