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ABSTRACT: The impact of the environmental background wind on the diurnal cycle near tropical islands is examined in observations and an idealized model. Luzon Island in the northern Philippines is used as an observational test case. Composite diurnal cycles of CMORPH precipitation are constructed based on an index derived from the first empirical orthogonal function (EOF) of ERA5 zonal wind profiles. A strong precipitation diurnal cycle and pronounced offshore propagation in the leeward direction tends to occur on days with a weak, offshore prevailing wind. Strong background winds, particularly in the onshore direction, are associated with a suppressed diurnal cycle. Idealized high-resolution 2D Cloud Model 1 (CM1) simulations test the dependence of the diurnal cycle on environmental wind speed and direction by nudging the model base state toward composite profiles derived from the reanalysis zonal wind index. These simulations can qualitatively replicate the observed development, strength, and offshore propagation of diurnally generated convection under varying wind regimes. Under strong background winds, the land–sea contrast is reduced, which leads to a substantial reduction in the strength of the sea-breeze circulation and precipitation diurnal cycle. Weak offshore prevailing winds favor a strong diurnal cycle and offshore leeward propagation, with the direction of propagation highly sensitive to the background wind in the lower free troposphere. Offshore propagation speed appears consistent with density current theory rather than a direct coupling to a single gravity wave mode, though gravity waves may contribute to a destabilization of the offshore environment.
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1. Introduction

Variability in the diurnal cycle can be a critical factor in determining total precipitation on the islands and in coastal waters of the Maritime Continent (MC; Biasutti et al. 2012; Bergemann et al. 2015; Zhu et al. 2017). The warm sea surface temperatures (SSTs), numerous islands of varying size, and complex topography make understanding the abundant precipitation in this region a challenging problem with global ramifications (Ramage 1968; Neale and Slingo 2003). The diurnal cycle is also critical for the development of extreme rainfall and the high mean-state rainfall found in coastal oceans (Ruppert and Chen 2020). While the diurnal cycle has been extensively studied, uncertainty remains regarding its variability and response to large-scale controls.

The canonical diurnal cycle behavior over MC islands develops from convergence associated with the sea breeze or mountain breeze in the late morning, typically contributing maximum precipitation rates in the late afternoon and evening hours (Dai 2001; Kikuchi and Wang 2008). Frequently, convection will then propagate offshore during the over-night hours, leading to an overnight or morning maximum in precipitation rates over coastal oceanic regions (Yang and Slingo 2001; Mori et al. 2004; Sakurai et al. 2005; Natoli and Maloney 2019). Offshore propagation has been attributed to convergence associated with the land breeze (e.g., Houze et al. 1981; Ho et al. 2008; Fujita et al. 2011), advection by the mean wind (e.g., Ichikawa and Yasunari 2006, 2008; Yanase et al. 2017), and destabilization of the offshore environment by low-level ascent initiated by gravity waves (e.g., Mapes et al. 2003; Love et al. 2011; Hassim et al. 2016; Yokoi et al. 2017). Diurnal cycle behavior and the tendency for offshore propagation varies widely from one day to the next, motivating continued research. The MC region is also influenced by numerous large-scale modes of variability from features on global, interannual time scales like El Niño–Southern Oscillation (ENSO; Rajaniyar and Walsh 2013) or Indian Ocean dipole (IOD; Fujita et al. 2013) to equatorial waves on synoptic scales (Ferrett et al. 2019). Any of these can significantly affect the diurnal cycle and local precipitation (Sakaeda et al. 2020; Natoli and Maloney 2021).

The Madden–Julian oscillation (MJO; Madden and Julian 1971, 1972) impact on the diurnal cycle has been one of the more widely studied relationships, in part because of the potential for the diurnal cycle to feed back onto MJO propagation across the MC (Oh et al. 2013; Peatman et al. 2014; Hagos et al. 2016). The MJO is an eastward-propagating area
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of enhanced convection in the tropical warm pool with a time scale of 30–90 days. The active phase is characterized by strong westerly winds and abundant free-tropospheric moisture, while the suppressed phase exhibits easterly winds, a dry free troposphere, and sunnier skies (Madden and Julian 1994; Maloney and Hartmann 1998; Riley et al. 2011). During boreal summer [June–September (JJAS)], convection on this time scale tends to propagate northward into the Asian and west Pacific summer monsoon regions, and influence the onset of the monsoon in addition to producing active and break periods in the heart of the season (Wang and Xu 1997; Annamalai and Slingo 2001). This mode is often referred to as the boreal summer intraseasonal oscillation (BSISO).

While oceanic precipitation generally follows the enhanced moisture of the MJO active phase, several studies have shown a relative minimum in the amplitude of the diurnal cycle and in total precipitation over landmasses during the active phase of the MJO (Sui et al. 1992; Rauniyar and Walsh 2011; Oh et al. 2012). Such a signal has also been observed for regions impacted by the BSISO (e.g., Chen and Takahashi 1995; Ho et al. 2008; Xu and Rutledge 2018), although a weaker diurnal cycle is still present over land during the active phase (Chudler et al. 2020). Taking a more precise view, Peatman et al. (2014) demonstrated a peak in the amplitude of the diurnal cycle in the transition from suppressed to active MJO state for several MC islands using satellite observations. Vincent and Lane (2017) identified a double peak in the diurnal cycle amplitude as a function of MJO phase in a WRF simulation, with a secondary peak at the end of the MJO active state, but noted this was less significant in observations.

The mechanisms involved in the MJO modulation of the diurnal cycle remain uncertain. Many of the above studies have attributed the enhanced diurnal cycle during the suppressed phase to the reduced cloudiness, which leads to a stronger thermal differential between the land and sea during daytime, and thus a stronger sea breeze and stronger diurnal precipitation. This, however, would not explain the specific preference for a diurnal cycle peak near the end of the MJO suppressed period. Peatman et al. (2014) speculated that frictional moisture convergence associated with the Kelvin wave east of enhanced MJO convection (Gill 1980) can explain this difference. Equatorial wave dynamics fall short of explaining why the strongest diurnal cycle occurs during the transition to BSISO active conditions in the northern Philippines, much farther from the equator (Natoli and Maloney 2019). In studies of the larger MC and South China Sea (SCS) region, Lu et al. (2019) and Chen et al. (2019) found moisture convergence to be an important factor, but attributed it to convergence of MJO-scale moisture by the local land–sea-breeze circulation. Others have also pointed to moisture availability as a primary control on the diurnal cycle (e.g., Vincent and Lane 2017). Natoli and Maloney (2019) hypothesized using observations and reanalysis that a combination of moderate insolation, sufficient moisture, and weak low-level wind favors a strong diurnal cycle, consistent with Sakaeda et al. (2020) and a WRF simulation of a single MJO event by Vincent and Lane (2016). These environmental conditions tend to occur simultaneously during the transition from suppressed to enhanced intraseasonal convection (Natoli and Maloney 2019), and can also explain the preference for strong diurnal cycles in certain phases of other modes of convective variability like equatorial Rossby waves and the quasi-biweekly oscillation (Sakaeda et al. 2020; Natoli and Maloney 2021).

Near the Philippines, the low-level wind lags moisture in an MJO life cycle by 1/8 to 1/4 cycle, and this could be a primary factor explaining why the diurnal cycle is enhanced during the suppressed-to-active transition, but not the reverse (Natoli and Maloney 2019, 2021). Since MJO moisture leads the westerly wind burst (e.g., Maloney and Hartmann 1998), the suppressed-to-active transition exhibits sufficient moisture, but weak easterly winds, while the reverse has similar moisture and insolation anomalies, but strong westerly winds (Natoli and Maloney 2019). Shige et al. (2017) showed that periods of strong environmental flow induced heavy total precipitation, but a small diurnal amplitude in India and Myanmar, while the opposite was observed during weak flow. They argued that strong winds can prevent the buildup of a thermal differential between land and sea, and thus weaken the sea breeze and convection forced by it. Short et al. (2019) used satellite wind measurements over ocean to identify a correlation between a stronger offshore wind component (or weaker onshore wind component) and the amplitude of the diurnal perturbation in wind. An idealized modeling study of a small tropical island by Wang and Sobel (2017) found that the maximum precipitation rates associated with the diurnal cycle occurred with no background wind. Increasing the background wind resulted in more mechanically forced precipitation, but a reduction in the strength of the diurnal cycle.

The background wind has also been shown to influence where on an individual island precipitation forms. For example, while exploring the variability of local precipitation related to the MJO, Qian (2020) noted a tendency for wet anomalies in both the diurnal cycle and daily mean precipitation to occur on the leeward side of large MC islands and mountain ranges. Virts et al. (2013) found that lightning activity is also enhanced on the leeward side of topography, indicative of strong convection. Recently, Riley Dellaripa et al. (2020) examined the diurnal cycle over the Philippines through a high-resolution simulation of a 2016 BSISO event and found that the active phase, associated with strong westerly winds, shifted precipitation to the east (leeward) side of Luzon when topography was removed.

Other studies have examined the influence of the background wind on offshore propagation of diurnally generated convection. Convection that initiates in the afternoon has been observed to propagate offshore in the same direction as the mean lower-tropospheric wind during the evening and overnight hours (Mori et al. 2004; Sakurai et al. 2005; Ichikawa and Yasunari 2006; Yanase et al. 2017; Ruppert and Zhang 2019). Recent field data from the Years of the Maritime Continent (YMC) campaign west of Sumatra Island have also addressed this issue. Examining data from the November–December 2015 pre-YMC campaign, Wu et al. (2017) indicated that a strong, westward-propagating diurnal cycle was observed consistently during low-level easterlies prior to the onset of an MJO westerly wind burst.
After the onset of the strong westerlies, the amplitude of the diurnal cycle was reduced and offshore propagation to the west ceased. Yokoi et al. (2019) reached interesting conclusions by comparing the December 2017 field data to the pre-YMC campaign. They noted that during the 2017 campaign, offshore propagation of diurnally generated convection was only observed on about half of the days, while it was nearly ubiquitous in 2015. They noted that the presence of a strong El Niño event in 2015 favored consistent easterly (offshore) wind anomalies, while the La Niña background in 2017 led to much more frequent westerly (onshore) winds. Additionally, they noted that the cooling in the lower free troposphere attributed to convectively generated gravity wave propagation on diurnal time scales (e.g., Love et al. 2011; Hassim et al. 2016; Yokoi et al. 2017) was present on most days, regardless of whether convection propagated offshore. They concluded that gravity wave destabilization of the offshore environment may not be a sufficient condition for offshore propagation, and instead highlighted an important role for the low-level background wind.

This study aims to isolate the impact of the background wind on the diurnal cycle of precipitation over large tropical islands in observations and an idealized model. The goal of this manuscript is to demonstrate that much of the variability in the diurnal cycle of precipitation over a tropical island, from its strength to the direction and consistency of offshore propagation, can be inferred from the large-scale background wind on a given day. We consider the background wind to be any wind variability on time scales longer than the diurnal cycle. The idealized simulations here are inspired by previous results focusing on Luzon Island during boreal summer (e.g., Natoli and Maloney 2019, 2021), but the conclusions are not meant to be exclusive to this island. Our results are also designed to be agnostic to the reasons for variability in the background wind, but we anticipate the conclusions of this study will facilitate a better understanding of the relationship between large-scale modes such as the MJO and the diurnal cycle. We will show that much of the variability in the diurnal cycle can be attributed to variability in the environmental background wind. In section 2, a summary of the observational datasets and methods used will be described, followed by a description of the idealized model used to test the diurnal cycle under varying background wind conditions. Section 3 includes a discussion of observational results in which composites of the diurnal cycle near Luzon Island in the Philippines are created based on the background wind profile. Section 4 describes the model simulations forced with the background wind profiles described in section 3, examining variability in land-sea-breeze strength and offshore propagation. Additionally, a series of sensitivity experiments that aim to improve understanding of the primary factors determining propagation direction are explored. Last, a summary of the main conclusions of this study is given in section 5.

2 Data and methods

a. Observations

Satellite observations and reanalysis are used for the period JJAS 1998–2020 in this study to examine the diurnal cycle as a function of the background wind, as well as set up and verify our model experiments. Vertical profiles of wind, temperature, geopotential height, and moisture on 27 pressure levels ranging from 1000 to 100 hPa at 25-hPa resolution from 1000 to 750 hPa and 50-hPa resolution from 750 to 100 hPa from the fifth-generation reanalysis by the European Centre for Medium-Range Weather Forecasts (ERA5) are employed at 0.25° spatial resolution and hourly temporal resolution (Copernicus Climate Change Service 2017; Hersbach et al. 2020). ERA5 single-level fields of mean sea level pressure (MSLP) and 2-m temperature (T2m) are also used at the same resolution. Satellite-derived precipitation estimates come from version 1.0 of the bias-corrected Climate Prediction Center morphing technique (CMORPH; Joyce et al. 2004; Xie et al. 2017). CMORPH data are examined at 8 km × 8 km spatial resolution and 30-min temporal resolution. Tropical cyclone (TC) track data from IBTrACS (Knapp et al. 2018, 2010) also provide context on the TC impact frequency in the observational results. Last, topography data from NOAA ETOPO2 (National Geophysical Data Center 2006) are included as a reference for the local geography.

b. Binning method

To stratify the period of record by vertical wind profile, a localized index is created to best represent flow on the west side of Luzon Island in the northern Philippines. Vertical profiles of zonal wind are averaged across all hours of the day, and spatially inside box A (Fig. 1a) to create a single profile per day. Results are qualitatively insensitive to changes in the size of the box (up to covering the entire Philippines). Only ocean points were included to avoid capturing interference from the high topography of Luzon. The choice to place the box on the west side was guided by the preference for westerly propagation of diurnally generated convection in this region during JJAS (Ho et al. 2008; Natoli and Maloney 2019; Lee et al. 2021; Xu et al. 2021).

Next, the first EOF of the vertical profile of daily averaged zonal wind was calculated for the study period (JJAS, 1998–2020) from 1000 to 200 hPa. The purpose of this EOF analysis is to simply and cleanly classify days according to the sign and magnitude of the zonal wind throughout the column. Data were first spatially averaged and then standardized about the JJAS mean and standard deviation for each vertical level. While there is some seasonality within the JJAS season, the full JJAS period is considered to be within the westerly monsoon season and thus the effects of the seasonal cycle are minor. On average, the monsoon in the Philippines begins in mid-May and lasts until late September (Matsumoto et al. 2020). The structure of the first EOF, which explains 73.7% of the variance, is shown in Fig. 1b retained in physical units by projecting the unprocessed data onto the standardized principal component (PC) time series. Figure 1b is scaled according to one standard deviation of the PC. The primary mode of variability is characterized by deep westerly (or easterly, since the sign is arbitrary) flow that maximizes in the midtroposphere, but with similar amplitude to 900 hPa. This structure and its corresponding PC time series is then
used as a proxy for daily mean flow impinging on Luzon. While this is not the main subject of this study, the power spectrum for the PC is shown in Fig. 1c. Peaks above a theoretical red noise power spectrum with the same autocorrelation as the PC (Gilman et al. 1963) are apparent at roughly the Madden–Julian oscillation time scale (e.g., 30–90 days), the quasi-biweekly oscillation time scale (e.g., 10–15 days), and the synoptic time scale (e.g., less than 10 days), although none are statistically significant according to an F test at the 95% confidence level. However, this does highlight some variability in this index that may be modulated by various large-scale drivers.

Observational data are then binned by the Luzon zonal wind EOF index. Nine bins are selected, centered at 0.0σ, ±0.5σ, ±1.0σ, ±1.5σ, and ±2.0σ, where σ indicates the value of the PC time series on a given day. Each bin includes days with PC values within ±0.25σ of the midpoint stated above, and are inclusive on the top end. The ±2.0σ bins include days with PC values from ±1.75σ to the minimum of −3.58σ or maximum of 3.92σ. ERA5 profiles of zonal wind, specific humidity, geopotential height, and temperature as well as the single-level values of MSLP and T2m are composited based on these bins. Additionally, a composite diurnal cycle of CMORPH data is generated for each of the nine bins, by averaging precipitation rates at the same times of day for all days in the bin. The number of days in each bin is indicated in Fig. 2c, with the number of days in which a TC center was located near Luzon (defined as inside 10°–22°N, 115°–127°E) also indicated. While the ±2.0σ bins were excluded from the observational analysis due to heavy TC influence, the TC days are still retained in the other bins. Removing them was tested and found not to qualitatively change the results.

c. CMI setup

Idealized experiments using version 20.2 of Cloud Model 1 (CMI; Bryan and Fritsch 2002) are performed to examine the sensitivity of the tropical diurnal cycle to the monsoonal background flow. One goal of this study is to realistically simulate aspects of the diurnal cycle in an idealized framework, which led to the decision to use CMI. This model has a fairly low computational cost and lends itself well to numerous sensitivity tests, some of which will be discussed in this manuscript, with work ongoing to analyze several others. The model is run in two dimensions, with an 800-km domain in the x direction at 1-km grid spacing, and a stretched vertical grid that begins at 50-m resolution in the boundary layer and increases to 1150 m at the domain top, which is at 20 km. This high-resolution allows for nonparameterized convection. A 2D framework aims to further simplify our analysis. This is suitable for qualitative comparison between model runs concerning convective initiation and propagation, but may fall short on quantitative aspects compared to reality (Rotunno et al. 1988; Grant and van den Heever 2016; Wang and Sobel 2017). Two of the simulations were examined in 3D and the conclusions were found to be unchanged. Another sensitivity test examined a higher model top and again found little change.
The parameterizations used include the Morrison double-moment microphysics scheme (Bryan and Morrison 2012), the NASA Goddard radiation scheme adapted from the Advanced Regional Prediction System model, a revised surface scheme from WRF based on Monin–Obukhov similarity theory (Jiménez et al. 2012), and the Yonsei University planetary boundary layer scheme (Hong et al. 2006). The boundary conditions are open radiative at the lateral boundaries (Durran and Klemp 1983), partial slip at the bottom, and free slip at the top. The inflow boundary is nudged to the base state with a time scale of 60 s. A Rayleigh damping layer is applied above 15 km with an e-folding time scale of 300 s. In addition, a large-scale nudging technique is implemented to the zonal wind, potential temperature, and water vapor mixing ratio to improve conservation and maintenance of the background wind. This term is applied uniformly across the domain at each time step and vertical level, nudging the domain mean of each field back to the base state with a time scale of 3 h. Other time scales were tested, and 3 h seemed to strike a good balance between maintaining base state through the entire simulation, while also allowing the model to evolve its own diurnal cycle.

To simulate the coastal diurnal cycle, a 200-km island is placed at the center of the domain. This size is roughly the zonal extent of Luzon between 16° and 18°N. The model does not include topography, which is motivated by the results of Riley Dellaripa et al. (2020), who showed relatively minor differences in diurnal cycle behavior between runs with and without topography in their simulations of a BSISO event near Luzon. We acknowledge that lack of topography may affect interpretation of some of our results below, although we intend our results to be generalizable to a generic tropical island in the warm pool and not only Luzon. The land surface is defined as using parameters for a cropland–woodland mosaic land use, which again is representative of the lower elevations of Luzon. The base state comes from ERA5. Initial surface temperatures come from the average SST inside box A (Fig. 1a) for the ocean, and the average skin-temperature on land points.
below 400 m in elevation inside box L. While the SST is fixed at the ERA5 mean value of 302.5 K for all simulations, the soil temperature over land evolves freely, but does not systematically stray from its initial condition late in the simulation. This was the only SST value tested in this study, but exploring the sensitivity of the diurnal cycle in CM1 to the SST would be an interesting avenue for future research.

Initial surface conditions and the base-state sounding come from averages of the surface conditions and profiles in each of the bins of the zonal wind EOF index described in the prior section. This yields nine different simulations, each with a different temperature, moisture, and wind profile (the latter two are shown in Figs. 2a,b), and different surface conditions. No initial perturbations are included, and the radiation is allowed to evolve the sea-breeze circulation and diurnal cycle naturally. The model is run with a solar cycle corresponding to 178N, and initialized at 0500 local time 1 August (roughly the middle of the monsoon season for Luzon; Matsumoto et al. 2020). Each simulation is 14 days in length in order to capture internal day-to-day variability for each base state, and then diurnal composites are generated. Since the first day of the simulation was not substantially different from the later days, the spinup time was determined to be short and all 14 days are retained in the subsequent analysis. Output is saved every 15 min. An additional set of 24 sensitivity tests was run for 7 days each with the same model configuration, with the goal of elucidating controls on the direction and speed of nocturnal offshore propagation. A detailed description of these experiments is left to section 5, as presentation of the results from the main set of experiments is necessary to understand the motivation behind each set.

3. Observations
a. Daily mean

Composites of CMORPH precipitation data based on bins of the zonal wind EOF index described above will be considered first to establish the importance of the background wind to the diurnal cycle in the real atmosphere and to compare to prior studies near Luzon (e.g., Natoli and Maloney 2019, 2021). These results will be referenced in section 4 to demonstrate that several realistic aspects of the diurnal cycle can be simulated in CM1. The average profiles in box A (Fig. 1a) for each bin are shown in Figs. 2a and 2b. The bins well-stratify zonal wind, and are slightly skewed toward low-level westerlies since the JJAS mean profile is westerly in the low levels (not shown). The more westerly bins tend to be moister than the easterly bins, consistent with the general behavior of monsoon season in the Philippines in which periods of moist, westerly monsoon activity are interspersed with drier easterly trade winds (Park et al. 2011; Chudler et al. 2020). One exception is the −2.0σ bin, which is from a very small sample of 35 days (Fig. 2c), nearly half of which had a tropical cyclone storm center near Luzon. The significant tropical cyclone influence explains why its corresponding humidity profile is much moister than average. Due to the small sample size, this bin is excluded from the observational discussion below. The results from the +2.0σ bin are generally a more extreme depiction of the results from the +1.5σ bin, and are also excluded from the discussion below for the sake of brevity. Both bins are retained for the model experiments to test more extreme conditions.

The CMORPH daily mean precipitation rate during JJAS is shown in Fig. 3a, indicating high precipitation rates in excess
of 10 mm day\(^{-1}\) over much of Luzon and the coastal SCS. The differences between the JJAS mean and the mean precipitation rate for each wind bin are shown in Fig. 4. Statistical significance at the 95% confidence is shown as dots. This was calculated via a bootstrap method in which each composite was compared to the daily mean precipitation rate from 1000 random composites with the same number of days as each bin shown in Fig. 2c. Days with stronger westerly winds (e.g., +1.5, +1.0 m/s) experience elevated precipitation over the SCS, windward of the highest topography of Luzon. Similarly, the strongest easterly bins tend to exhibit reduced precipitation on the west (leeward) side of the island, but enhanced precipitation on the east (windward) side. Some counterintuitive features are apparent in the middle three bins. For example, there is elevated precipitation on the east side of Luzon in the +0.5 m/s bin despite being on the leeward side of the island. As will be detailed in the next subsection, this may be explained by variability in the diurnal cycle that is enhanced on the leeward side of topography (Virts et al. 2013; Natoli and Maloney 2019, 2021; Qian 2020). This effect can be substantial enough to dominate the daily mean precipitation anomalies when the background wind is light.

**b. Diurnal cycle**

Many important aspects of diurnal precipitation variability in Luzon can be captured by compositing days according to the environmental wind alone. While the focus here is on the wind, ongoing research will attempt to address the relative importance of wind compared to other aspects of the environment that may covary with wind, such as moisture and insolation. In this study, the amplitude of the diurnal cycle is defined as the amplitude of the first harmonic of a composite diurnal cycle, as in Natoli and Maloney (2019). While there is some higher-order variability, the first diurnal harmonic contributes about 60%–90% of the intradiurnal variance over land and coastal waters as measured by the fit of the harmonic to the JJAS composite diurnal cycle. Thus, we will focus on this harmonic and ignore higher-order modes for the purposes of this study. The diurnal amplitude of the JJAS composite diurnal cycle is shown in Fig. 3b. Very high diurnal amplitudes, exceeding the daily mean precipitation rate, are found over most of Luzon. The diurnal amplitude decreases to the west of Luzon.

Figure 5 shows the difference between the diurnal amplitude in the composite of days in each environmental wind bin,
and the diurnal amplitude in the composite of all JJAS days. Statistical significance at the 95% level is again shown after the amplitude of the bin composite diurnal cycle is compared to the amplitude of the composite diurnal cycle in the 1000 random composites made for each bin. Details on the mean state of the boreal summer precipitation patterns near Luzon can be found in Natoli and Maloney (2019). The anomalies in diurnal amplitude binned by environmental wind alone are generally stronger over portions of Luzon than was found to be associated with large-scale modes like the BSISO (e.g., Fig. 6 of Natoli and Maloney 2019).

Over land, the diurnal cycle is generally strong when the low-level zonal wind is weak (e.g., $-0.5\sigma$, $0\sigma$, and $+0.5\sigma$ bins), and weak when the low-level wind is strong (e.g., $-1.5\sigma$ and $+1.5\sigma$), consistent with Shige et al. (2017). In addition, there is a noticeable preference for a strong diurnal cycle in the lee of the island. For example, days in the $-1.0\sigma$ and $-0.5\sigma$ bins (which have low-level easterly winds) tend to have a strong diurnal cycle on the west side of the island, and a weak diurnal cycle on the east side. The opposite behavior is apparent in the $+1.0\sigma$ and $+0.5\sigma$ composites. This is consistent with prior studies examining other MC islands with observations (e.g., Virts et al. 2013; Liang and Wang 2017; Qian 2020; Sakaeda et al. 2020). A clear shift is seen as westerly wind increases, starting with a weak diurnal cycle across all of Luzon during strong easterlies (e.g., $-1.5\sigma$), followed by a stronger diurnal cycle progressing across the island from west to east as weak to moderate easterlies transition to weak to moderate westerlies (e.g., $-1.0\sigma$ to $+1.0\sigma$), leading to a strong suppression during strong westerlies (e.g., $+1.5\sigma$).

The offshore propagation of the diurnal cycle is also strongly associated with the vertical profile of zonal wind. Figure 6 shows Hovmöller diagrams of the composite diurnal cycle for each bin, latitudinally averaged from 16° to 18° in box L (Fig. 1). The black line superimposed estimates the average propagation speed by finding a line of best fit between the longitudes of maximum precipitation rate at each 30-min time step between 1600 and 0100 local time.

Figure 6 clearly shows that while westward propagation of convection is prominent during the westerly monsoon season (e.g., Aves and Johnson 2008), this occurs largely on days in which the wind is more easterly than average (e.g., $-1.5\sigma$, $-1.0\sigma$, and $-0.5\sigma$ days). In fact, days with near average or westerly zonal wind exhibit little westward propagation, but
do display some preference for eastward propagation. On strong easterly days ($-1.5\sigma$), a weak enhancement of precipitation occurs on the western coastline in the late afternoon, which then propagates offshore overnight. This behavior is more obvious on weak to moderate easterly days ($-1.0\sigma$ and $-0.5\sigma$), where heavy precipitation forms over the high topography during the late afternoon, and then migrates predominantly to the west during the evening and overnight, propagating at roughly 5–6 m s$^{-1}$. When the wind is near the JJAS mean ($0.0\sigma$), strong precipitation is observed closer to the center of the island, with weak evening propagation in both directions. Observations in two field campaigns near Sumatra indicated similar dependence of offshore diurnal propagation on the wind profile normal to the coastline (Yokoi et al. 2017, 2019). While the timing is difficult to ascertain from Fig. 6, closer analysis (not shown) indicates that the precipitation rate over land peaks about 30 min to one hour earlier on easterly wind days compared to moderate westerly wind days. This difference is subtle, but consistent with prior studies showing an later precipitation peak in the presence of onshore wind (e.g., Zhong and Takle 1993; Chen et al. 2017).

The westward branch disappears in weak to moderate westerlies ($+0.5$ and $+1.0\sigma$). Precipitation develops over the east side of the highest topography (near the center of the island), and then propagates to the east in the evening at roughly 5–6 m s$^{-1}$. However, convection moving to the east on these days does not tend to last as long or propagate as far when compared to westward propagating convection in the $-1.0\sigma$ and $-0.5\sigma$ bins. We speculate this may be due to the secondary mountain range on the eastern coast interfering with land-breeze and cold pool propagation, but this is beyond the scope of this study and could be a caveat of the modeling results below. During strong westerlies ($+1.5\sigma$), little precipitation is observed over the central and eastern part of Luzon, but very heavy rainfall is apparent over the SCS and western slope of the highest mountains throughout the day. These results are consistent with Ho et al. (2008), who also examined the Philippines, and an analysis of Sumatra Island by Yanase et al. (2017). This behavior is also consistent with what many prior studies have shown regarding the relationship between large-scale modes of variability like the MJO (which impacts the wind profile) and the local diurnal cycle (e.g., Ichikawa and Yasunari 2006, 2008).
4. CM1 experiments

The CM1 simulations will be described in detail in this section. First, the general behavior of precipitation in each experiment will be discussed. Then in section 4b, the sea-breeze circulation will be explored in more detail in order to explain why the diurnal cycle is stronger in the weak wind simulations. The mechanisms controlling the speed of offshore propagation in the model are also explored. Section 4c includes a discussion of the sensitivity experiments that are designed to elucidate more information about the controls on propagation direction in the model.

a. Simulation overview

Figure 7 shows the modeled precipitation rate for the full 14 days of the CM1 simulations (showing every other experiment for brevity). Precipitation develops nearly every day in all simulations, and relatively consistent behavior is seen from one day to the next. Notably, convection that develops over land (marked by the vertical dashed lines) propagates in the same direction on every day in the same simulation. This justifies our use of a composite of all 14 days for the remainder of this study, as some internal day-to-day variability in the diurnal cycle may be smoothed over, while highlighting signals present every day. Figure 8 shows the daily composite surface precipitation rate, found by averaging across all 14 days for every time step (i.e., 96 time steps at 15-min intervals). For experiments that exhibit coherent offshore propagation, the best fit line connecting the longitude of maximum smoothed (to a 5-km grid) precipitation rate at each time step between 2300 and 0800 local time is shown as a dashed black line with its average propagation speed noted in the panel legend.

Remarkably, the idealized 2D simulation can capture several important aspects of the diurnal cycle in observations shown in Fig. 6. The easterly experiments (e.g., -1.5σ, -1.0σ, -0.5σ) demonstrate mainly westward propagation, consistent with...
CMORPH observations. Similarly, the weak to moderate westerly experiments (e.g., +0.0σ, +0.5σ, +1.0σ) all exhibit eastward nocturnal propagation. The model propagates convection offshore at around 4–7 m s⁻¹, with some variability between the experiments. These speeds are consistent with land-breeze or cold pool propagation speeds (Finkele 1998; Vincent and Lane 2016; Hassim et al. 2016). This observation will be described in more detail in the next section. The easterly experiments tend to initiate deep convection in the late afternoon over the west (leeward) side of the island, as in observations. The opposite is evident in the westerly experiments. These results complement prior modeling studies showing similar diurnal cycle behavior (Saito et al. 2001; Liang et al. 2017). Very strong background winds (e.g., the +2.0σ experiments) suppress the diurnal cycle, as was also seen in observations. Since most of the modeled precipitation comes from the diurnal cycle, convection is suppressed altogether in the strong background wind simulations. Precipitation tends to develop earlier in the day, reaches a weaker maximum, and dissipates faster in the strong wind experiments, consistent with other modeling studies (Zhong and Takle 1993; Chen et al. 2017; Wang and Sobel 2017).

Deep convection appears to develop closer to the eastern coastline in the +0.5σ and +1.0σ simulations than in the corresponding observations. In addition, storm longevity is symmetric between eastward and westward observations in the model, unlike observations, possibly because of the lack of topography in the model. This can be explained by invoking the results of Riley Dellaripa et al. (2020), who showed that the presence of topography in a simulated diurnal cycle over Luzon focused precipitation over the mountains in suppressed BSISO conditions (analogous to our easterly experiments). However, it is worth noting that Riley Dellaripa et al. (2020) found a relatively modest change in diurnal cycle behavior without topography, which was partial motivation for incorporating the simplification of flat topography in our simulations. The asymmetry in observations that is not present in the flat model may be explained by the concentration of the highest peaks near the western coast (Fig. 1) and the lower mountains.
near the east coast interfering with eastward propagation. Additionally, the flat topography may contribute to timing differences between the model and observations. The modeled precipitation rate over land (Fig. 8) peaks slightly later than in observations (Fig. 6). This is again consistent with the results of Riley Dellaripa et al. (2020), who showed that the presence of topography leads to an earlier diurnal cycle peak during suppressed MJO conditions, which would be roughly analogous to the weak wind simulations here where this timing difference is most evident.

b. Land–sea-breeze circulation

Much of the variability in precipitation behavior over land during the day between background wind experiments can be attributed to the modulation of the strength of the sea-breeze circulation. While the discussion surrounding propagating sea-breeze fronts may somewhat limit applicability to our example case of Luzon due to the lack of topography in the model, this is still useful to understand the processes governing the model behavior. Figure 9 shows composite zonal wind at the lowest model level (25 m) for every other experiment. The top row (Figs. 9a–e) shows the total wind, while the bottom row (Figs. 9f–j) shows the perturbation from the base state. In the simulations with a weaker wind speed (e.g., 1.0 m/s and 0.0 m/s, Figs. 9b,c,g,h), a roughly symmetric sea breeze, indicated by an onshore wind, begins to develop around 0800 LT, and then expands offshore and propagates inland from both coastlines. The sea-breeze front can be identified as the transition zone from near zero perturbation zonal wind to anomalous onshore flow (i.e., westerly flow on the west coast or easterly flow on the east coast) over the landmass during the day. In the 0.0 m/s experiment, some weak precipitation is visible between about 1100 and 1700 LT along each sea-breeze front, but strong convection does not develop until the two sea-breeze fronts converge, at around 1700 LT (Fig. 8). The asymmetry in which side of the island experiences stronger convection is also illustrated in the sea-breeze front. The sea-breeze front appears to propagate inland faster on the
windward side (e.g., toward the lee), leading to initial convergence between the two fronts on the leeward side (e.g., Saito et al. 2001). In the strong wind experiments, the sea breeze is much weaker, with little diurnal change in the wind on the windward side, and anomalous onshore flow in the afternoon on the leeward side that temporarily cancels the prevailing offshore flow (Figs. 9a,e,f,j).

The sea breeze arises from a sea-to-land oriented pressure gradient force caused by differential heating between the land surface and the ocean with a much greater thermal inertia. While the general behavior of the low-level wind is shown in Fig. 9, Fig. 10 shows the pressure gradients that would propel such behavior. The average perturbation pressure over land reaches a minimum around 1500 LT and a maximum around 2000–2300 LT. This leads to the maximum acceleration in the onshore low-level zonal wind during the midafternoon hours (Fig. 9). The pressure gradient is measured in Fig. 10b by the maximum difference between lowest-model-level pressure over land and over ocean on the leeward side in order to clearly extract the differences between simulations. As expected, the maximum pressure gradient occurs in the −0.5σ simulation, which has the weakest low-level background wind (Fig. 2a). As the background wind increases in both the westerly and easterly directions, the pressure gradient decreases, leading to a weakening sea breeze with stronger wind.

Figure 11 demonstrates the impact of the prevailing wind on the thermal properties of the land surface and the onshore wind. Marked variability can be discerned depending on the background wind. On the western half of the island in the strong westerly experiments, the amplitude of the diagnosed T2m perturbation is much smaller than in the weak to moderate easterly experiments (Fig. 11a). The +2.0σ simulation, for example, has a nocturnal minimum temperature of around 25.5°C, and a daily maximum of around 31°C. The −1.0σ experiment conversely drops to 24.5°C at night, and warms to nearly 34°C during the day. Inverse behavior is seen over the eastern half of the island, with weak thermal contrast in −2.0σ and the strongest T2m diurnal cycle in 0.0σ (Fig. 11b). The strongest wind experiments reduce the afternoon maximum temperature even on the leeward side. This is more obvious on the west half of the island, likely due to the asymmetry in wind speeds through all simulations (e.g., the

![Fig. 10. (a) The 14-day composite perturbation pressure (in Pa) on the lowest model level averaged over the island and smoothed with a 1-h running mean for each of the experiments. (b) Maximum difference between average lowest-model-level pressure over the island and over the ocean on the leeward side in the composite (west side for −2.0σ through −0.5σ experiments, east side for +0.0σ through +2.0σ experiments).](image-url)
magnitude of the wind in the +2.0σ experiment is greater than the −2.0σ experiment). Thus, the amplitude of the T2m diurnal cycle appears to maximize during weak to moderate offshore prevailing winds.

The alterations in surface thermal contrast also affect the coastal low-level wind (Figs. 11c,d). The onshore perturbation $u' (u')$ is dramatically stronger on the leeward side on both coasts. The magnitude of $u'$ is around 6–9 m s$^{-1}$ during the afternoon hours on the leeward coast, but generally much weaker (0–5 m s$^{-1}$) with a peak later in the afternoon on the windward coast. These results support the hypotheses of many prior observational studies arguing that a strong prevailing wind can alter the diurnal cycle by ventilating the land surface, reducing the land–sea thermal contrast, and thus the sea-breeze circulation on the windward coast (e.g., Shige et al. 2017; Natoli and Maloney 2019, 2021; Qian 2020).

There are also substantial differences in nocturnal land-breeze behavior and the offshore propagation of precipitation. In Fig. 11, onshore prevailing wind leads to essentially no development of a land breeze on the windward coast, as indicated by the lack of onshore perturbation $u$ below zero in the 0.0σ through +2.0σ experiments on the west coast (Fig. 11c) and in the −2.0σ through −0.5σ experiments on the east coast (Fig. 11d). On the lee side, weak offshore flow develops in the late evening, supporting enhanced convergence and thus nocturnal precipitation. It is worth noting when considering Figs. 9 and 11 together that the spatial average in Figs. 11c and 11d only includes ocean points within 25 km of the coast. In Fig. 9, the land breeze is identified by the development of an offshore wind on the leeward coast (e.g., easterly wind on the west coast in the 2.0σ experiment, and westerly wind on the east coast in the 0.0σ and +1.0σ experiments), which then propagates offshore in the leeward direction with precipitation. In the weak wind experiments (Figs. 9g–i), a land breeze develops around 2000 LT. The composite precipitation signal propagating offshore (Fig. 8 and dashed line in Fig. 9) generally follows the maximum convergence associated with the land-breeze front (not shown), which can be inferred from the gradient of low-level zonal wind overnight in Fig. 9.

Interestingly, the strong wind experiments exhibit nocturnal leeward propagation of low-level offshore winds that are stronger than the background wind (i.e., negative perturbation moving westward overnight in Fig. 9f and positive perturbation
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**FIG. 11.** (a) Diagnosed 2-m temperature (°C) for each experiment averaged for each time across the western half of the island. (b) As in (a), but averaged over the eastern half of the island. (c) Onshore (i.e., westerly positive) perturbation zonal wind (m s$^{-1}$) at the lowest model level (25 m) for each experiment averaged for each time between the western coast and 25 km offshore. (d) As in (c), but with easterly winds defined as positive, averaged between the eastern coast and 25 km offshore.
moving eastward overnight in Fig. 9). This signal is mostly uncoupled from convection, although precipitation does form on this boundary on a few days in the simulation (Fig. 7a). We speculate that this is related to the timing of precipitation. Convection has already largely dissipated in the strong wind experiments by the time the land breeze initiates. While it is possible that the apparent land breeze in the weak wind simulations (Figs. 9g-i) is simply the low-level wind contributed by the outward spread of rain-cooled air in the convective cold pool, the fact that a similar signal appears in the strong wind experiments in the absence of convection allows for a hypothesis regarding the causal direction. This behavior seems to indicate that the land-breeze zonal wind signal is driving precipitation in these simulations rather than the other way around. In a climatology of convective cold pools derived from scatterometer winds, Garg et al. (2021) found that there is a nocturnal peak in cold pool activity around midnight to 0400 LT over the oceans that is associated with deep, moist convection. Additionally, a relative maximum in cold pool activity near the coastlines of MC islands also points to the potential influence of the land breeze on offshore precipitation. This signal was found to be well-represented in a model and satellite-derived precipitation estimates (Garg et al. 2022).

A rough estimate of predicted cold pool speed shows that the observed propagation speeds in the model and observations are generally consistent with density current theory. A modified equation for cold pool propagation speed described in Wakimoto (1982) and Bai et al. (2021) will be used:

\[ \nu = k \sqrt{gH \frac{\theta_w - \theta}{\theta_w} + 0.62U}, \]

where \( \nu \) is the density current velocity, \( k \) is a constant related to the Froude number taken to be 0.75 here following Wakimoto (1982), but could range from 0.7 to 1.08 (Bai et al. 2021), \( g \) is gravity, \( H \) is the depth of the cold pool, \( \theta_w \) is the potential temperature of the ambient atmosphere, \( \theta \) is the potential temperature of the cold pool, and \( U \) is the background wind. Using the 0.0r experiment at 2000 LT in the daily composite, we obtain some estimations for these values. The depth of the cold pool is somewhat subjective, but estimated here at 0.5 km. \( \theta_w \) is estimated to be 299.3 K after calculating the mean \( \theta \) at the lowest model level on the eastern half of the island at 2000 LT. The value of \( \theta_w \) is estimated to be 300.8 K, which is the mean \( \theta \) at the lowest model level averaged for 100 km offshore in advance of the cold pool at the same time. The lowest-model-level base state zonal wind is 1.42 m s\(^{-1}\). Inserting these estimated values into the equation above yields an estimated propagation speed of 4.6 m s\(^{-1}\), which is sufficiently close to the modeled value of 4.9 m s\(^{-1}\) (Fig. 8e) and the observed value of 3.2 m s\(^{-1}\) (Fig. 6d), although we note the observed precipitation signal does not clearly propagate offshore as discussed above. The range of propagation speeds in both observations and the various experiments are generally consistent with predicted speeds here based on density current dynamics, with some evidence of a dependency on a fraction of the base-state wind, as seen by the slightly faster propagation offshore with greater background wind in Fig. 8.

The relationship between the offshore propagation of precipitation and convectively generated gravity waves was also explored. Gravity waves have frequently been shown to be important for the propagation of diurnally generated tropical convection (Grant et al. 2018), either through direct coupling of convection to propagating gravity waves (e.g., Mapes et al. 2003; Lane and Zhang 2011), or by destabilizing the offshore environment in advance of convection propagating with the land breeze or cold pool (e.g., Love et al. 2011; Hassim et al. 2016; Yokoi et al. 2017; Vincent and Lane 2018). While gravity waves of multiple orders that likely develop in response to different convective heating profiles are apparent in these simulations, offshore propagation cannot be convincingly tied to any one gravity wave mode. However, there is evidence of destabilization of the offshore environment in advance of offshore propagation convection that could be related to gravity waves.

Figure 12 shows the 14-day composite convective available potential energy (CAPE), convective inhibition (CIN), and the level of free convection (LFC) averaged across the nearest 100 km of coastal waters on the eastern side of the island in the 0.0r simulation. The offshore environment is most stable around 1600 LT, as indicated by a minimum in CAPE and maximum in CIN and the LFC. The environment then gradually destabilizes through the evening hours, with instability peaking after midnight as precipitation starts to ramp up offshore. The late afternoon and evening destabilization time period corresponds to the peak and decay of land-based precipitation. Further analysis of the potential temperature budget (not-shown) leads to speculation that gravity waves initiated by different diabatic heating profiles relating to convection could contribute some of this destabilization. However, establishing this conclusively is beyond the scope of this paper. Further analysis of the gravity wave behavior in these simulations can be found in Natoli (2022).

To summarize, a stronger background wind in our simulations leads to a reduction in the thermal differential between land and water (Figs. 11a,b), which then leads to a reduced land–sea pressure gradient (Fig. 10b), and produces a weaker land–sea-breeze circulation especially on the windward coast (Figs. 9 and 11c,d). The sea-breeze fronts propagate inland from both shores with weak to moderate wind, but tend to converge and initiate convection on the leeward side of the island due to the windward front propagating faster. A signal resembling a land breeze can be seen propagating off the leeward coast in all simulations, but this has a stronger coupling to precipitation in the weaker wind simulations. These results add support to the hypothesis that surges of the monsoon lead to a reduced land–sea temperature contrast, and thus a weaker sea breeze and precipitation diurnal cycle. Offshore propagation in these simulations appears to be driven by low-level convergence associated with the land breeze, with a potential contribution by gravity waves toward offshore destabilization, consistent with Bai et al. (2021).

c. Direction of propagation sensitivity experiments

In this section, the sensitivity of the direction of precipitation propagation to the details of the zonal wind profile will
be considered. Figure 8 shows that modeled precipitation exhibits clear westward propagation in $-0.5\sigma$, but clear eastward propagation in $0.0\sigma$. There is still a fairly large gap between these two wind profiles, particularly considering the depth of the low-level westerlies (Fig. 2). Weak easterlies cover the entire profile in the $-0.5\sigma$ base state, while weak westerlies reach up to nearly 600 hPa in the $0.0\sigma$ base state. Thus, additional sensitivity experiments were designed to fill in these gaps, while also testing the response to different low-level shear profiles. These experiments were divided into three sets of eight each, run for 7 days with the moisture and thermodynamics of the $0.0\sigma$ experiment, but with adjustments made to the vertical structure of the zonal wind profile to assess the importance of flow at different levels diurnal precipitation behavior.

Specifically, experiment set 1 will fill in the gaps between the $-0.5\sigma$ and $0.0\sigma$ experiments to see how deep low-level westerly flow needs to be to initiate eastward propagation of precipitation. Experiment set 2 tests whether a narrow layer of westerlies in the lower free troposphere can lead to eastward propagation under constant low-level westerly shear. Finally, experiment set 3 tests if a different depth of the westerly layer is required to initiate eastward propagation when under constant low-level easterly shear. The results in this section will show that, at least in these CM1 simulations, the zonal wind in the lower free troposphere appears to be the primary factor determining whether convection will propagate to the east or the west, while the boundary layer wind determines which side of the island diurnal precipitation will develop on before propagating in one direction or the other. The differences between each experiment set are displayed graphically in Fig. 13.

Some prior papers on tropical squall lines have broached similar subjects, and will be briefly discussed here. Observations by Keenan and Carbone (1992) indicated that monsoon-break season squall lines appeared to propagate in the direction of the 700-hPa winds. Peters and Hohenegger (2017) noted that convection initially propagates in the direction of the background wind (vertically unidirectional in their experiments). Others have implicated the wind shear as an important factor determining convective organization and propagation direction (e.g., Rotunno et al. 1988; Nicholls et al. 1988; Liu and Moncrieff 1996; Tulich and Kiladis 2012). Tropical squall lines may also act to reduce the wind shear through vertical mixing which homogenizes the zonal wind profile (LeMone et al. 1984). However, the shear profile used in the experiments discussed so far not as strong as that used in most of these studies, so other processes may be more important for determining propagation direction in this environment (Grant et al. 2020). These ideas will be relevant to the discussion of the next several figures.

Figure 13 shows the base-state zonal wind profiles for each of the sensitivity tests described in this section. The color-coding for each line indicates the propagation velocity, where red is eastward propagation and blue is westward propagation. The gray profiles either had visible propagation in both directions, or unclear propagation that caused the objective algorithm to fail. The first set (Fig. 13a) labeled Exp. 1.1 through 1.8 is simply a linear interpolation between the $-0.5\sigma$ and $0.0\sigma$ simulations (where 1.1 is identical to the $-0.5\sigma$ experiment and 1.8 is identical to the $+0.0\sigma$ experiment). Set 1 shows that once westerlies extend to a depth of about 800 hPa or deeper in CM1, precipitation will propagate eastward.
The idea for set 2 (labeled Exp. 2.1 through 2.8) stemmed from these results, and aims to address whether a layer of westerlies centered in the lower free troposphere could lead to westward propagation when the surface winds are easterly also. To accomplish this, a new profile was created in which the low-level winds of set 1 are modified. If the set 1 profile is more westerly than extrapolation of a line connecting a 1000-hPa wind of \(-1\) m s\(^{-1}\) and 0 m s\(^{-1}\) at 900 hPa if the set 1 profile is more westerly than the ideal line profile at a given height. (c) As in (a), but for sensitivity experiments set 3, which are interpolated between the \(-1.0\sigma\) and \(0.0\sigma\) experiments, with the shear profile between 800 and 850 hPa extended to the surface. Profiles are color-coded by the propagation velocity of the smoothed (to 5-km spacing) maximum precipitation rate between 2000 and 0800 LT in each experiment, with red indicating eastward propagation, and blue indicating westward propagation. The gray profiles are chosen subjectively as experiments with weak or inconsistent offshore propagation in which the objective algorithm to calculate propagation speed failed.

The idea for set 2 (labeled Exp. 2.1 through 2.8) stemmed from these results, and aims to address whether a layer of westerlies centered in the lower free troposphere could lead to westward propagation when the surface winds are easterly also. To accomplish this, a new profile was created in which the low-level winds of set 1 are modified. If the set 1 profile is more westerly than extrapolation of a line connecting a 1000-hPa wind of \(-1\) m s\(^{-1}\) and a 900-hPa wind of 0 m s\(^{-1}\) the wind is set to the value of the extrapolated line instead (Fig. 13b). When the westerly layer is thicker than about 150 hPa (as in Exp. 2.5 to 2.8), eastward propagation ensues despite the easterlies below 900 hPa. We then wanted to address the role of the boundary layer shear, which inspired set 3 (labeled Exp. 3.1 to 3.8). This is done by extending the average shear between 800 and 850 hPa of the original profile (interpolated between the \(-1.0\sigma\) and \(0.0\sigma\)) to the surface (Fig. 13c). The propagation direction in each of these shows relatively similar results to set 1. Once the westerlies extend deeper than about 800 hPa (Exp. 3.6 through 3.8), precipitation starts to propagate eastward despite the easterly shear. This indicates that the depth of the westerlies is likely more important than the shear included at the magnitude in this study.

These sensitivity tests can also address some questions regarding the speed of propagation. In all of these experiments, the propagation speed is generally between 3 and 5 m s\(^{-1}\) in either direction, although the environmental wind is only greater than 3 m s\(^{-1}\) below 600 hPa in a handful (easterly winds in Exp. 3.1 through 3.4). Westerly environmental winds of greater than 3 m s\(^{-1}\) are found nowhere in any profile. Thus, it is unlikely that the precipitation propagation seen in the
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**Fig. 13.** (a) Idealized base-state zonal wind profiles in the lower troposphere for sensitivity experiments set 1, based on linear interpolation between the \(-0.5\sigma\) and \(+0.0\sigma\) experiments shown in Fig. 2a. (b) As in (a), but for sensitivity experiments set 2, which are taken from set 1, but forced to a line (in pressure–wind coordinates) connecting a wind of \(-1\) m s\(^{-1}\) at 1000 hPa and 0 m s\(^{-1}\) at 900 hPa if the set 1 profile is more westerly than the ideal line profile at a given height. (c) As in (a), but for sensitivity experiments set 3, which are interpolated between the \(-1.0\sigma\) and \(0.0\sigma\) experiments, with the shear profile between 800 and 850 hPa extended to the surface. Profiles are color-coded by the propagation velocity of the smoothed (to 5-km spacing) maximum precipitation rate between 2000 and 0800 LT in each experiment, with red indicating eastward propagation, and blue indicating westward propagation. The gray profiles are chosen subjectively as experiments with weak or inconsistent offshore propagation in which the objective algorithm to calculate propagation speed failed.
model is simply advection by the wind. Rather, these are propagating disturbances that move faster than the environmental wind (Lafore and Moncrieff 1989).

Figure 14 shows the zonal wind averaged within 25 km of the smoothed precipitation maximum between 1700 and 2000 LT. Eastward-propagating experiments have fairly well-mixed westerly winds between 900 and 700 hPa, with the converse in the westward-propagating experiments. The vertical profile in the lower free troposphere is much more homogeneous in these profiles compared to the base-state profile (Fig. 13), indicating that convection could be mixing horizontal momentum vertically (e.g., LeMone et al. 1984). During the convective maximum, the vertical wind shear is greatly reduced, and the resulting more uniform vertical wind profiles are generally quite consistent with the direction (but not speed) of offshore propagation. As described in the prior section, the speed can be roughly attributed to density current dynamics. This leads to the hypothesis that the propagation direction is determined by the average base-state momentum through roughly the 700–900-hPa layer which is mixed and homogenized by convection. It is unclear why the mixing does not appear to extend to the PBL below 900 hPa in these simulations, since Fig. 14 still shows some substantial shear in the lowest levels.

While the flow in the lower free troposphere appears to be important for determining propagation direction, the PBL background flow is likely important for determining where within the island the heaviest precipitation falls. Figure 15 shows a scatterplot of the average x coordinate of maximum precipitation rate between 2000 and 0800 LT with the base-state wind at 0.68 km for each of the 24 sensitivity tests. This level yields the highest correlation coefficient of 0.97, which drops off to 0.84 when the lowest-model-level wind is used, and to 0.69 with the 1.98-km wind. The correlation coefficient of the location of maximum precipitation rate with the average wind in the roughly 700–900-hPa layer is 0.78. The mechanism
involved here appears to be that the PBL background flow modifies the speed of the sea-breeze fronts, and leads to their convergence on the leeward side of the island. This behavior can be seen in Fig. 9 for the main set of experiments in this study, in which the afternoon sea breezes on each side of the island converge on the leeward side. For example, in the −1.0σ experiment (Figs. 9b,g), the easterly sea breeze propagates farther inland than the westerly sea breeze on the west (leeward) coast, and the convergence and precipitation maximum occurs on the west side of the island (Fig. 8b). When the wind is westerly as in the +1.0σ experiment (Figs. 9d,l) the sea-breeze fronts converge on the east (leeward) side of the island.

The variability in the location of maximum precipitation rate in experiment set 2 shows roughly the amount of random spread that could be expected, since all of these have the same low-level wind. Comparing these locations to the wind aloft (Fig. 13b) does not reveal any relationship between the location of maximum precipitation in set 2 and the wind higher in the atmosphere. This supports the idea that this is just what can be expected with random variability. An interesting observation from the set 2 experiments can be identified invoking some previous work. Carbone et al. (2000) proposed that the ideal condition for long-lived diurnally forced convection is a flow reversal in the lower free troposphere, such that surface winds are in opposition to the low-level shear vector. In such an environment, storms could initiate on the leeward side of the island (relative to the low-level wind) and then propagate entirely across the island. This occurred in our experiments 2.5–2.8 and can be seen based on the location of precipitation initiation on the west side of the island in the early evening in Fig. 15, and the eastward propagation denoted in Fig. 13b.

5. Conclusions

This study has explored the impact of the environmental wind profile associated with different states of the monsoon background on the diurnal cycle of precipitation. We have used Luzon Island in the northern Philippines as an observational test case to compare idealized modeling results of a 200-km wide island. It is shown that consideration of the environmental wind alone can explain many features in the observed variability of the diurnal cycle. These results complement the findings of many prior studies exploring the link between the diurnal cycle and large-scale modes of variability such as the MJO (e.g., Vincent and Lane 2016; Natoli and Maloney 2019; Short et al. 2019; Riley Dellaripa et al. 2020; Sakaeda et al. 2020), and also add to the general understanding of the diurnal cycle and offshore propagation of convection (Hassim et al. 2016; Kilpatrick et al. 2017; Yokoi et al. 2017, 2019). The main findings of this study are summarized as follows:

- Observed composite diurnal cycles conditioned on the environmental wind alone can capture distinct variability in diurnal cycle behavior. Strong diurnal cycles tend to occur with weak, offshore prevailing wind (Figs. 5b–f). Strong wind in either direction appears to be associated with a suppressed diurnal cycle (Figs. 5a,g).
- While westward propagation of diurnally generated convection is apparent in an observed composite of all days in the JJAS monsoon season (e.g., Natoli and Maloney 2019; Lee et al. 2021), this occurs primarily on days with the background wind more easterly than average (−1.5σ, −1.0σ, −0.5σ bins in Fig. 6a–c).
- A simple, 2D idealized simulation using CM1 can replicate the direction of propagation and qualitative strength of diurnally generated convection as impacted by the background wind that is seen in observations (Figs. 6 and 8).
- Strong background winds can ventilate the land surface and reduce the land–sea contrast, particularly on the windward side of the island, and greatly reduce the sea-breeze strength (Figs. 9 and 11). A sea breeze can still be identified on the leeward side of the island, but even this is reduced under the strongest winds.
- Convection propagates offshore during the overnight hours in the direction of the wind between 700 and 900 hPa, but moves at a speed of 3–6 m s⁻¹, consistent with density current speeds (Figs. 8 and 13).

These results improve understanding of the large-scale controls on the diurnal cycle in and near tropical islands, and are applicable to the study of the MJO/BSISO–diurnal cycle relationship. We have shown that the background wind alone can explain several aspects of diurnal cycle variability attributed to the MJO. For example, the direction of offshore propagation appears to be determined by the wind in the lower free troposphere (Figs. 8 and 13), consistent with Ichikawa and Yasunari (2006, 2008), Fujita et al. (2011), and Ruppert and Zhang (2019). Light, offshore winds appear to be associated with the strongest diurnal cycles both in observations (Fig. 5) and our idealized CM1 simulations (Figs. 8 and 2), favoring
strong diurnally generated convection on the leeward side of an island (Fig. 15). This supports findings by Virts et al. (2013), Natoli and Maloney (2019), Sakaeda et al. (2020), and Qian (2020), among others, who have identified heavy diurnal precipitation during the transition from suppressed to active MJO state, particularly on the west side of large islands (which is in the lee before the westerly wind burst arrives later in the active phase). The reduction in land–sea contrast shown in Fig. 11 supports the hypothesis that the onshore wind during active phases of the MJO is an important reason why the diurnal cycle is suppressed (Short et al. 2019; Yokoi et al. 2019).

It is worth noting that many of these features from observations can be described in a 2D model without topography. This is consistent with recent work that has suggested that topography is not vital in determining qualitative behavior of diurnally generated convection, although it can modestly increase the intensity of precipitation and modulate the timing of the diurnal cycle (Riley Dellapina et al. 2020; Ruppert et al. 2020). Topography may also alter the precise location where convection forms on the island through interactions with the propagating sea breeze.

While the simplifications made in this study are attractive for getting to the base of the problem, there are some caveats that could affect interpretation of these results. These will be briefly outlined, along with some suggestions for avenues of future research. Offshore propagation of convection is symmetric between westward and eastward propagation (Fig. 8), while westward propagation is clearly dominant over eastward propagation in observations (Fig. 6). Since this cannot be replicated in these simulations, we are unable to test the mechanism producing this asymmetry. However, it is hypothesized that this is related to the asymmetry in the topography of Luzon, with the highest mountains concentrated near the west coast, and a much shorter mountain range on the east coast. The enhanced convergence contributed by the mountains concentrates precipitation near the west coast in the real atmosphere, and it is possible that the east coast range interferes with cold pool and land–breeze dynamics, thus limiting eastward propagation. Additionally, Peatman et al. (2021) found that there can be some differences in diurnal cycle behavior associated with ambient wind between different islands, suggesting that the unique geography of an island may need to be considered when generalizing these results. In particular, the difference in diurnal cycle behavior on small islands has not been differentialed from that over the coasts of larger landmasses, such as the coast of Southeast Asia or Colombia. There is a possibility that some of the conclusions made in this dissertation are unique to CM1 and may not generalize to other more complex models such as WRF or RAMS. Our simulations are also unable to produce any oceanic precipitation not associated with offshore propagation, unlike the real atmosphere where the SCS experiences substantial rainfall around the clock during a monsoonal surge. Thus, our representation of the active phase may not be entirely realistic without imposition of temporal mean moisture convergence. We also note that analysis of oceanic cold pools identified via scatterometer-derived winds suggests that both models and satellite-derived precipitation estimates could miss a secondary afternoon peak in oceanic cold pools due to congestus activity (Garg et al. 2022). Many of these caveats could be addressed with future research.

We have shown that prevailing wind speed and direction is vital to understanding the large-scale controls on tropical island diurnal cycle behavior, and the wind alone can explain many aspects of the widely studied MJO–diurnal cycle relationship. However, we have not yet addressed the effects of other aspects of the environment modulated by large-scale modes of variability. Model sensitivity tests are ongoing to explore the contributions of several environmental background conditions, such as the ambient moisture and morning insolation, to diurnal cycle variability on tropical islands such as Luzon. We expect this will provide additional insight on the importance of the background wind relative to other variables in determining the behavior of the diurnal cycle on tropical islands and its offshore propagation.
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