Trustworthy Artificial Intelligence for Environmental Sciences
An Innovative Approach for Summer School


ABSTRACT: Many of our generation’s most pressing environmental science problems are wicked problems, which means they cannot be cleanly isolated and solved with a single “correct” answer. The NSF AI Institute for Research on Trustworthy AI in Weather, Climate, and Coastal Oceanography (AI2ES) seeks to address such problems by developing synergistic approaches with a team of scientists from three disciplines: environmental science (including atmospheric, ocean, and other physical sciences), artificial intelligence (AI), and social science including risk communication. As part of our work, we developed a novel approach to summer school, held from 27 to 30 June 2022. The goal of this summer school was to teach a new generation of environmental scientists how to cross disciplines and develop approaches that integrate all three disciplinary perspectives and approaches in order to solve environmental science problems. In addition to a lecture series that focused on the synthesis of AI, environmental science, and risk communication, this year’s summer school included a unique “trust-a-thon” component where participants gained hands-on experience applying both risk communication and explainable AI techniques to pretrained machine learning models. We had 677 participants from 63 countries register and attend online. Lecture topics included trust and trustworthiness (day 1), explainability and interpretability (day 2), data and workflows (day 3), and uncertainty quantification (day 4). For the trust-a-thon, we developed challenge problems for three different application domains: 1) severe storms, 2) tropical cyclones, and 3) space weather. Each domain had associated user persona to guide user-centered development.
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The NSF AI Institute for Research on Trustworthy AI in Weather, Climate, and Coastal Oceanography (AI2ES) recently held our second annual summer school on trustworthy artificial intelligence (AI) for the environmental sciences. We are an NSF-funded AI institute focused on creating trustworthy AI for a wide variety of atmospheric-, climate-, and ocean-related applications. The goal of this In Box article is to share the innovative approach we developed for the summer school in hopes that it will facilitate the development and refinement of future interdisciplinary educational efforts. To reach this goal, we describe the details of the overall structure, our main insights, the results of an external evaluation, and our plans for continued innovation of the summer school.

Goals and audience
A main focus of AI2ES is to improve workforce development and broaden participation, of which summer schools are a key part. Our goal with the 2022 summer school was to share our latest research in creating and understanding the nature of trust and trustworthy AI for the environmental sciences and to facilitate the use of these techniques by our participants. Our target audience was primarily early-career scientists (graduate students, postdoctoral researchers, and scientists newer to the workforce), and we targeted more toward environmental scientists with interest in AI (rather than the other way around). Figure 1 shows the locations of our registrants, with over 600 people attending from around the world. While the majority were from the United States, we had participants from 63 countries representing a wide range of economic and AI development (Zhang et al. 2022). Figure 2 shows the education level of the attendees. From these numbers, the majority of our attendees were current graduate students or people in the workforce.

Summer school lectures on trustworthy AI
The summer school was broken into two halves: each morning we held a series of lectures focused on specific topics; each afternoon, we had a “trust-a-thon” with a specific focus tied to the morning lectures. We describe the trust-a-thon in the following section. Each day of summer school focused on a specific theme, with the themes connected across the lectures and trust-a-thon activities. The lectures for each day were created in a convergent manner involving an interdisciplinary team of AI2ES researchers and collaborators from AI, environmental sciences, and risk communication. This convergent development of the materials benefited all participants by giving them a synergistic perspective across disciplines. We also placed a strong emphasis on making the lectures engaging and as participatory as we could, given the virtual format and how many participants we had. We used Slido, an online and interactive polling platform, to host 36 different activities (polls, surveys, etc.) across the 4 days. We also used Slido for open questions all throughout the lectures, which was very...
active with participants asking questions and members from across AI2ES answering them, sharing resources, and facilitating conversations.

Day 1’s theme was trust and trustworthiness in AI for environmental sciences. We first approached this from the risk communication perspective, where we shared information from the AI2ES team’s interviews with forecasters about trust in AI products (Cains et al. 2022), as well as from the AI and trust literature (e.g., Hoff and Bashir 2015; Chiou and Lee 2021). Two critical aspects of trust for the forecasters are the performance of the model and the ability to peer “inside the black box” (McGovern et al. 2019). As such, we covered common evaluation metrics as well as explainable AI (XAI; e.g., see Mueller et al. 2019; Biran and Cotton 2017) methods for traditional machine learning (ML) methods. As part of this theme we also focused on strategies for effective interdisciplinary work (Peek and Guikema 2021; Morss et al. 2021).

Fig. 1. Countries where AI2ES summer school attendees came from with color indicating number of participants from the different regions. Graphic is from Dula and Craven (2022).

Fig. 2. Highest level of schooling from summer school attendees. Graphic is from Dula and Craven (2022).
Day 2’s theme focused in more depth on the explainability and interpretability of ML models and how these affect trust. Again, we first presented this interdisciplinary topic from a social science perspective making use of data from our forecaster interviews. We then jumped into technical details of XAI methods for deep learning, including an introduction to XAI methods of particular interest for environmental science tasks, and benchmarks for the environmental sciences (Mamalakis et al. 2022a,b). We highlighted the need to include multiple approaches to XAI as no one approach provides a single “right” answer (McGovern et al. 2019).

On the third day, we focused on the importance of trustworthy data and workflows and how these influence trust in the final models learned by the AI methods. We emphasized the importance of considering ethics and the potential for bias all throughout the development process (McGovern et al. 2022a). Our overview of trustworthy data and workflows demonstrated how these factors can influence trust and users’ perceptions, as well as help address issues with reproducibility and replicability (NASEM 2019). We also examined the use of case studies in detail, highlighting their role in developing trust.

The final day focused on uncertainty throughout the life cycle of the AI system development. This included learning about common methods for uncertainty quantification of AI methods (from quantile regression to Bayesian neural networks), metrics to evaluate uncertainty estimates obtained by those methods (from spread–skill plots to discard tests), and risk communication strategies for communicating uncertainty to diverse audiences (Van der Bles et al. 2019; Millet et al. 2020; Morgan 2009; Padilla et al. 2023). Finally, the role of uncertainty in trust in AI was discussed.

The lectures were accompanied by detailed Jupyter notebooks that illustrate the use of the various concepts, especially the XAI methods, for environmental science applications. These notebooks provided a set of tools for participants to use in the trust-a-thon component of the summer school, as well as in their future research projects.

**Trust-a-thon**
The trust-a-thon was envisioned as a twist on the traditional machine learning hackathon. The innovative idea for the trust-a-thon came from the second author (Gagne). To the best of our knowledge, this is the first event of its kind in the field. In traditional machine learning hackathons, participants train machine learning models given data and a specific task. In contrast, for the trust-a-thon the participants were given the following elements:

1) Description of an environmental science application, a task, and an accompanying dataset. Development of these was led by AI2ES environmental science experts and collaborators.

2) Accompanying code that implements one or more simple machine learning models for the desired task. Development led by AI2ES AI experts.

3) Fictional user personas that span different types of potential end users, such as emergency managers and forecasters. Development led by AI2ES risk communication and social science experts.

Note that even though experts from specific disciplines led the development of each element above, the overall development of these elements was a convergent effort where experts from all three disciplines contributed to all elements.

The goal of the trust-a-thon was for each team to develop a more nuanced understanding of the trustworthiness of the provided machine learning models for a given task from the perspective of a potential end user of the system, thus integrating insights and tools from the disciplines of environmental science, AI, and risk communication/social science.
Challenge problems were developed for three different application domains: 1) severe storms, 2) tropical cyclones, and 3) space weather. Each challenge problem featured Jupyter notebooks outlining the problem and how to train a model and apply to that problem the evaluation, explanation, case study, and uncertainty quantification methods discussed in the lectures. Each team also received a problem guide with fictional user personas to give them a better sense of what aspects of the problem users might care about the most. These are discussed separately in the next section. Each day of the summer school concluded with a small group discussion of several reflection questions, which each group then answered and posted on the summer school blog.

Use of persona to encourage participants to teach user-centered development

As mentioned above, we added personas to each of the trust-a-thon challenge problems in order to encourage participants to focus their development on the intended users’ needs. The use of personas, or user profiles that capture an archetypal user, is a common strategy in user experience work that we adapted for the summer school. Our emphasis on user-centered design is a key element differentiating the trust-a-thon from a standard hackathon, which typically focuses on performance metrics, because it focuses on developing, refining, and communicating to better serve a specific audience. Our goal is that teaching this approach will not only generate AI/ML models that are more useful to and used by the targeted end-users, but that it will also help foster trust among research teams and those who they aim to serve.

The idea to create and include personas for the trust-a-thon originated from the third author (Wirz). Personas were developed in close collaboration with coauthors who were experts in each of the three domain areas (severe weather, space weather, and tropical cyclones). The user personas spanned different types of potential end-users such as emergency managers, forecasters, and more, which were customized to each application. A sample persona is provided in Fig. 3, while a list of all personas is included in the supplemental material.

From this example you can see how we gave context about the decision space the user is operating within and their specific needs (long lead times and event duration). We tailored these needs to be compatible with the dataset we provided and the associated AI/ML related activities. We then encouraged participants to focus on meeting these specific needs.

In sum, the trust-a-thon and user persona approach to teaching AI development is innovative in the ways that it emphasizes users’ needs and perceptions over a singular focus on maximizing performance metrics. This reflexive and contextual approach is essential for developing AI that is both used and trusted by users.

Insights from the summer school

Many of our generation’s most pressing environmental science problems are wicked problems, which means they cannot be cleanly isolated and solved with a single “correct” answer (e.g., Rittel and Webber 1973; Wirz 2021). Given their complexity and importance, addressing...
these problems often requires convergent approaches. Convergent research has two parts: it is use-inspired and driven by compelling problems, which weather and climate provide, and it requires deep integration across multiple disciplines that come together to create something that could not be done individually (National Science Foundation 2018). In our work, we work synergistically across three disciplines, environmental science, AI, and social science, including risk communication. This fact is the motivation behind the approaches developed for AI2ES in general, and for this summer school in particular.

For the summer school we made it our central goal to teach a new generation of environmental scientists how to work across disciplines and develop approaches that integrate all three disciplinary perspectives and approaches in order to solve environmental science problems. We did this through two unique aspects of the summer school. First, we emphasized **synergistic co-development of the entire curriculum**, including both lectures and trust-a-thon, by a team of experts spanning the three disciplines of environmental science, AI, and social science. While prior AI2ES summer schools and courses have also sought to teach these three elements together, this year we took the co-development and integration of these three topics to an entirely new level, which we believe was possible only now, thanks to our two years of extensive experience of integrating these topics in our AI institute activities (founded in 2020).

The second aspect is the development of an innovative trust-a-thon component that focused on **evaluating** machine learning models from a user-centered perspective while integrating tools and perspectives from the three disciplines. In contrast, most ML hackathons focus on **developing** and tuning ML models against a single performance metric that may not align with operational usefulness. The trust-a-thon activities encouraged participants to embrace a more holistic view of model quality and how well the ML models presented were fit for purpose. Furthermore, the user persona component helped us demonstrate the importance of user-centered development and give students the opportunity to put the ideas into practice.

Finally, it should be mentioned that in our experience the development of such a synergistic curriculum tends to be much more time consuming than developing a more segmented curriculum. That is because experts from all disciplines need to be involved in the planning of all lectures and trust-a-thon activities. Thus, the development of slides and materials for different days could not just be split and delegated to subgroups early on. Instead, the team had countless meetings among the entire group to coordinate development, followed by subgroup development and large group review. Overall, the preparation required much more time from a larger team than we had anticipated, but we are delighted by the feedback we received from participants about the unique perspectives they learned in this unique setting, which made our effort worthwhile.

We offer to the readers a few lessons learned about things that we tried that also did not work over the course of several years of summer school. The biggest lessons center on maintaining interest and attendance throughout the week. While the online mode is successful in bringing people from around the world, it also means that people often drop off quickly in participation as the week goes on. This becomes especially obvious if the sessions take too many hours. We are not suggesting that in-person interaction is required, as online provides much greater inclusivity, but instead that designers of such summer schools ensure that there is a strong interactive component to maintain interest and that the sessions do not stretch so long that they lead to meeting fatigue. Another aspect to reducing the drop-off is to ensure that participants understand the expectations and prerequisite knowledge that is expected of them. Our first offering of the summer school in 2020 focused on a more introductory approach and our later offerings assumed that participants had much of this introductory background. While this worked for the majority of participants, some participants expected to be focused on introductory material again. Ensuring that everyone understands the expectations ahead of time will help address this.
Additional lessons learned focus on the global nature of an online summer school. If a hackathon or trust-a-thon type of approach is to be included, the worldwide nature of the audience makes it critical that teams are formed in local time zones and that teams have people from around the world who can answer questions at their local times. With participants from around the world but all of the instructors residing in the United States, we did not meet the needs of the participants in opposite time zones in a timely manner as we were often asleep when they had questions. Embedded in this is a critical additional lesson, timely feedback is crucial to maintaining interest and engagement in an online course. For example, one of the facilitators for the tropical use case engaged with the team blog posts each day with constructive feedback, resulting in higher engagement for that use case throughout the week.

Finally, it is important for all of the people creating the course to realize up-front that doing a course such as this is a significant time investment and should be recognized as such on annual evaluations. For example, a summer course such as this does not typically count as a course load for a faculty member but it should be recognized either as an overload course or as a service offering to the community.

Summer school evaluation
As part of their role in evaluating AI2ES, Horizon Research Inc (HRI) evaluated the summer school, including surveys and interviews with participants. We provide highlights from the full evaluation and full details can be found in Dula and Craven (2022). HRI evaluated the individual components: lectures and trust-a-thon, as well as the summer school as a whole. Overall, the evaluation of the lectures was very positive, with the vast majority of participants agreeing that the pacing was appropriate. When asked about their most useful topics across all of summer school, many chose the lectures and then specifically the XAI and uncertainty quantification lectures. Two of the interviews provided quotes that explain why they enjoyed the lectures particularly and why they felt they were high impact:

*The entire summer school had an impact on my learning because the lectures were clear, and I think they were meticulously organized, ... and most of what I learned from the summer school, I learned from the lectures.* –Attendee

*It is not possible to give an in-depth learning in a short period of time, but their training is tremendous, and I'm totally fascinated by the kind of breadth they provide. ... So that is what I feel is the major contribution of summer school, to make you aware that these kinds of ideas are there.* –Attendee

When specifically asked about the trust-a-thon and what worked well, one of the attendees highlighted the user personas.

*I also like the idea of the personas because it gave you an example, a user that you're trying to provide this model for. To build this model for, let's say, someone working in a meteorology center or something like that, and this is a person going to be using the model that you've built. So having this understanding of how to relay information to them was an amazing thing, that I think a key takeaway that we all would've gotten from the sessions altogether.* –Attendee

As with the lectures, the trust-a-thon overall was rated well with a few adjustments suggested for future years (expected since this was our first year of trying a trust-a-thon instead of a hackathon).

As part of the overall evaluation, HRI performed a survey and demonstrated statistically significant improvements in respondents’ self-reported understanding of trustworthy AI for
First of all, in the aspect of acquiring more knowledge about environmental science, that was highly achieved because I can say that through the Summer School, I didn’t leave as I joined. It was an

Fig. 4. Summer school evaluation by HRI. (top) Pre- and post-survey for lecture. (middle) Pre- and post-survey for trust-a-thon. (bottom) Combined score showing statistically significant improvements (two-tailed paired-samples t test, p < 0.05, denoted by the asterisk). Table and graphics are from Dula and Craven (2022).

weather and climate applications. Figure 4 shows the results for the lectures and the trust-a-thon separately and then the composite scores overall, all of which are positive. Finally, we finish our summary of the evaluation with a quote from a participant highlighting their overall experience in an “intensive week” but that really changed their understanding and views on AI for weather and climate.
intensive week. ... I covered quite a lot through that summer school. ... And then in the direction of trustworthy AI, I can say that it helped me to see how best I can use to trustworthy AI and not just in the environmental science space, but in my application of AI generally, because I’ve been using AI for a while, and I didn’t see interpretability as a thing to always show people, as a primary thing to show. –Attendee

Future summer schools: Personalized learning journeys
Over the past three years, we have developed a large library of materials, including lectures and Jupyter notebooks from summer schools, short courses, and tutorials, designed to teach environmental, atmospheric, ocean, climate, and physical scientists about AI/ML and risk communication. For summer 2023, we are planning to create an online course that will facilitate personalized learning journeys. These learning journeys will leverage our existing material and will be targeted across the full spectrum of environmental and Earth science researchers, ranging from those who are new to AI/ML to those who are more experienced and need to learn a specific method or application. Topics will include basic AI/ML methods relevant to environmental, atmospheric, ocean, and climate science problems, as well as deep learning, XAI, trust in AI, and other topics.

Overall, we hope our approach, insights, evaluation, and future plans serve as a foundation for teaching development, both of AI and non-AI products, in ways that emphasize the importance of end users’ perceptions and needs.
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