The Twenty-First Conference of the Parties (COP21) governing the United Nations Framework Convention on Climate Change (UNFCCC) saw the adoption in Paris in December 2015 of a global climate pact by representatives from 195 nations. The Paris agreement represents a historic milestone in terms of recognition by governments and the general public of the issues at stake. The Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment Report states, “Warming of the climate system is unequivocal” (IPCC 2014a, p. 2). Several island states are already seeing the effects of climate change, confirming that “sea-level rise poses one of the most widely recognized climate change threats to low-lying coastal areas on islands and atolls” (IPCC 2014b, p. 1619). Better information on these and other impacts of climate change requires accurate and continuous measurements as laid out in the Global

Today’s satellite data rescue activities uncover dormant records of our recent past and enable users to access, assess, and utilize early images and soundings for climate studies.
Climate Observing System (GCOS; GCOS 2010a) monitoring principles, originally adopted at the Fifth Conference of the Parties (COP5) in 1999. To construct useful multidecadal climate data records from those measurements, they must be combined with existing time series of past observations of the recent climate.

This goal has an impact on the planning of new observing systems (e.g., Leroy et al. 2008), imposing accuracy requirements that enable meaningful change detection times given the relative magnitudes of expected changes and natural variability. Space agencies have provided a strong response to the GCOS monitoring principles and the need for sustained climate data record (CDR) generation on essential climate variables (ECVs; Hollmann et al. 2013; Bojinski et al. 2014). The Committee on Earth Observation Satellites (CEOS)/Coordination Group for Meteorological Satellites (CGMS) Working Group on Climate (WGClimate) is currently addressing the realization of an architecture for climate monitoring from space (Dowell et al. 2013). Generating and interpreting climate records requires sustained research efforts as recognized by the World Climate Research Programme (WCRP) and the Committee on Space Research (COSPAR), which prepared a roadmap for observations in support of integrated Earth system science (Simmons et al. 2016).

This forward-looking view on observing systems for climate and long-term dataset generation supplements efforts to make optimal use of the great wealth of existing instrumental data records related to climate. Many potentially valuable in situ data records collected prior to the digital era remain largely inaccessible [see, e.g., Stickler et al. (2014) for a recent update]. The first photograph taken from space in 1946 by a rocket launched from New Mexico (Reichhardt 2006) also predates the digital era. However, since 1959, satellites have been launched for the purpose of observing the Earth’s weather and climate (e.g., Suomi 1958; Kållberg et al. 2010). The early generations of satellite instruments during the 1960s and 1970s produced a wealth of data archived on magnetic tapes with high potential value for climate science. The term “data rescue” is often used to describe the laborious processes of locating, imaging, digitizing, and reformatting historical climate observations into a form that renders them useful for further analysis. Similar efforts are needed to rescue satellite data collected during the digital age. The early satellite records are especially valuable because they contain unique information about parameters and locations that have not otherwise been observed.

As for historical in situ observations, the location of early satellite data records is not always known. The data may exist only on nonstandard and vulnerable media; documentation of instrument response and other metadata may be incomplete. These reasons, combined with the declining expertise about old instruments, highlight the urgency of satellite data rescue.

In the early 1990s, to realize the potential value of existing satellite records, the National Aeronautics and Space Administration (NASA) launched the Pathfinder datasets concept in response to the question of what can be done now to further global change research (Asrar and Dokken 1993). The number of datasets to be reprocessed then was limited to a few long series of measurements from the Advanced Very High-Resolution Radiometer (AVHRR), Television Infrared Observation Satellite (TIROS) Operational Vertical Sounder (TOVS), Geostationary Operational Environmental Satellite (GOES), Special Sensor Microwave Imager (SSM/I), Scanning Multispectral Microwave Radiometer (SMMR), and Land Remote Sensing Satellite (LANDSAT). The legacy of these sensors still extends to the present; some examples of the use of reprocessed Pathfinder data are presented below.

Today there are additional reasons to accelerate and expand the data rescue efforts initiated in the 1990s. Both the archive media and the pertinent expertise are fading fast. On the positive side, increasingly powerful computing facilities are now available that allow us to analyze these data faster than ever thought possible. General expertise about the use of satellite data has advanced a great deal since the launch of these early missions. In addition, new powerful tools and methods are available to assess the quality of the data. These factors taken together form the basis for the recent advances in satellite data rescue presented in this paper.

**IMPROVED PRESERVATION AND DATA SERVICES FOR HISTORICAL RECORDS FROM SPACE.** Unlike the early satellite programs, which did not address data recalibration and reprocessing, most space agencies today operate comprehensive data stewardship programs that include preservation of historical satellite data and provide substantial support for climate-related activities. Some agencies have developed complementary initiatives such as the Satellite Application Facility on Climate Monitoring (CM SAF; Schulz et al. 2009) attached to the European Organization for the Exploitation of Meteorological Satellites (EUMETSAT)
and the Climate Change Initiative (CCI; Hollmann et al. 2013) sponsored by the European Space Agency (ESA). Their objectives include the generation of several fundamental CDR (FCDR) and thematic CDR (TCDR) to supplement those generated by the agencies themselves. Other examples are National Oceanic and Atmospheric Administration (NOAA)-sponsored FCDRs generated by Remote Sensing Systems (RSS; e.g., Wentz 2013) and the Center for Satellite Applications and Research (STAR; e.g., Zou and Wang 2011).

At the international level, coordination of satellite reprocessing activities is supported by the Sustained, Coordinated Processing of Environmental Satellite Data for Climate Monitoring (SCOPE-CM; Lattanzio et al. 2013). The primary objective of the Global Space-Based Intercalibration System (GSICS; Goldberg et al. 2011) is to coordinate intersatellite calibration of sensor data. Several efforts exist that attempt to harmonize practices; for example, the project Coordinating Earth Observation Data Validation for Re-Analysis for Climate Services (CORE-CLIMAX) reviewed available methodologies for validation of space-based CDR (Zeng et al. 2015).

Progress toward preservation of historical data from geostationary and polar-orbiting meteorological satellites has taken slightly different paths.

**Geostationary satellites.** The situation is well advanced for geostationary satellites back to the beginning of the 1980s (Knapp 2008), with SCOPE-CM coordinating various dedicated projects. Note, however, that current plans are missing historical records from the former Soviet Union and India, who have flown geostationary satellites for decades. They also do not address some of the earliest geostationary records. For example, from the United States, before the 1980s, the Applications Technology Satellite (ATS) series followed by the Synchronous Meteorological Satellite (SMS) predate the GOES series. The SMS data are being rescued from aging tapes at the Space Science and Engineering Center (SSEC) of University of Madison–Wisconsin. Figure 1 shows a photograph of such tapes and a sample series of four 5-min images held on tapes. The data rescued are served online (Table 1).

In Japan, most of the archive from the Geostationary Meteorological Satellite (GMS) has also been recovered from tapes and reprocessed for the year 1979 and from March 1987 to September 2009.

In Europe, most Meteosat data have already been reprocessed using current algorithms. A redesign of the entire processing chain is underway, so that novel algorithms can be applied to future reprocessing. Some of this effort is supported by Europe’s Copernicus Climate Change Service (C3S), with a view to provide a background record for its series of Sentinel satellites that will continue the legacy of high-quality data records from space. However, satellite data rescue can still improve the Meteosat record; SSEC recently discovered a copy of the second year of data of the first Meteosat satellite (whose 2-yr original record

---

**Fig. 1.** (left) A nine-track tape, holding historical geostationary data, with the corresponding player underneath, at SSEC and (right) data extracted from the nine-track tapes: a series of four 5-min SMS-2 satellite images from 6 May 1975. Such images will help derive atmospheric motion vectors, with potential application to assimilation into global reanalyses.
Table 1. Radiance data rescued from aging media over the past few years.

Early U.S. geostationary imagers
- Visible and Infrared Spin Scan Radiometer (VISSR) on SMS-1 and SMS-2, GOES-1 to GOES-7
- Recovery complete for 1979–96; in progress for 1975–79
- [www.ssec.wisc.edu/datacenter/archive.html](http://www.ssec.wisc.edu/datacenter/archive.html)

First European Geostationary Imager
- Meteosat Visible and Infrared Imager (MVIRI) on board Meteosat-1 (launched 23 Nov 1977, retired 25 Nov 1979)
- Recovery in progress for Dec 1978–Nov 1979
- Data will become available online at [http://navigator.eumetsat.int](http://navigator.eumetsat.int) and [www.ssec.wisc.edu/datacenter/archive.html](http://www.ssec.wisc.edu/datacenter/archive.html)

Radiometers on Nimbus: Data preserved by NASA
- High-Resolution Infrared Radiometer (HRIR), Medium Resolution Infrared Radiometer (MRIR), Temperature–Humidity Infrared Radiometer (THIR), Infrared Interferometer Spectrometer (IRIS), High Resolution Infrared Radiometer (HIRS) on Nimbus-1 to Nimbus-7
- Recovery complete for 1964–85; search for Scanning Microwave Spectrometer (SCAMS) radiances still ongoing
- [http://disc.sci.gsfc.nasa.gov/nimbus](http://disc.sci.gsfc.nasa.gov/nimbus)

Radiometers on Nimbus: Data preserved by University of Oxford
- Selective Chopper Radiometer (SCR) on Nimbus-4 and Nimbus-5, Pressure Modulator Radiometer (PMR) on Nimbus-6, Stratospheric and Mesospheric Sounder (SAMS) on Nimbus-7
- Data available on disc at University of Oxford; copy made to ECMWF mass archive

Cameras on Nimbus
- Visible Camera on Nimbus-1 to Nimbus-4

Infrared SI-1 from former GDR, flown on Soviet Meteor satellites
- SI-1 on Meteor-28 and Meteor-29
- Recovery complete for 1977 and 1979

had been declared lost because of tape decay despite several recovery attempts), and rescue work is underway in collaboration with EUMETSAT (Table 1).

Data recovery for polar-orbiting satellites. For polar-orbiting satellites, the largest agency with the longest records is undoubtedly NASA. Its Nimbus satellite program started in 1964 and collected Earth observations for over 30 yr. NASA now operates a data preservation program at the Goddard Earth Sciences (GES) Data and Information Services Center (DISC). Using novel technology patented by John Bordynuik Inc. (JBI), aging magnetic tapes are copied to new digital media by recovering the exact, original data bits and format. Access to data archived on the modern media is significantly improved, with data archive and transfer rates several orders of magnitude above those available when the data were first created. This makes it possible to serve entire mission datasets online for users to download. Open and fast data access enables researchers and users from many fields to investigate past cases or to search for correlation patterns with data in their own interest area.

The process of extracting data files from the Nimbus tapes brings about several problems. These include deviations of the data format from documentation, extra or missing label records, false end-of-file marks contained within data files, incorrect record length markers within files, corrupted or unreadable tapes, and bad data at the front or end of the old tapes. Reconciling duplicate files (primary tape vs backup) is another challenge. In addition, unlike current practice, file level metadata were nonexistent in the original Nimbus tapes other than as a listing of the number of files on the tape and vague date ranges, often written by hand on the tapes. This requires the data recovery teams to correctly understand the data format, that is, rely on the original documentation, in order to retrieve the true temporal and spatial extent as well as other ancillary information from the individual data files in the old original tapes.

In Europe, ESA leads a long-term data preservation (LTDP) program as part of its mandatory activities. This covers not only heritage data from ESA missions but also third-party missions available to ESA. The LTDP coordinates and optimizes European efforts in a cooperative framework. A recent example is the recovery of images from the oldest synthetic aperture radar (SAR), on Seasat, and on ERS-1. Comparing these data with the latest SAR generation on Sentinel-1 shows...
In Fig. 2 the retreat of two large glaciers in southeast Greenland over a 36-yr period. This activity, part of the ESA LTDP, contributes to the ESA CCI. As this initiative moves forward, there is scope to improve the time series of several ECVs from such imagery data, such as continental ice sheets and sea ice.

*Individual action.* In addition to well-structured agency programs described thus far, foresight of individuals and research agencies has sometimes played key roles in satellite data preservation. Two such examples are given here. The first example involves four datasets of the British ancestry of sounding, which was developed at the University of Oxford.

Data from pressure-modulated infrared sounders [selective chopper radiometer (SCR) and pressure modulator radiometer (PMR); Table 1] and one limb-viewing infrared sounder [stratospheric and mesospheric sounder (SAMS)] were curated by a project funded by the U.K. Natural Environment Research Council. This project was visionary in its intention to keep raw mission data, whereas the prevailing approach at the time was to preserve geophysical retrievals. The discs holding the data were located in the library of the responsible institution, and a copy of the data was recently added to mass storage at the European Centre for Medium-Range Weather Forecasts (ECMWF). The data curation project included migrating them to a hardware-independent format [American Standard Code for Information Exchange (ASCII) files of hexadecimal characters] and providing a decoding software. This approach of converting records to a new data format was prevalent in the 1990s and applied not only to satellite data but other records, such as recovered from in situ. The norm now is to retain also the original data in their native format (or images), as allowed by the JBI technology.

A second example involves data collected by two infrared sounding Spectrometer Interferometer-1 (SI-1; Kempe et al. 1980) instruments flown on former Soviet meteorological polar-orbiting satellites (*Meteor-28* and *Meteor-29*). The SI-1 was an instrument (please see online supplement at http://dx.doi.org/10.1175/BAMS-D-15-00194.2) developed by the former Academy of Sciences of German Democratic Republic (GDR), in collaboration with the former Soviet Hydrometeorological Service (HYDROMET) and the former Meteorological Service of GDR (Spänkuch 1980). The data came to light thanks to a fortuitous meeting in Noordwijk (the Netherlands) at the end of 2013. Fortunately, the investigators who had worked on SI-1 in the late 1970s had preserved all (about 2000) original SI-1 spectra (between 6 and 25 μm). With support from EUMETSAT, the data were recovered and moved to a current data format. In addition, these SI-1 data were patiently quality controlled and georeferenced, and user documentation was drafted (Coppens et al. 2015).

**RECOGNITION OF THE IMPORTANCE OF METADATA DESCRIBING HISTORICAL SATELLITE INSTRUMENTS.** *High-level metadata: Inventories.* Various inventories of Earth observation satellites have been made over the years (e.g., Houghton et al. 1986). For the initial purpose of reviewing capability and avoiding duplication in future satellite missions, the World Meteorological Organization (WMO) Space Programme has set up a database of metadata on past, present, and future satellite missions: the Observing Systems Capability Analysis and Review Tool (OSCAR; www.wmo-sat.info/oscar/). This facility, developed in coordination with CGMS and CEOS, has now evolved into a core element of WMO Integrated Global Observing System (WIGOS), covering also surface-based capabilities. These inventories help users identify past missions relevant to their topic of study.

*Data lost?* However, corresponding data records are not always readily available. There are even cases of

**Fig. 2.** Greenland glaciers retreat seen by three generations of radar missions. Radar scans from Seasat on 16 Aug 1978, ERS-2 on 7 Aug 1996, and Sentinel-1 on 20 Aug 2014 show glacier edges in southeast Greenland. Over the 36-yr period, the glaciers receded by about (top) 180 and (bottom) 61.5 m yr⁻¹. Such images help create long data records of glaciers and sea ice, with application to improve forcing datasets for climate models. (Credits: ESA and University of Rome La Sapienza.)
GLOBAL REANALYSES

The scope of global reanalyses has expanded tremendously in recent years. From a niche activity—initially a few decades long and atmosphere only—reanalyses now include several components of the climate system and extend back in time by 100 yr or more (Dee et al. 2014; Compo et al. 2006). Assimilation of observations in a climate model generates a physically consistent set of gap-free gridded time series, with estimates of many essential climate variables. A reanalysis thus provides access to a massive amount of information contained in millions of weather reports from locations around the world in the form of comprehensive datasets that can be compared and sliced in any dimension. These datasets have many thousands of users (Gregow et al. 2015), who also request access to observations in a usable format. Historical in situ observations recovered by projects such as the European Union (EU) European Reanalysis of Global Climate Observations (ERA-CLIM; Dee et al. 2014), facilitated by the Atmospheric Circulation Reconstructions over the Earth initiative (ACRE; Allan et al. 2011), have now been used in several century-long reanalyses, such as the NOAA twentieth century reanalysis (20CR; Compo et al. 2011) and the ERA-20C (Poli et al. 2016). An outcome of ERA-CLIM was an inventory of early satellite missions of interest to global atmospheric reanalyses (see the supplement).

ADVANCES IN THE QUALITY ASSESSMENT OF HISTORICAL SATELLITE DATA RECORDS. Once data have been rescued from aging media, a first prerequisite before application in climate studies is a quality assessment. This can be done by comparison with similar observations at the same time. In the case of polar-orbiting satellites, instrument data can be compared from one instrument to the next by spatiotemporal matching (collocation) or using the simultaneous nadir overpass (SNO) technique as used by GSICS. As demonstrated for the High Resolution Infrared Radiometer (HIRS; Chen et al. 2013), calibration corrections obtained from present-day, highly calibrated instruments can then be propagated back in time to past instruments. This, however, requires an unbroken chain of radiometers. After 1979, the HIRS series has very few gaps between satellites [TIROS series N (TIROS-N), NOAA-4 to NOAA-13, and MetOp]. Before 1979, the vertical temperature profile radiometer (VTPR) on NOAA-2 to NOAA-5 goes back to 1972. Before 1972, there are low-resolution and pressure-modulated sounders and imagers. However, the overlaps between instrument series are sometimes short and would largely benefit from the DMSP SSH data mentioned earlier. One may also use spatiotemporally complete NWP model datasets as a transfer standard.

Such datasets can be used as a comparison basis to assess historical satellite data quality. The evaluation of climate model simulations with observations requires long observational datasets, for example, as prepared by the Observations for Model Intercomparison Projects (Ob4MIPS; Teixeira et al. 2014). However, a reverse assessment of (potentially short) theoretical basis documents, all supporting data, and data format definitions. Standards are emerging to qualify the system maturity (e.g., Bates and Privette 2012; John et al. 2014).

The knowledge accrued over the years, from laboratory measurements or field campaigns, was not always associated with the relevant mission, but their importance is now recognized to better exploit data a posteriori. Ancient instruments pose specific problems. For infrared radiometers, a key difficulty is determining precisely the instrument spectral response function. Such information, available at the time in digital form, has generally been lost and needs restoring from published charts or graphs. Recognizing this challenge, NASA and ESA have adopted specifications for preservation of data and documentation, and new systems are being developed as a result (e.g., Khayat et al. 2013; Albani et al. 2012).

Mission metadata. The preservation of mission metadata is somehow more challenging than the data themselves. Metadata are meant to include any knowledge or information present at the time the mission was operated. They are thus essential in order to use the data properly. Until recently, such information was not given the same attention as mission data. The situation has now improved with standards (e.g., GCOS 2010b) mandating management of algorithm data records possibly lost forever. This includes some early geostationary satellites mentioned earlier. It also includes, for ozone, data from the backscatter ultraviolet (BUV) sensor on Atmosphere Explorer-E (Bhartia et al. 2013), which would patch a gap between Nimbus-4 and Nimbus-7 ozone-sensing UV instruments. Information gathered during the course of the present work indicates that the data were lost during transition from one mass archive system to another, as all unused data were discarded. Furthermore, infrared sounding data collected by the Special Sensor-H (SSH) instrument flown on four Defense Meteorological Satellite Program (DMSP) satellites appear to have been lost. So far, all attempts to locate these data have failed, but maybe the present paper will help jog memories.
observation records can use model datasets as a reference. The latter need to be at subdaily temporal resolution and provide all the variables required to simulate the observations, typically temperature and humidity at various levels of the atmosphere. For this reason, such comparisons are more easily done with global reanalyses (see the sidebar on “Global reanalyses”).

Mapping the three-dimensional state of the reanalyses into the observation space requires an observation operator. For radiances, EUMETSAT supports in Europe such developments through its Satellite Application Facility on Numerical Weather Prediction (NWP SAF) by enhancing capabilities of a fast radiative transfer model used in several present-day NWP systems and reanalysis systems [Radiative TOVS (RTTOV); Saunders et al. 1999].

One challenge consists of adjusting the fast radiative transfer model for a time period when trace gas concentrations in the atmosphere differed from present-day values, in some cases significantly. This requires new line-by-line radiative transfer computations as references. For instruments that are no longer operating (e.g., SCR and PMR), the task is more complex because their sensing principle is no longer applied on any current instrument, and so no observation operator was ever developed, and most investigators of the missions have already retired.

▶ Fig. 3. (a) Spectra of Nimbus-4 IRIS (Apr 1970–Jan 1971) brightness temperatures, quality controlled to retain only clear channels, and (b) departures with ERA-20C. **Early infrared sounders.** An example of such quality assessment is shown here for the infrared interferometer spectrometer (IRIS) on Nimbus-4. Harries et al. (2001) already compared this data to present-day instruments, showing long-term changes in Earth’s
atmosphere composition. With the additional help of instrument metadata in the newly recovered IRIS records (Table 1), advanced observation operators, and new reanalyses (all described earlier), it is now possible to produce closer comparisons between IRIS observations and models. Such comparisons also help quantify how accurately modern observation operators and reanalyses can represent the early satellite data variability in its various dimensions. For the spectral dimension, Fig. 3 shows the observed spectra of brightness temperatures, after applying the cloud detection scheme of McNally and Watts (2003) using the NWP SAF Aerosol and Cloud Detection Package for High Resolution Infrared Sounders. Applying the cloud detection restricts the comparison to clear-sky situations, as assumed in the radiative transfer calculations. In Fig. 3b, the differences with ECMWF twentieth century reanalysis (ERA-20C) represent the total sum of errors in the IRIS observations, the ERA-20C, the radiative transfer calculations, and the temporal and spatial mismatch between IRIS’s 96-km pixel resolution and ERA-20C’s 125-km horizontal and 3-hourly resolution. Note some errors may compensate and could be masked by such single-variable comparison. For the water vapor sounding channels (wavenumbers above 1200 cm$^{-1}$ in Fig. 3) as well as temperature-sounding channels in the 15-µm carbon dioxide band (wavenumbers 600–750 cm$^{-1}$), the negative mean differences between IRIS and ERA-20C suggest possibly suboptimal cloud detection. For the temperature-sounding channels the differences are under 1.5 K in standard deviation and about 1 K for the low-peaking and window channels. In addition to quantifying the total sum of errors, such comparisons enable a better understanding of the data quality and isolation of problematic time periods in the instrument record by comparing with mission metadata (Poli and Brunel 2016). The cloud detection could be further improved by using the imager data collected by Nimbus-4 (now recovered; Table 1).

Another example of the data quality assessment is in the spatial domain. Maps enable identification of potential geolocation errors in the rescued satellite data (e.g., Poli et al. 2015) but also characterization of regional variations in reanalysis quality. For Nimbus-6 HIRS-1, which predates the long series started in 1979 with TIROS-N, Fig. 4 shows the percentage of variance in observations for channel 5 (peaking in the mid- to upper troposphere) explained by ERA-20C over two periods (17–31 August 1975 and 31 January–3 March 1976, the only dates rescued so far). For a fair comparison with clear-sky calculations, the scenes are filtered to retain only pixels believed to be clear. In each 5° × 5° latitude–longitude box, the variance in the observations represents synoptic weather as well as seasonal changes between August and February and instrument noise. Where ERA-20C is able to represent the variations observed by the sounder, the variance explained is high. As expected, the results indicate that ERA-20C is able to represent the tropospheric temperature seasonal changes that dominate the variance over the southern and northern high latitudes. In northern (southern) midlatitudes, where the variance results from seasonal and synoptic signals, a fair (low) percentage of variance explained is found over well-observed (poorly observed) in situ land and ocean areas. These hemispheric differences reflect geographical differences in accuracy within ERA-20C (Poli et al. 2016). The low variance explained over the tropics is likely caused by ERA-20C assimilating only surface pressure and marine wind observations and the atmospheric model forced by monthly sea surface temperatures. Such comparison

![Fig. 4. Maps of percentage of variance in Nimbus-6 HIRS-1 channel 5 (peaking in the mid- to upper troposphere) brightness temperature observations explained by ERA-20C, for scenes believed to be clear, by considering where observation minus ERA-20C differences for channel 8 (window) are between –1 and 2 K. Variances are computed within 5° × 5° latitude–longitude bin, for 17–31 Aug 1975 and 31 Jan–3 Mar 1976.](image-url)
of observations with prior reanalyses helps prepare for the assimilation of HIRS-1 into future reanalyses.

*Early microwave sensors for humidity.* Continued measurements of humidity by microwave sensors have been available since SMMR on *Nimbus-7*. Its record was reprocessed two decades ago as part of the leading NASA Pathfinder datasets, and data are available online (Njoku 2003). Today the CM SAF is working to enhance the existing SMMR Pathfinder dataset by applying Climate and Forecast (CF) metadata conventions ([http://cfconventions.org/](http://cfconventions.org/)) and by intercalibrating with SSM/I DMSP F-8 for the channels that had similar characteristics. One aim is to achieve consistency with an existing FCDR of SSM/I and Special Sensor Microwave Imager/Sounder (SSM/IS) brightness temperatures (Fennig et al. 2015). After spectra and maps, another way to assess satellite data quality is to consider various types of weather conditions and reanalyses. Comparing a preliminary data sample produced by the CM SAF with ERA-20C indicates in Fig. 5 a satisfactory data quality for the 22-GHz, water vapor-sensitive SMMR channel, especially when only clear-sky scenes are considered. The match
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**Fig. 5.** Density scatterplots of observed brightness temperatures for *Nimbus-7* SMMR channel 21V (horizontal axis) vs clear-sky radiative transfer calculations from reanalysis (vertical axis) for 26 Oct 1978. (a),(c) Comparisons to ERA-20C. (b),(d) Comparisons to ERA-Interim. (a),(b) All scenes and (c),(d) scenes believed to be rain free.
is better for the ECMWF interim reanalysis (ERA-Interim; Dee et al. 2011), a reanalysis that assimilated a number of in situ and satellite data, than for ERA-20C, a reanalysis that only assimilated surface pressure and marine wind observations. The superior “instant accuracy” of a reanalysis that assimilates many more data sources compared to one that is restricted to only surface observations suggests a virtuous improvement; such assessments become more powerful as additional observations are assimilated into reanalyses and new observations are recovered from aging media.

Other instruments have been operating in the 183-GHz band, allowing for vertical sounding of water vapor, such as the Advanced Microwave Sounding Unit-B (AMSU-B), the Microwave Humidity Sounder (MHS), and the Advanced Technology Microwave Sounder (ATMS). Preceding them, the Special Sensor Microwave Water Vapor Profiler (SSM/T-2) series covers over 15 yr but has so far remained underused to study climatic variations of humidity (John et al. 2011).

Assessing the quality of instrument data, by comparison with other datasets, is preparatory work for their exploitation in climate studies. With such a long record, one can also identify which model or reanalysis dataset tracks best the observed long-term variability. Figure 6 shows a time series of brightness temperature observations from SSM/T-2. Overlaid are simulations from ERA-Interim and ERA-20C. The long-term evolution of ERA-20C with respect to SSM/T-2 is more stable than ERA-Interim when projected into brightness temperature space. Kobayashi et al. (2015) give more details about lessons learned from this quality assessment of SSM/T-2 data.

**APPLICATIONS IN CLIMATE STUDIES.**

There are several applications to climate studies of the historical satellite data records recovered, tagged with metadata, and assessed by the aforementioned activities. Early observations from space, covering large regions that were largely inhabited at the time, are essential, along with recovered in situ observations, to help extend back in time our understanding of the climate and its changes with time.

**Long time series of FCGR and TCDR.** These enhancements can occur in several ways. One way is comparison with climate datasets for mutual validation. For example, the comparison to SSM/T-2 FCGR presented earlier enabled us to identify which of two reanalyses presented the more stable water cycle.

Another way is the direct application to retrievals to generate TCDRs and thereby improve ECV databases. The data can also be used as forcing to climate

---

**Fig. 6.** Time series of brightness temperature data from SSM/T-2, and corresponding simulations from ERA-Interim and ERA-20C. Plots show 12-month running means for profiles averaged over the tropical ocean (30°N–30°S), using clear-sky data only.
simulations. Such forcing datasets are largely derived from observations (e.g., Taylor et al. 2012). Rescuing early satellite data offers the potential to improve several forcing datasets. For example, in order to improve knowledge of past variations in sea ice concentration, the National Snow and Ice Data Center (NSIDC) has estimated North and South Pole sea ice edges from visible images collected by cameras on Nimbus satellites since the 1960s (Gallaher and Campbell 2014).

Assimilation into reanalyses. There is also the prospect of direct assimilation into reanalyses for all sounders that predate TIROS-N. It has been demonstrated that assimilation of a single sounder series such as VTPR can substantially improve the reanalysis quality in poorly observed areas such as the Southern Hemisphere (Uppala et al. 2005). Recovering as many additional sounders as possible prior to 1979 can potentially extend reanalysis quality further back in time.

There are additional benefits to aim for in a virtuous cycle of improvements initiated by reanalysis. Assimilation of satellite data not previously used may, at first, lead to discontinuities in reanalysis products. Usually, lessons are then learned that lead to improvements in aspects of data quality control and bias correction, assimilation methods, the atmospheric general circulation model, or the observation processing. A recent example is the mass and water balance improvement in Modern-Era Retrospective Analysis for Research and Applications, version 2 (MERRA-2), after assimilation of humidity-sensitive satellite data that had initially caused difficulties in the previous reanalysis (Takacs et al. 2016). As reanalyses become more accurate because of greater computing power, better models, and more observations, the errors in reconstructed time series decrease so that additional observations can be assimilated to further drive progress.

Interdisciplinary benefits. There are other applications that benefit from old satellite data thanks to intersatellite calibration bridging with continuous instrument data series. These benefits cut across several themes of Earth science because all sensors in space usually have some sensitivity to an unintended component of the Earth system (e.g., an atmospheric sensitivity for surface sensors or a surface sensitivity for atmospheric sounders).

A case in point is the satellite altimeter, as its data analysis requires wet atmospheric corrections to reduce a major source of uncertainty in resulting estimates of sea level rise (Abblain et al. 2009). The altimeters fly with radiometers in the 22-GHz frequency band in order to estimate total column water vapor. There would hence be benefits to oceanography in propagating backward the calibration of present-day, 22-GHz observations, now observed by state-of-the-art sensors of superior calibration, namely the SSMIS, ATMS, and Imaging/Sounding Microwave Radiometer–Improved (MTVZA-GY), which also observe the 183-GHz humidity sounding frequency. Furthermore, the committed future microwave imager (MWI) and microwave sounder (MWS) instruments on board the EUMETSAT Polar System Second Generation will continue these measurements until 2040. Knowing that remote sensing at these frequencies will continue for years to come and that sea level rise is one of the key factors of climate change, of potentially huge societal impact, this makes it more worthwhile to invest into producing a FCDR of 22- and 183-GHz measurements. Likewise, land surface estimates from early satellite records could benefit from improved atmospheric corrections, and sounder data could be better exploited through improved surface state knowledge via emissivity models.

Looking ahead. Over the past two decades, satellite data rescue complemented by reprocessing and mission continuity (e.g., National Academy of Sciences Engineering and Medicine 2015) have gained importance in satellite agencies’ programs alongside new and innovative research missions. For data rescue, the difficulties reported in this paper include the loss of datasets, reconciliation of actual media contents with metadata available, deviation of the actual data format from expectations or documentation, and retiring expertise. These impediments could hinder satellite data rescue in years to come, if not dealt with urgently. The major anticipated benefit is the provision of longer “background” time series through climate simulations and reanalyses to help better exploit future series of Earth observation instruments in space and ensure continuity with records derived from past missions. We hope that this paper will encourage younger scientists to engage with the retiring generation of space scientists to pass on their knowledge and allow new insights to be gained from early satellite data.
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When the Great New England Hurricane of 1938 hit the Northeast unannounced, it changed everything from the landscape, to Red Cross and Weather Bureau protocols, to the measure of Great Depression relief New Englanders would receive, and the resulting pace of regional economic recovery. The science behind this storm is presented here for the first time, with new data that sheds light on the motivations of the Weather Bureau forecasters. This compelling history successfully weaves science, historical accounts, and social analyses to create a comprehensive picture of the most powerful and devastating hurricane to hit New England to date.