Characterizing Land–Atmosphere Coupling and the Implications for Subsurface Thermodynamics

MARC STIEGLITZ
School of Civil and Environmental Engineering, and School of Earth and Atmospheric Sciences, Georgia Institute of Technology, Atlanta, Georgia

JASON E. SMERDON
Lamont-Doherty Earth Observatory, Columbia University, Palisades, New York

(Manuscript received 7 December 2005, in final form 4 May 2006)

ABSTRACT

The objective of this work is to develop a Simple Land-Interface Model (SLIM) that captures the seasonal and interannual behavior of land–atmosphere coupling, as well as the subsequent subsurface temperature evolution. The model employs the one-dimensional thermal diffusion equation driven by a surface flux boundary condition. While the underlying physics is straightforward, the SLIM framework allows a qualitative understanding of the first-order controls that govern the seasonal coupling between the land and atmosphere by implicitly representing the dominant processes at the land surface. The model is used to perform a suite of experiments that demonstrate how changes in surface air temperature and coupling conditions control subsurface temperature evolution. The work presented here suggests that a collective approach employing both complex and simple models, when joined with analyses of observational data, has the potential to increase understanding of land–atmosphere coupling and the subsequent evolution of subsurface temperatures.

1. Introduction

In efforts to describe the dynamics at the land–atmosphere boundary, a principal focus of the climate community has been the development and validation of land surface models for controlled experiments and forecasting. This endeavor has largely concentrated on modeling schemes that seek to incorporate a robust representation of processes operating at the land–atmosphere boundary in order to realistically capture the exchange of energy, mass, and momentum across the interface. Such efforts have generated a host of complex models, a generic term used here to represent those schemes that include explicit representations of factors such as snow and permafrost dynamics, biophysical exchanges associated with vegetation, topographic control over surface hydrology, etc. (e.g., Henderson-Sellers et al. 1993, 1995; Dickenson et al. 2002; Koster et al. 2000; Stieglitz et al. 1997). The utility of such efforts is widely recognized, with many applications that include integration into GCMs and weather forecasting across many spatial scales (e.g., Dickenson and Henderson-Sellers 1988; Koster and Suarez 1992; Garratt 1993; Betts et al. 1996; Sellers et al. 1997; Koster et al. 2000; Dai et al. 2003; Pitman 2003).

While development of complex models has lead to great successes, there are other approaches to understanding the dynamics of land–atmosphere coupling that have yet to be widely investigated. One such approach uses modeling frameworks that implicitly represent the first-order controls operating on and beneath the land surface by using simple governing equations that depend on very few parameters. The objective of such an approach derives from the need to provide a more qualitative and general understanding of land–atmosphere coupling across a diverse range of climates and environments. Such understanding can often be elusive when using complex models that are designed to represent the full suite of controlling processes and rely on highly specific data to validate model formulations and calibrate parameters—data often not widely avail-
able. By contrast, Simple Land-Interface Models (SLIMs), if properly designed, can more fully exploit existing meteorological data and depend on only a few parameters, making these models widely applicable and easy to interpret. The objective of these modeling frameworks is to establish a balance between interpretability and accurate characterizations of the gross features of land–atmosphere dynamics. The proposal of such a representation is the principal goal of this manuscript.

The suggestion that simple formulations can capture the behavior of coupling at the land–atmosphere boundary is not without precedent. Several areas of investigation have already demonstrated a range of simpler frameworks that describe phenomena tied to the coupling of the land and atmosphere. Analyses of borehole temperature profiles as indicators of historical surface temperature change typically assume that the subsurface is conductive and that long-term changes in ground surface temperatures (GSTs), that is, changes on decades, centuries, or longer, are closely coupled to changes in surface air temperature (SAT) at equivalent periods. Comparisons between the temporal and spatial variation of SAT have widely validated these assumptions (e.g., Chisholm and Chapman 1992; Beltrami et al. 1992; Bodri and Cermak 1995, 1997; Gosnold et al. 1997; Harris and Gosnold 1999; Huang et al. 2000; Harris and Chapman 2001; Roy et al. 2002; Pollack et al. 2003; Pollack and Smerdon 2004). At daily, seasonal, and annual time scales, however, thermal coupling between the air and subsurface can be highly variable, depending on meteorological conditions (e.g., Putnam and Chapman 1996; Zhang et al. 2001; Schmidt et al. 2001; Beltrami 2001; Baker and Baker 2002; Stieglitz et al. 2003; Lin et al. 2003; Beltrami and Kellman 2003; Smerdon et al. 2003, 2004; Bartlett et al. 2004; Grundstein et al. 2005; Hu and Feng 2005). Nevertheless, several investigations have shown that differences between air and subsurface temperatures at these short time scales can be captured with simple conductive models that couple the atmosphere and ground with time-varying boundary layers that change according to meteorological conditions (Bartlett et al. 2004; Pollack et al. 2005; Bartlett et al. 2005) or with statistical models that use seasonal meteorological conditions as predictors of air and ground temperature differences (Smerdon et al. 2006).

We develop a simple modeling framework that allows investigations into land–atmosphere coupling and the subsequent impacts on subsurface thermodynamics across a broad range of climates and environments. We perform a qualitative analysis that employs a SLIM scheme to increase our understanding of the seasonal controls that govern subsurface temperature evolution. Our focus is on seasonal characterizations of coupling between the land and atmosphere at what could be considered a point location. The governing equations of our model are given in section 2. Experimental design is described in section 3, and in section 4 we display and discuss the simulation results. Finally, section 5 presents observational and simulated data to corroborate the general characteristics of the simulations with real-world observations.

2. Model formulation

The application of the diffusion equation to describe heat transport beneath the earth’s surface is a well-established concept (e.g., Carslaw and Jaeger 1959; Campbell 1977; Gildyal and Tripathi 1987; Hillel 1998; Geiger et al. 2003). Such applications typically employ the one-dimensional form of the equation, assuming a homogeneous subsurface:

$$\frac{\partial T(z, t)}{\partial t} = D \frac{\partial^2 T(z, t)}{\partial z^2}, \quad (1)$$

where $T$ is temperature, $z$ is depth, $t$ is time, and $D$ is the thermal diffusivity defined as the ratio between the thermal conductivity and the volumetric heat capacity.

We calculate steady-state and transient solutions to Eq. (1) assuming a homogeneous subsurface, a time-varying flux boundary condition at the land surface, and a zero-flux boundary condition at the bottom of the deepest modeled layer. The land surface boundary condition is used to represent the temporal evolution of the coupling between the land and atmosphere and is written as

$$\left. \frac{\partial T}{\partial t} \right|_{z=0,t} = c(t)(T_{\text{air}}(t) - T(0, t)), \quad (2)$$

where $T_{\text{air}}$ is the SAT, $T(0, t)$ is the GST, and $c(t)$ is the coupling coefficient, a factor that theoretically ranges from 0 (no coupling) to infinity (perfect coupling). The coupling can also depend on the thermal conductivity of the subsurface, but here we consider constant subsurface thermophysical properties and therefore coupling only changes according to $c(t)$ [1/time].

The suggestion that much of the coupling dynamics at the land–atmosphere boundary can be implicitly represented in terms of a single coupling function, $c(t)$, is the principal postulate of this manuscript. Within the proposed modeling framework, the temporal character of $c(t)$ represents the variable coupling between SAT and GST and is determined from observational data. Thus, the cumulative effects of the processes operating at the land–atmosphere interface are subsumed into a
single term that determines the overall strength of coupling between the air and ground at any given time scale. Hence, the SLIM representation that we employ is the one-dimensional diffusion equation coupled to SAT by the flux condition [Eqs. (1) and (2)].

3. Experimental design

There are two basic steps in our experimental approach. A baseline simulation is conducted (hereafter referred to as the “spinup simulation”) by running SLIM until the subsurface reaches thermal equilibrium, a condition defined here as when the average annual temperature–depth profile is static. Equilibrium conditions from the end of the spinup simulation are used to initialize subsurface temperatures, a continuous change is then imposed in the surface forcing conditions (i.e., changes in the SAT, the coupling coefficient, or both). All simulations employ a zero-flux boundary condition at 20-m depth. This depth is well below the damping depth of the annual signal, but shallow enough to allow for solutions to converge within reasonable computation times. Constant thermophysical properties are assumed in the subsurface and we assign a thermal diffusivity of 30 m² yr⁻¹, a value within the typical range of diffusivity for soils and common crustal rocks (e.g., Hilleg 1998; Carslaw and Jaeger 1959). In the following sections we describe our choices for the functional forms of the spinup SAT and coupling coefficient, as well as the chosen experimental changes to each of these functions.

a. Spinup temperature and flux boundary condition functions

Our objective is to gain first-order insight into the evolution of subsurface temperatures and the seasonal coupling between SAT and GST. The absolute magnitudes of subsurface temperature changes are not of concern, and each experiment is formulated in terms of percent changes relative to the spinup simulation. We employ a sinusoidal SAT function of unit amplitude and annual period to drive the spinup simulation. SAT is the principal forcing in the model and is coupled to the subsurface via the coupling coefficient [Eq. (2)]. The spinup SAT is plotted in Fig. 1.

SLIM also requires a representation of the coupling function, \( c(t) \). To provide a qualitative understanding of the role that the coupling function plays within the SLIM framework, we perform a set of simulations using constant \( c(t) \) functions; the chosen values are 10, 8, 6, 4, and 2 yr⁻¹. For each of these values the model is forced with SAT sinusoids, having periods that range from 0.04 to 10 yr. The GST is calculated for each SAT sinusoid, which is then used to calculate the ratio between the GST and SAT amplitudes. We refer to the attenuation of the GST signal as the difference between 100% and the percent ratio of the GST and SAT amplitudes.

Figure 2 plots the GST attenuation over a range of frequencies. The two most prominent features depicted in Fig. 2 are 1) increasing signal attenuation with decreasing values of \( c(t) \), and 2) increasing signal attenuation with increasing SAT frequency. Regarding the first feature, GST with a period of 1 yr is attenuated by 15% and 3%, relative to SAT, for a \( c(t) \) equal to 2 and 10, respectively. The frequency dependence of the second feature is tied to the thermophysical properties of the subsurface that determine the rate at which the ground can respond to changes in SAT. Given specific thermophysical properties (here we have assumed \( D = 30 \text{ m}^2 \text{ yr}^{-1} \)), the ground fails to track the full magnitude of high-frequency SAT fluctuations because it cannot respond fast enough; hence, the behavior demonstrated in Fig. 2.

Land–atmosphere coupling is not constant over the course of a year and therefore a temporally varying form of \( c(t) \) must be determined to perform SLIM simulations that are representative of the land–atmosphere system. The seasonal behavior of \( c(t) \) is governed by numerous factors such as snow insulation,
vegetative insulation, freeze–thaw processes, vapor transport in soils, evapotranspiration, and wind. These factors act to influence the coupling between the air and ground in complex ways (e.g., Lin et al. 2003; Smerdon et al. 2004, 2006; Goodrich 1982; Kane et al. 2001; Sokratov and Barry 2002; Stieglitz et al. 2001, 2003). Nevertheless, there are general patterns to the relationships between air and ground temperatures that depend on only several dominant processes. To elucidate the seasonal nature of the coupling we consider six sites, each vegetated and either with or without snow cover in winter. We discuss these sites in detail in section 3c and in the appendix, but here we summarize the temporal behavior of land–atmosphere coupling at the sites as a justification for the functional form of \( c(t) \) that we adopt. Two principal differences between air and ground temperatures arise at the six sites: 1) in the summer the ground is cooler than the air because it is insulated by vegetative processes; and 2) in the winter the ground is warmer than the air due to the insulating effects of snow cover. Given this seasonal behavior, we choose the functional form of \( c(t) \) plotted in Fig. 1. The chosen coupling function reaches two minimums, one in midsummer and one in midwinter, and is representative of the gross features of coupling observed at the six sites.

b. Choosing the range of changes in spinup temperatures

We analyze data from North America to estimate regional variability in SAT and coupling coefficients. SAT variability is estimated from the nine regional divisions of the contiguous United States as defined by the National Climatic Data Center (NCDC): northwest, west-north central, east-north central, central, Northeast, West, Southwest, South, and southeast regions (see the NCDC Web site for detailed information on these divisions: http://www.ncdc.noaa.gov/oa/ncdc.html). The data for these nine regions are from the U.S. Historical Climatology Network (Karl et al. 1990) and provide mean temperatures for summer (June–August) and winter (December–February) during the period 1896–2004. From these data we determine variability in the SAT summer maxima and winter minima. The percent variability of seasonal SAT amplitudes in each of the nine regions are computed using the following steps: 1) the long-term summer and winter mean air temperatures are computed from 1896 to 2004, 2) the associated standard deviations for the summer and winter means are calculated, 3) half the difference between the seasonal means in step 1 is computed to yield the magnitude of the SAT amplitude within each region, and 4) the percent deviation of summer and winter amplitudes are determined by dividing twice the seasonal standard deviation (includes 95% of the amplitude deviations) by the magnitude of seasonal SAT amplitudes from step 3. Across the continental United States, these amplitudes ranged from 4.27 to 7.02 K. The standard deviation of summer and winter means ranged from 0.5–1.0 and 1.3–2.0 K, respectively. Thus, we estimate the corresponding ranges of seasonal amplitude variability in the summer and winter seasons to be 11.7%–16.2% and 24.5%–34.8%, respectively. These statistics are summarized in Table 1. Based on these estimates, we explore changes in summer SAT amplitudes of ±15% and in winter SAT amplitudes of ±30%, values close to the mean of all nine regions. These changes are represented schematically in Fig. 3.

c. Choosing spinup coupling coefficients

It is more difficult to estimate ranges of coupling coefficient variability, as no general theory has been developed to characterize it. It is possible, however, to achieve a preliminary estimate of seasonal coupling behavior using empirical comparisons of air and ground temperatures. Here we consider the above-mentioned six sites, which span a diverse range of climates and environments: Fargo, North Dakota (46°54′N, 96°48′W); Cape Henlopen State Park, Delaware (38°46.4′N, 75°5.7′W); Cape Hatteras National Seashore, North Carolina (35°15.2′N, 75°32.0′W); Campbell River, British Columbia (49°52.14′N, 125°20.12′W); Sylvania Wilderness, Michigan (46°14.52′N, 89°20.86′W); and Bondville, Illinois (40°0.37′N, 88°17.51′W). Table 2

![Fig. 2. Dependence of GST attenuation on the value of the coupling coefficient and the frequency of SAT oscillations. GST attenuation is defined as the difference between 100% and the percent ratio of the GST and SAT amplitudes. Each curve in the plot represents responses for different constant values of the coupling coefficient. For each curve the GST attenuation was investigated over a range of frequencies with periods from 0.4 to 10 yr.](image-url)
summarizes the climates and environments at each of these sites, which include maritime and intercontinental climates in forest, grassland, gassy dune, and cropland settings.

Smerdon et al. (2004) have analyzed the Fargo, Cape Henlopen, and Cape Hatteras datasets to compare the amplitudes of annual SAT and GST signals. Here we analyze the three additional sites using data obtained from the Ameriflux database (see online at http://public.ornl.gov/ameriflux/). The annual SAT and GST signals for the Campbell River, Sylvania Wilderness and Bondville sites are shown in Fig. 4 [see Smerdon et al. (2004) for a similar figure showing the Fargo, Cape Henlopen, and Cape Hatteras results]. Further descriptions of the sites and our analysis are given in the appendix. At all sites the annual GST signal was attenuated relative to SAT. For instance, large forest canopies at the Campbell River and Sylvania Wilderness sites caused significant summer decoupling between SAT and GST. Snow cover plays a significant role in decoupling the air and ground at the Sylvania Wilderness and Bondville sites, the two midlatitude intercontinental sites, and is similar to the results found at Fargo (Smerdon et al. 2003).

Collectively, the six sites represent an attempt to quantify the magnitude of effects from different forms of seasonal decoupling; summer and winter decoupling ranged from approximately 0% to 25% and from 0% to 40%, respectively. These ranges reflect spatial variability, and are likely larger than the temporal variability at any given site. With this in mind, we select a spinup coupling coefficient with minimum summer and winter values of 4 and 1 yr$^{-1}$, respectively, yielding summer and winter GST attenuations of approximately 7% and 23%, respectively. Summer coupling coefficient minimums of 10 and 3 yr$^{-1}$ are also investigated, representing high and low summer coupling scenarios that yield GST attenuations of 3% and 10%, respectively. Winter coupling coefficient minimums of 3 and 0 yr$^{-1}$ are investigated, representing high and low winter coupling scenarios that yield GST attenuations of 10% and 32%, respectively. This set of coupling coefficient changes, when combined with the set of SAT changes described in the previous section, define a total of nine experiments. Figure 3 displays each of the experimental changes, and Table 3 gives the maximum and minimum values of the SAT and coupling coefficients for the spinup and the nine experiments.

4. Experimental results

a. Spinup simulation

Figure 5 displays the last 6 yr of the spinup simulation and demonstrates the characteristic features of diffusing temperature signals. Seasonal temperatures penetrate into the subsurface causing an alternating warming and cooling within the first several meters of the subsurface. These seasonal temperature lobes are attenuated and phase lagged with depth and the annual oscillations are almost fully attenuated by 10 m, consistent with theory (see Carslaw and Jaeger 1959).

The spinup simulations also demonstrate the effects of the changing coupling coefficient. GST is attenuated in both the summer and winter seasons due to reduced

<table>
<thead>
<tr>
<th>Region</th>
<th>Season</th>
<th>Mean (°C)</th>
<th>Std dev (°C)</th>
<th>Amplitude (°C)</th>
<th>% Range of amplitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Northwest</td>
<td>Summer</td>
<td>17.51</td>
<td>0.73</td>
<td>9.20</td>
<td>15.92</td>
</tr>
<tr>
<td></td>
<td>Winter</td>
<td>−0.89</td>
<td>1.53</td>
<td>33.25</td>
<td></td>
</tr>
<tr>
<td>West-north central</td>
<td>Summer</td>
<td>19.08</td>
<td>0.95</td>
<td>6.50</td>
<td>14.59</td>
</tr>
<tr>
<td></td>
<td>Winter</td>
<td>−6.93</td>
<td>2.01</td>
<td>30.96</td>
<td></td>
</tr>
<tr>
<td>East-north central</td>
<td>Summer</td>
<td>19.85</td>
<td>0.95</td>
<td>7.02</td>
<td>13.50</td>
</tr>
<tr>
<td></td>
<td>Winter</td>
<td>−8.22</td>
<td>1.98</td>
<td>28.26</td>
<td></td>
</tr>
<tr>
<td>Central</td>
<td>Summer</td>
<td>23.23</td>
<td>0.85</td>
<td>5.77</td>
<td>14.79</td>
</tr>
<tr>
<td></td>
<td>Winter</td>
<td>0.17</td>
<td>1.72</td>
<td>29.79</td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>Summer</td>
<td>19.60</td>
<td>0.69</td>
<td>5.98</td>
<td>11.51</td>
</tr>
<tr>
<td></td>
<td>Winter</td>
<td>−4.33</td>
<td>1.60</td>
<td>26.80</td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>Summer</td>
<td>21.81</td>
<td>0.71</td>
<td>4.38</td>
<td>16.17</td>
</tr>
<tr>
<td></td>
<td>Winter</td>
<td>4.32</td>
<td>1.27</td>
<td>29.08</td>
<td></td>
</tr>
<tr>
<td>Southwest</td>
<td>Summer</td>
<td>21.65</td>
<td>0.69</td>
<td>5.22</td>
<td>13.16</td>
</tr>
<tr>
<td></td>
<td>Winter</td>
<td>0.79</td>
<td>1.28</td>
<td>24.46</td>
<td></td>
</tr>
<tr>
<td>South</td>
<td>Summer</td>
<td>26.71</td>
<td>0.71</td>
<td>5.00</td>
<td>14.19</td>
</tr>
<tr>
<td></td>
<td>Winter</td>
<td>6.72</td>
<td>1.29</td>
<td>25.85</td>
<td></td>
</tr>
<tr>
<td>Southeast</td>
<td>Summer</td>
<td>25.52</td>
<td>0.50</td>
<td>4.27</td>
<td>11.72</td>
</tr>
<tr>
<td></td>
<td>Winter</td>
<td>8.43</td>
<td>1.49</td>
<td>34.76</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 1. Summary of regional statistics for amplitude variability in the contiguous United States.
Fig. 3. Graphical representation of the nine experiments discussed in section 5. Each of the plots shows the experimental changes in surface temperature and coupling coefficients relative to the spinup conditions. These perturbations were imposed for 6 yr after 80 yr of the spinup simulation. The lettering of each panel corresponds to the lettered descriptions in sections 5b, 5c, and 5d.
coupling during those seasons. The effects are illustrated in Fig. 6, showing the SAT, GST, and 1-m time series model outputs. The peak summer GST is 2.93 K, compared to the summer SAT maximum of 3 K. Similarly, the minimum winter GST is warmer than the SAT, with values of 1.23 and 1 K, respectively. These seasonal differences are also reflected in the mean annual GST, equal to 2.04 K; the mean SAT is 2 K. This increased GST mean value is indicative of the asymmetric behavior of the warming and cooling of the subsurface caused by the seasonal differences in the coupling coefficient.

b. Warmer summers and increased summer decoupling

The first suite of experiments is focused on summer effects. The three simulated scenarios are A—6 yr of warm summers in which the peak SAT increases from the spinup value of 3 to 3.15 K, B—6 yr of increased summer decoupling in which the minimum summer coupling coefficient is reduced from the spinup value of 4 to 3 yr⁻¹, and C—6 yr of combined warm summers (scenario A) and increased decoupling (scenario B). Figure 7 is a schematic illustrating the implementation of the above experimental scenarios. After the 80-yr spinup simulation, the SAT and coupling coefficient functions are changed according to each scenario and the model is run for an additional 6 yr. The last 6 yr of the spinup simulation are shown on the left-hand side of the figure, along with the SAT and coupling coefficient functions used to drive the spinup run. The three right panels in Fig. 7 are the 6 yr of simulated temperatures after the changes have been imposed. The experimental approach represented in Fig. 7 is used in all of the experiments that follow.

The 6-yr subsurface transient responses for scenarios A–C are displayed in Fig. 8. Six warm summers in scenario A yield progressively deeper intrusions of the summer temperature lobe and a small warming of winter ground temperatures. These changes slowly propagate to depth and warm the subsurface to 20 m during the fifth year. Under conditions of increased summer decoupling in scenario B, midsummer ground temperatures are colder than those in scenario A and spinup simulation. There is, however, no significant deep intrusion of the summer temperature lobe. The winter lobe is colder in the middle of winter, and diffuses to greater depths than either the warm summer or spinup simulations. Interestingly, the cooling due to reduced summer coupling impacts not just the evolution of summer temperatures, but the winter temperatures as well. In fact, winter changes are progressively more pronounced with depth than the summer changes. This effect likely arises because cold early-winter temperatures would normally “compete” with the deep upward flux of heat stored from the previous summer. The increased summer decoupling of scenario B, however, reduces summer ground temperatures at the surface and at depth. Cold winter temperatures therefore penetrate more easily without encountering deep upward fluxes of heat from the previous summer.

Scenario C combines warmer summers with reduced summer coupling. The results are similar to those of only the warm summer scenario A. This simulation implies that within the ranges of imposed changes, increases in summer temperatures more than offset the impact of reduced coupling. One important consequence of the effect may be in regions where winter ground temperatures are very near freezing. Scenarios A–C suggest that in some regions, summer coupling may have the potential to increase or decrease the likelihood of winter ground freezing under otherwise very similar winter conditions.

c. Warmer winters and increased winter decoupling

The second suite of experiments is focused on winter effects. The three simulation scenarios are as follows: D—6 yr of warm winters in which the minimum winter SAT increases from the spinup value of 1 to 1.3 K, E—6 yr of reduced winter coupling in which the minimum winter coupling coefficient is reduced from the spinup value of 1 to 0 yr⁻¹, and F—6 yr of combined warm

<table>
<thead>
<tr>
<th>Site</th>
<th>Climate</th>
<th>Biome</th>
<th>Percent of summer decoupling</th>
<th>Percent of winter decoupling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fargo, ND</td>
<td>Midlatitude, intercontinental</td>
<td>Grassland</td>
<td>~0%</td>
<td>~23%</td>
</tr>
<tr>
<td>Cape Henlopen, DE</td>
<td>Maritime</td>
<td>Dune</td>
<td>~8%</td>
<td>~0%</td>
</tr>
<tr>
<td>Cape Hatteras, NC</td>
<td>Maritime</td>
<td>Dune</td>
<td>~8%</td>
<td>~0%</td>
</tr>
<tr>
<td>Bondville, IL</td>
<td>Midlatitude, intercontinental</td>
<td>Cropland</td>
<td>~0%</td>
<td>~15%</td>
</tr>
<tr>
<td>Sylvania Wilderness, MI</td>
<td>Midlatitude, intercontinental</td>
<td>Mixed forest</td>
<td>~18%</td>
<td>~40%</td>
</tr>
<tr>
<td>Campbell River, BC, Canada</td>
<td>Maritime</td>
<td>Evergreen forest</td>
<td>~25%</td>
<td>~6%</td>
</tr>
</tbody>
</table>
winters (scenario D) and reduced winter coupling (scenario E).

The 6-yr transient responses of the subsurface to scenarios D–F are displayed in Fig. 9. Under conditions of warmer winters in scenario D, temperatures in the shallow subsurface are not as cold as the spinup simulation. The temperature gradient during the winter season is also reduced, while the flattened isotherms in the near surface have broadened and extended in time. The summer temperature lobes also get warmer and reach deeper into the subsurface, once again demonstrating the potential for single-season changes to have interseasonal consequences in subsurface temperature responses.

For scenario E, in which there is greater winter decoupling, the near-surface winter isotherms are separated into two distinct asymmetric bulges, a small shallow cold bulge in early winter and a larger cold bulge in late winter. Similar features have been noted in observations of arctic subsurface temperatures (H. Bader, Department of Natural Resources, Alaska, 2004, personal communication). We interpret this for real-world conditions as follows: air and ground temperatures fall together in early winter when snow depth is relatively shallow and the coupling between SAT and GST is still strong. As snow depth nears its maximum in midwinter, SAT–GST coupling is near its minimum. This allows upward fluxes of heat from the previous summer to warm the near-surface in midwinter, distorting the normally symmetric winter ground temperature lobe. Finally, as the snowpack depth is reduced in late winter due to densification and melt, SAT–GST coupling is reestablished, leading to penetration of cold SATs and the subsequent development of a pronounced second winter temperature bulge in the subsurface. For the combination of warm winters and increased snowfall in scenario F, the front side of the winter temperature lobe is further eroded and separated into the distinct two-bulge feature.

The results of scenarios D–F have particular relevance at high latitudes where the magnitude and spatial extent of air and subsurface warming has been well documented (e.g., Lachenbruch and Marshall 1986; Oberman and Mazhitova 2001; Osterkamp and Romanovsky 1994, 1999; Pavlov 1994; Zhang et al. 1997; Foster 1989; Foster et al. 1992; Stone et al. 2002; Chapman and Walsh 1993; Houghton et al. 2001; Overpeck and al. 1997; Serreze et al. 2000). In particular, they yield insights into an apparent paradox; the paradox...
being that while atmospheric warming in the arctic has predominantly been a winter and winter/spring phenomenon (McBean et al. 2005), the lengthening of thawed ground conditions has occurred in both the fall and spring (Smith et al. 2004). Figure 9 demonstrates how this seemingly unrelated cause and effect might be so. As noted earlier, warm winters (air temperatures), especially those with a deeper-than-normal snowpack (reduced coupling), indirectly impact the evolution of ground temperatures in the following winter. After a few years of winter warming or less than normal winter coupling there is a compression of the winter lobes and a lateral expansion and deeper penetration of the summer signal. This intensified summer signal, achieved without an explicit warming of the summer, is then quite effective at keeping early winter ground temperatures warm. Nevertheless, while this subsurface warming in summer is sufficient to impact the evolution of subsurface temperatures in early and midwinter (note the double bulge in Fig. 9), its impact is much reduced by late winter. The impact of warmer than normal winter and spring air temperatures therefore has an immediate impact on the time of the spring thaw, but also a delayed impact on ground temperatures in the following fall.

d. Cold winters and increased winter coupling

The third suite of experiments is again focused on winter effects. The three scenarios are as follows: G—6 yr of cold winters in which the minimum winter SAT decreases from the spinup value of 1 to 0.7 K, H—6 yr of increased winter coupling in which the minimum winter coupling coefficient is increased from the spinup value of 1 to 3 yr⁻¹, and I—6 yr of combined cold winters (scenario G) and increased winter coupling (scenario H).

The 6-yr transient responses of the subsurface to scenarios G–I are displayed in Fig. 10, and demonstrate that all three scenarios generate colder winter temperature lobes. Both the cold winter and reduced snowfall

---

**Fig. 5.** Last 6 yr of the spinup simulation showing the diffusion of the oscillating surface signal into the subsurface. The character of the winter lobe is different than the summer lobe due to the asymmetry of the coupling coefficient shown in Fig. 1. At about 10 m the annual signal is damped out and constant temperatures persist below that depth.

**Fig. 6.** Temperature time series plots of the SAT, the GST, and the 1-m subsurface temperature as computed from SLIM in the last 6 yr of the spinup simulation. The dashed line in the figure is the mean of the SAT. Decoupling between SAT and GST due to changes in the coupling coefficient is evident in both the summer and winter, although the winter decoupling is much larger. Changes in GST, relative to SAT, are communicated to depth, as shown in the 1-m output.
experiments lead to colder winter subsurface temperatures that diffuse to deeper depths, phase shift with time, and spread throughout the profile. The cold winter plus reduced snowfall scenario (scenario I) reflects a combination of the two above scenarios (scenarios G and H).

Scenarios G–I highlight the different means by which winter conditions reduce the impact of upward fluxes from summer temperatures. In scenario G, winter temperatures are colder than normal and the subsurface is rapidly cooled. In this scenario, subsurface heat stored from the previous summer is not a major factor in driving midwinter temperatures. In scenario H, as midwinter coupling is increased the subsurface is no longer insulated from midwinter SAT, and the subsurface is rapidly cooled. As in scenario G, subsurface heat stored from the previous summer is not a major factor in driving midwinter temperatures. These dynamics of scenarios G and H are amplified in scenario I.

5. Corroborating support for SLIM

Validation or corroboration of a model’s performance takes many forms. We conduct a qualitative assessment of SLIM by visually assessing the authenticity of structures and patterns that emerge from the model simulations. Such an assessment is consistent with the goal of this work, which is to gain a first-order understanding of the dynamics that govern the seasonal evolution of subsurface temperatures.

We first examine year-to-year variability in coupling characteristics using subsurface temperature observations taken at Fargo (see section 3c and in the appendix; Fig. 11). Meteorological conditions are also displayed, showing daily SAT and snow depth. The SAT in the winter of 1982–83 was warmer than that in 1983–84, yet the subsurface was cooled to a greater depth in 1982–83. The explanation for this is that snow depth was considerably less in 1982–83, which effectively increased SAT–GST coupling in that winter relative to 1983–84. Additionally, the SAT in the winter of 1981–82 was colder than either of the following 2 yr, but it was also a winter of extensive snow cover. The effect of these two conditions on subsurface temperatures in 1981–82 was to cancel each other and maintain temperatures that were about as cold as 1982–83 and slightly colder than 1983–84. Although quite qualitative, the behavior of the subsurface temperature evolution observed at Fargo is consistent with the simulations that we have performed, both in its respective responses to meteorological conditions and in the overall evolution of subsurface temperatures.

We now compare observed and simulated subsurface temperatures at Cape Hatteras (see section 3c and in

Fig. 7. Schematic illustration of how the simulation experiments are implemented using scenarios A–C. (left) The spinup forcing functions and the subsurface temperature field in the last 6 yr of the spinup simulation. The temperature profile at the end of the 80-yr spinup simulation is then used to initialize the subsurface at the beginning of 6-yr experiments. These experiments impose changes to the spinup SAT and coupling coefficient functions. (middle) Three examples of changes to the spinup functions are shown. (right) The 6 yr of subsurface temperature responses are shown for each experimental change.
The SAT at Cape Hatteras was approximated in the simulation by a least squares regression fit of the SAT data to a sinusoid during the 1997–98 yr, providing a sinusoid with a period of 1 yr to represent the SAT. The same functional form of the coupling coefficient shown in Fig. 1 was used, but the minimum summer and winter values were adjusted to provide the best correspondence with observations. While there are notable differences between observations and simulations, particularly in the first several tens of centimeters beneath the surface, these differences are reduced after the first meter or two. The principal conclusion to be drawn from Fig. 12 is that below the first meter, where the high frequencies have been sufficiently attenuated, the simulation is remarkably similar to subsurface observations. This suggests that SLIM can capture the gross characteristics of land-atmosphere coupling and the subsequent evolution of subsurface temperatures, even if some of the near-surface details are missed.

While the corroborating evidence presented lends
credence to the use of SLIM to understand basic land–atmosphere coupling and the subsequent implications for subsurface thermodynamics, there are caveats to consider. The first of which relates to the simple functional forms of SAT and \( c(t) \) that we have employed. Further investigations into how these two functions are represented in SLIM, particularly the character and time evolution of the coupling coefficient, will help refine the applicability of SLIM in subsequent investigations. We also note that we have not incorporated latent heat effects in this version of SLIM. The impact of latent heat effects can be implicitly accounted for by incorporating a time- and space-dependent thermal diffusivity in the one-dimensional diffusion equation. A similar approach has been validated at Fargo where subsurface temperature also experience freeze–thaw cycles (Pollack et al. 2005). Preliminary investigations into this representation of subsurface cryogenic pro-

Fig. 9. Results from 6 yr of simulation after perturbations were imposed from the spinup conditions. This ensemble of experiments focuses on winter effects in which subsurface responses are simulated under conditions of warmer winters and reduced winter coupling (see section 5c). Each of the three panels represents a simulated scenario: (top) D—6 yr of warm winters in which the minimum winter temperature increases from the spinup value of 1–1.3 K, (middle) E—6 yr of reduced winter coupling in which the minimum winter coupling coefficient is reduced from the spinup value of 1–0, and (bottom) F—6 yr of warm winters and reduced winter coupling in which scenarios D and E are combined.
cesses have demonstrated the ability of SLIM to approximate freeze–thaw dynamics; this is the subject of ongoing work.

6. Conclusions

The objective of this study was to arrive at a qualitative understanding of land–atmosphere dynamics and the subsequent controls on the seasonal evolution of subsurface temperatures. What separates this modeling exercise from complex modeling studies is that we do not explicitly model the details of the full energy balance at the land surface. We have used an implicit representation of the processes active at the land–atmosphere boundary by assuming a temporally varying SAT and coupling coefficient. Our approach yields qualitative insight into how changing land–atmosphere dynamics impact subsurface thermodynamics over sev-

Fig. 10. Results from 6 yr of simulation after perturbations were imposed from the spinup conditions. This ensemble of experiments focuses on winter effects in which subsurface responses are simulated under conditions of colder winters and increased winter coupling (see section 5d). Each of the three panels represents a simulated scenario: (top) G—6 yr of cold winters in which the minimum winter temperature decreases from the spinup value of 1–0.7 K, (middle) H—6 yr of increased winter coupling in which the minimum winter coupling coefficient is increased from the spinup value of 1–3, and (bottom) I—6 yr of cold winters and increased winter coupling in which the changes from scenarios G and H are combined.
eral years, and demonstrate the usefulness of simple modeling frameworks.

The principal utility of the simulations in section 5 are the straightforward insights they provide into the seasonal thermodynamics of the subsurface. We summarize the most important conclusions derived from these simulations as follows:

- The evolution of subsurface thermodynamics on seasonal time scales can be influenced by temperatures at depths as deep as 5–10 m. The importance of these depths in near-surface temperature evolution should not be overlooked in observational and modeling studies.
- The seasonal thermal memory of the subsurface plays

---

**Fig. 11.** Observations of (top) meteorological conditions and (bottom) subsurface temperatures down to a depth of 11.7 m at Fargo, ND, from 1 Jan 1981 to 31 Dec 1986. (top) SATs (gray) and snow cover (red) during the period of observation. The ordinate scaling is the same as the simulated temperatures in Figs. 7–9.

**Fig. 12.** (top) Observed and (bottom) simulated temperatures at Cape Hatteras, NC, from 1 May 1997 to 30 Apr 1998. SLIM simulations do not capture many of the details of the near-surface temperature evolution, but match much of the deeper signal in the observations. Measurements only extend to 3 m, and therefore the ordinate scaling is expanded, relative to the other contour plots in the paper, to provide more detail.
Reduced summer coupling has the potential to cause colder winter ground temperatures. This effect is the result of reduced summer heat stored in the subsurface, which in turn allows cold winter temperatures to penetrate more deeply.

Reduced winter coupling increases the relevance of previous seasonal effects. This is most notably displayed in Fig. 9 in which double-bulge features demonstrate the tendency for early winter temperatures to be more strongly affected than temperatures later in the winter if the subsurface is significantly decoupled from SAT. This effect may explain the apparent paradox in the Arctic growing seasons that have expanded in both spring and fall, while the majority of warming has occurred in winter and spring.

Simple models can capture some of the basic dynamics of the land surface system and are useful for understanding its net effects on subsurface temperature evolution.

Each of the above listed conclusions requires further investigations, but SLIM has provided early evidence for their importance in evolving subsurface temperatures. In this sense, SLIM may work most effectively as a hypothesis generator, the postulates of which can be investigated with observations and further modeling studies. Thus, simple models allow one to better understand land–atmosphere coupling and subsurface thermodynamics from a qualitative point of view, while complex models can be used for prediction and hypothesis testing. It is our contention that when used in tandem, simple and complex models will lead to deeper insights into the fundamental dynamics of land–atmosphere dynamics and subsurface thermodynamics in natural systems.
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APPENDIX

Characterizing Annual SAT and GST Signals

The empirical analysis that we perform is described in detail by Smerdon et al. (2003). The general approach is as follows: 1) extract the annual Fourier component from SAT and each subsurface temperature time series, 2) extrapolate the amplitudes and phases of subsurface Fourier components to the ground surface to estimate an annual GST signal, and 3) compare the annual SAT and GST signals to derive percent attenuation estimates in the summer and winter seasons.

Smerdon et al. (2004) analyzed data from Fargo, Cape Hatteras, and Cape Henlopen to estimate the percent differences between amplitudes in annual GST and SAT signals. Fargo is a grassland site and is representative of a midlatitude intercontinental climate. Based on meteorological station data from the nearby Fargo airport, the site experiences modest rain-equivalent precipitation (54 cm yr$^{-1}$, estimated in the period 1981–99), significant annual snowfall (123 cm yr$^{-1}$, in the period 1981–99), and annual snow cover days (96 days yr$^{-1}$, in the period 1981–95). Cape Henlopen and Cape Hatteras are maritime sites located on partially shaded grassy dunes. Nearby meteorological stations measured more than twice the amount of mean annual rain-equivalent precipitation than Fargo (~110 cm yr$^{-1}$) at each site measured in the period 1996–2001 and both sites experience little or no snow. The amplitudes of annual GST signals were attenuated by 22.5%, 8.3% and 7.6% at Fargo, Cape Henlopen, and Cape Hatteras, respectively, most of which occurred in the winter at Fargo and in the summer at the two capes (see Smerdon et al. 2004, their Fig. 3).

Using the Ameriflux database, we have analyzed annual SATs and GSTs from three sites: Campbell River, Sylvania Wilderness, and Bondville. The Campbell River site is classified as a needle leaf boreal forest located in a 50-yr-old coastal Douglas fir stand on the east coast of Vancouver Island (for a detailed description of the site see Humphreys et al. 2003). Thirty-year (1971–2000) normals of mean annual air temperature and annual rain-equivalent precipitation measured at the nearby Campbell River Airport meteorological station (49°57’N, 125°16’W) were 8.6°C and 134.4 cm, respectively, with approximately 109 cm of annual snowfall (more information available online at http://www.ec.gc.ca/envhome.html). The Sylvania Wilderness site is classified as a mixed forest that comprises a canopy of sugar maple, with smaller representations of hemlock, yellow birch, basswood, and ironwood (for a detailed description of the site see Desai et al. 2005).
Thirty-year (1971–2000) normals of mean annual air temperature and annual rain-equivalent precipitation measured at the nearby Watersmeet meteorological station (46°17′N, 89°17′W) were 3.9°C and 77.1 cm, respectively (Desai et al. 2005). The total annual snowfall in the Sylvania Wilderness region averages more than 400 cm (Bockheim and Jordan 2004). The Bondville site is classified as a cropland site where the yearly crop alternates between maize and soybeans (for a detailed description of the site see Meyers and Hollinger 2004). Thirty-year (1971–2000) normals of mean annual air temperature and annual rain-equivalent precipitation measured at the nearby Urbana meteorological station (40°05′N, 88°13′W) were 10.9°C and 104.3 cm, respectively, with approximately 66.5 cm of annual snowfall. Analyses of 1 yr of data from each of these three sites yield the annual signals shown in Fig. 4 and the range of coupling estimates that are provided in section 3c.
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