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ABSTRACT: The interannual and decadal variability of summer Arctic sea ice is analyzed, using the longest reconstruction (1850–2017) of Arctic sea ice extent available, and its relationship with the dominant internal variabilities of the climate system is further investigated quantitatively. The leading empirical orthogonal function (EOF) mode of summer Arctic sea ice variability captures an in-phase fluctuation over the Arctic Basin. The second mode characterizes a sea ice dipolar pattern with out-of-phase variability between the Pacific Arctic and the Atlantic Arctic. Summer sea ice variability is impacted by the major internal climate patterns: the Atlantic multidecadal oscillation (AMO), North Atlantic Oscillation (NAO), Arctic Oscillation (AO), Pacific decadal oscillation (PDO), and the Dipole Anomaly (DA), with descending order of importance based on the multiple regression analyses. The internal climate variability of the five teleconnection patterns accounts for up to 46% of the total variance in sea ice mode 1 (thermodynamical effect), and up to 30% of the total variance in mode 2 (dynamical effect). Furthermore, the variability of sea ice mode 1 decreased from 46% during 1953–2017 to 28% during 1979–2017, while the variability of mode 2 increased from 11% during 1953–2017 to 30% during 1979–2017. The increasingly greater reduction of Arctic summer sea ice during the recent four decades was enhanced with the positive ice/ocean albedo feedback loop being accelerated by the Arctic amplification, contributed in part by the atmospheric thermodynamical forcing from −AO, +NAO, +DA, +AMO, and −PDO and by the dynamical transpolar sea ice advection and outflow driven by +DA- and +AMO-derived strong anomalous meridional winds. Further analysis, using multiple large ensembles of climate simulations and single-forcing ensembles, indicates that mode 1 of summer sea ice, dominated by the multidecadal oscillation, is partially a forced response to anthropogenic warming.

KEYWORDS: Arctic; Sea ice; Arctic Oscillation; Atmosphere-ocean interaction; Teleconnections; Feedback

1. Introduction

Arctic sea ice variability has long been recognized as an important component of the climate system in the Arctic and on a global scale (Stroeve et al. 2007; Serreze and Barry 2011; Schweiger et al. 2019). It may modulate freshwater flux from the Arctic Ocean, deep water formation in the northern region of the Atlantic Ocean, and the intensity of large-scale ocean overturning (Aagaard and Carmack 1994). Sea ice has important local influences on the atmospheric energy budget through latent heat release and absorption of solar radiation during freezing and the melting of sea ice, respectively, so as to adjust the seasonality of the Arctic climate (Walsh 1983). It also affects the exchange of heat, moisture, and momentum between the atmosphere and ocean (Randall et al. 1998; Holland et al. 2001), and further modifies ice–ocean–atmosphere interaction by altering surface albedo (Lei et al. 2016). Using models with different configurations and projected sea ice losses, it is found the effects of Arctic sea ice loss are not limited to the northern high latitudes, but reach deep into the tropics: the entire troposphere warms, the global hydrological cycle strengthens, the intertropical convergence zones shift equatorward, and a reduction in strength and southward shift of the midlatitude westerly winds in winter occur (Deser et al. 2015; Screen et al. 2018; England et al. 2020).

The pronounced decline in summer Arctic sea ice cover that began in the late twentieth century is unprecedented in both magnitude and duration for at least the past 1450 years, with large interdecadal and interannual variability (Kinnard et al. 2011). In recent decades, acceleration of ice decline is also evident as trends in yearly extent have increased from about −0.23 x 10⁶ km² decade⁻¹ in 1979–86 to −0.55 x 10⁶ km² decade⁻¹ over the period 1979–2017 (Parkinson and Cavalieri 1989; Brennan et al. 2020). The seasonal daily minimum extent hit a record low in 2012, and September 2020 was the second lowest extent in the satellite record (Parkinson and Comiso 2013; Meier et al. 2020).

Previous studies suggest that there are certain teleconnections and feedbacks between the Arctic sea ice and the internal variabilities of the climate system on the interannual to decadal
time scales (Walsh and Johnson 1979; Levitus et al. 2009; Serreze and Stroeve 2015). Ding et al. (2017, 2019) indicated that the internal variability dominates the Arctic summer circulation trend and may be responsible for about 30%–50% of the observed multidecadal decline in Arctic sea ice. The Arctic Oscillation (AO) and North Atlantic Oscillation (NAO) associated with the subsidence-induced adiabatic warming and moistening anomalies in the lower troposphere may enhance sea ice loss (Sedlar and Tjernström 2017; Hegerl et al. 2018; Olofsson et al. 2019; Ding et al. 2019; Serreze et al. 2019; Papritz 2020). Dynamically, the more anomalous cyclonic (anticyclonic) atmospheric and ocean circulation also favors increased (reduced) sea ice due to sea ice divergence (convergence) and southward (northward) Ekman drift of sea ice in marginal ice zone (Wang and Wallace 2007; Peralta-Ferriz and Woodgate 2017; Olofsson et al. 2019; Ding et al. 2019; Serreze et al. 2019; Yu et al. 2019). The Arctic Dipole Anomaly (DA), consistent with a tendency toward warm air advection into the European Arctic and hence Arctic warming, also induces an enhanced transpolar wind/ice drift due to its strong meridional forcing (Overland and Wang 2005; Wu et al. 2006; Watanabe et al. 2006; Wang et al. 2009; Ikeda 2012; Zhang 2015; Lei et al. 2016; Hegerl et al. 2018).

The Atlantic multidecadal oscillation (AMO) can drive low-frequency Arctic sea ice fluctuations by triggering anomalous atmospheric circulation and anomalous warm or cold air advection into the Arctic Ocean (Castruccio et al. 2019; Yu et al. 2019). About 5%–31% of the 10.1% decade \(^{-1}\) decline in September sea ice extent (1979–2010) is attributed to AMO-driven variability (Day et al. 2012). The Pacific decadal oscillation (PDO) appears to play a key role in the accelerated Arctic warming (Svendsen et al. 2018; Tokinaga et al. 2017; Hegerl et al. 2018; McIvor et al. 2020) and has led to faster winter sea ice loss with increased poleward energy transport in recent decades (Meehl et al. 2018; Screen and Deser 2019; Yu et al. 2019).

Cai et al. (2021) evaluated the trends of summer sea ice in six Arctic regions and showed that the key drivers to the accelerated summer sea ice decline during the last several decades are found to be the combined global warming and regional Arctic warming exerted simultaneously by the internal variability of the teleconnection patterns (AO, NAO, AMO, PDO). Built upon Cai et al.’s recent findings, this research is devoted to assessing interannual and decadal variability of summer Arctic sea ice using empirical orthogonal function (EOF) analysis. The contributions of atmospheric dynamical and thermodynamical forcing induced by the AO, NAO, DA, AMO, and PDO are further investigated and compared quantitatively. We will address the following questions: 1) What are the thermodynamical impacts of the individual teleconnection patterns on changes in Arctic surface temperature structure and sea ice distribution? 2) What are the dynamical forcings of these teleconnections that drive Arctic sea ice advection? 3) What is the quantitative relevance of each teleconnection causing observed sea ice variability? 4) How do the atmospheric thermodynamical forcing and wind forcing by the dominant modes of climate variability, combined with the global warming, accelerate the decline in Arctic summer sea ice in recent decades?

Section 2 describes the data and methods used in this study. Section 3 explores the Arctic sea ice interannual and decadal variability and its association with dominant internal variabilities of climate system. Section 4 summarizes the findings of this study.

2. Data and methods

a. Data

1) SEA ICE

We used the gridded monthly sea ice concentration data extending back to 1850 with a 1/4° × 1/4° grid (Walsh et al. 2017) and passive microwave sea ice concentration data with 25 km × 25 km resolution from November 1978 to December 2017 (Peng et al. 2013; Meier et al. 2017). All of these data are archived in the National Snow and Ice Data Center (NSIDC). In this work, sea ice area (SIA) is defined as the sum of the grid cell areas multiplied by the ice concentration. In summer (July–September), the SIA reaches the minimum value and its change can account for the change of the whole year by 66.7% (Wang and Ikeda 2001). Because the time series of the summer SIA is random and independent, and summer variations are easier to be captured than that in winter, this work mainly focuses on the analysis of Arctic sea ice in summer. The conclusions obtained in this study are insensitive to the choice of SIA rather than sea ice extent as the primary phenological variable.

Although the analysis of the full record (1850–2017) of summer SIA is desirable, the data are limited by gaps in observation availability, particularly prior to 1953 (Walsh et al. 2017). Furthermore, there is less variability in Arctic SIA prior to the satellite era, a significant part of which is due to the early twentieth-century warming (ETCW; Brennan et al. 2020). However, this longest gridded sea ice dataset has been used to successfully investigate and interpret various climate-related phenomena in previous studies (Wang and Ikeda 2000, 2001; Wang et al. 2009; Kim et al. 2019; Trusel et al. 2018; Bonan and Blanchard-Wrigglesworth 2020; Kolstad and Screen 2019; Klaus et al. 2018). It is noted that conclusions derived based on this dataset prior to 1953 need reliable data and careful analyses to support. Given the data uncertainty, especially in the mean values, we rely on sea ice anomalies (a deviation from mean) as our primary variable for studying the summer variability and have divided the entire observation period (1850–2017) into three subperiods to confirm the validity of our conclusions: 1850–1952, 1953–2017, and 1979–2017.

The sea ice thickness (SIT) and motion data in 1978–2017 are output from the Pan-Arctic Ice Ocean Modeling and Assimilation System (PIOMAS; Zhang and Rothrock 2003). The mean SIT and its spatial pattern agree well with satellite data obtained from 2003–09 ICESat (Schweiger et al. 2011). These curvilinear data cover the domain of 45°–90°N with 360 × 120 grid points.

2) ATMOSPHERIC VARIABLES

Monthly sea level pressure (SLP), as well as near-surface air temperature (SAT), and surface wind are obtained from two twentieth-century reanalyses: The NOAA-CIRES (Cooperative Institute for Research in Environmental Sciences, University of...
Colorado Boulder) Twentieth Century Reanalysis version 3 (1836–2015; 20CRv3; Slivinski et al. 2019) and European Centre for Medium-Range Weather Forecasts (ECMWF) twentieth-century reanalysis (1900–2010; ERA-20C; Poli et al. 2016). However, because ERA-20C cannot reproduce the DA pattern as the second-leading mode of SLP variability, we only show the results of 20CRv3 reanalysis data in this study.

3) INDICES OF DOMINANT INTERNAL VARIABILITIES

The NAO refers to a seesaw pattern between the intensities of the climatological Icelandic low and the Azores high with anomalous westerlies over the North Atlantic (Hurrell 1995). The station-based index of NAO (1865–2017) is based on the definition of Hurrell (1995) as the difference of normalized SLP between Lisbon, Portugal, and Stykkisholmur/Reykjavik, Iceland, which was obtained from the National Center for Atmospheric Research (NCAR) Climate Data Guide (Schneider et al. 2013).

The AMO is identified as the North Atlantic surface temperature oscillation with a period of 65–70 years and found to be primarily controlled by external forcing (Schlesinger and Ramankutty 1994; Haustein et al. 2019). As the AMO is influenced by associated climate changes and the analysis of variance can be dominated by the recent trends, to deal with purely Atlantic variability, the index is defined as the annual sea surface temperature (SST) anomalies averaged over the North Atlantic (0°–80°N, 0°–80°W) for 1870–2017, relative to the 1901–70 climatology but with the global mean SST removed using HadISST1.1 (Trenberth and Shea 2006).

As a long-lived pattern of Pacific SST variability, the standardized PDO index is derived as the leading PC of monthly SST anomalies in the North Pacific Ocean, poleward of 20°N, provided by NOAA/NCDC (Zhang et al. 1997; Mantua et al. 1997). The monthly mean global average SST anomalies are removed to separate this pattern of variability from the “global warming” signal that may be present in the data.

4) CLIMATE MODEL RUNS

To assess the contribution of external forcing to the dominant modes of summer Arctic sea ice variability, the multiple large ensembles of climate simulations (LEs; Deser et al. 2020a; Table 1) and single-forcing ensembles (Deser et al. 2020b; Table 2) are employed. The new collection of initial-condition LEs generated with five Earth system models under historical forcing for the years preceding 2006 and RCP8.5 forcing after 2006 provides the opportunity to compare both internal variability and the forced response across different climate models in a consistent and coordinated manner (England 2021). The evolving roles of anthropogenic aerosols (AER) and greenhouse gases (GHG) in driving large-scale patterns of Arctic sea ice can be studied using “all-but-one-forcing” initial-condition large ensembles (single-forcing ensembles) with the Community Earth System Model version 1 (CESM1; Deser et al. 2020b); for example, the x-aer (ghg) run is identical to the historical run except that the emission of industrial aerosols (greenhouse gases) is held fixed at 1920 values.

b. Methods

The whole Arctic is divided into six subregions (Fig. 1) following Wang and Ikeda (2001). The time series of SIA anomalies are calculated by removing the monthly climatology in each region. All the time series of SIA in each region for the periods 1850–1952, 1953–2017, and 1979–2017 are detrended and then standardized before applying the EOF analysis to obtain the dominant modes of the summer Arctic sea ice variability (Wang and Ikeda 2000, 2001).

As a long-lived pattern of Pacific SST variability, the standardized PDO index is derived as the leading PC of monthly SST anomalies in the North Pacific Ocean, poleward of 20°N, provided by NOAA/NCDC (Zhang et al. 1997; Mantua et al. 1997). The monthly mean global average SST anomalies are removed to separate this pattern of variability from the “global warming” signal that may be present in the data.

4) CLIMATE MODEL RUNS

To assess the contribution of external forcing to the dominant modes of summer Arctic sea ice variability, the multiple large ensembles of climate simulations (LEs; Deser et al. 2020a; Table 1) and single-forcing ensembles (Deser et al. 2020b; Table 2) are employed. The new collection of initial-condition LEs generated with five Earth system models under historical forcing for the years preceding 2006 and RCP8.5 forcing after 2006 provides the opportunity to compare both internal variability and the forced response across different climate models in a consistent and coordinated manner (England 2021). The evolving roles of anthropogenic aerosols (AER) and greenhouse gases (GHG) in driving large-scale patterns of Arctic sea ice can be studied using “all-but-one-forcing” initial-condition large ensembles (single-forcing ensembles) with the Community Earth System Model version 1 (CESM1; Deser et al. 2020b); for example, the x-aer (ghg) run is identical to the historical run except that the emission of industrial aerosols (greenhouse gases) is held fixed at 1920 values.

b. Methods

The whole Arctic is divided into six subregions (Fig. 1) following Wang and Ikeda (2001). The time series of SIA anomalies are calculated by removing the monthly climatology in each region. All the time series of SIA in each region for the periods 1850–1952, 1953–2017, and 1979–2017 are detrended and then standardized before applying the EOF analysis to obtain the dominant modes of the summer Arctic sea ice variability (Wang and Ikeda 2000, 2001).

For the dominant modes of variability in SLP, AO is the first leading EOF mode of normalized SLP variabilities north of 70°N (Wu et al. 2006) and the second-leading mode was defined as the Arctic dipole anomaly (DA) pattern, which shows strong meridional wind anomalies (Wu et al. 2006; Wang et al. 2009).

Composite analysis is used to present the responses associated with a certain climate event such as the AO, DA, NAO, AMO, and PDO by averaging the data over the years when the event occurred. To illustrate typical fields in the positive and negative phases of the event, we chose the cases with each index being greater (smaller) than one standard deviation as

TABLE 1. Large ensemble simulations.

<table>
<thead>
<tr>
<th>Model</th>
<th>Members</th>
<th>Years</th>
<th>Description</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>CESM1-CAM5</td>
<td>40</td>
<td>1920–2100</td>
<td>Historical forcing is used for the years</td>
<td>Kay et al. (2015)</td>
</tr>
<tr>
<td>GFDL CAM3</td>
<td>20</td>
<td>1920–2100</td>
<td>preceding 2006 and RCP8.5 forcing is used after 2006</td>
<td>Sun et al. (2018)</td>
</tr>
<tr>
<td>CanESM2</td>
<td>50</td>
<td>1950–2100</td>
<td></td>
<td>Kirchmeier-Young et al. (2017)</td>
</tr>
<tr>
<td>CSIRO-MK3.6.0</td>
<td>30</td>
<td>1850–2100</td>
<td></td>
<td>Jeffrey et al. (2013)</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Model</th>
<th>Expt</th>
<th>Members</th>
<th>Years</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>CESM1-CAM5</td>
<td>x-aer</td>
<td>20</td>
<td>1920–2080</td>
<td>Anthropogenic aerosols fixed at 1920 concentrations</td>
<td>Deser et al. (2020b)</td>
</tr>
<tr>
<td></td>
<td>x-ghg</td>
<td>20</td>
<td>1920–2080</td>
<td>Greenhouse gases fixed at 1920 concentrations</td>
<td></td>
</tr>
</tbody>
</table>
extreme positive (negative) events (Table 3). The composite
fields are constructed by averaging the standardized SLP,
surface wind, SAT, and sea ice anomalies for these events.
To account for the small samples available in this study, the
Student’s t test was used to determine the statistical
significance between the means of paired variables.
Comparing the differences between the two means using the Student’s
t test requires two independent samples of sizes
and , which possess means and standard deviations given by
and , respectively. Our null hypothesis
is that the two
samples are statistically indistinguishable from each other. To
test , we use the t score given by

(1)

which is the value of a random variable having the t distri-
bution with 2 degrees of freedom. The null hypothesis is rejected if the two-tailed t score exceeds the 95%
confidence interval, and consequently the two samples are distinguishable.

The multiple linear regression is used to obtain the sta-
tistical relationships between the SIA variability and each
dominant mode of climate variability. The following equa-
tions give a linear relationship between the time series of the
PC1 (PC2) of EOF modes of summer SIA in six Arctic re-
gions and the AO, DA, NAO, AMO, and PDO indices. Each
time series of index is standardized and then detrended be-
fore being trained into the regression models:

(2)

and

(3)

where and are the expected value of PC1 and PC2; 
(\(i = 1, \ldots, 5\)) is the partial regression coefficient of PC1 (PC2)
on each index; \(b_0\) is the intercept. To examine the amount of
total variability explained by the regression model, \(R^2\), the
coefficient of multiple determination, is calculated by

(4)

where TSS is the total sum of squares, \(\text{TSS} = \sum(Y_i - \overline{Y})^2\); ESS is the error sum of squares,
\(\text{ESS} = \sum(Y_i - \hat{Y}_i)^2\); and RSS is the
regression sum of squares, \(\text{RSS} = \sum(Y_i - \hat{Y}_i)^2\); \(Y_i\) is the
expected value of PC1 and PC2; \(\hat{Y}_i\) is the observed PCs, \(\hat{Y}_i\) is the expected value of PCs, and \(\overline{Y}\) is the
average of \(Y\).

Based on \(b_i\) (\(i = 1, \ldots, 5\)), the standardized partial regression
coefficients \(b'_i\) represent each index’s contribution to the re-
gression model based on standard scores. All the results are
validated by the F test:

(5)

where \(X_i\) is the time series of AO/DA/NAO/AMO/PDO ind-
ex, and \(\overline{X}\) is the average of \(X_i\). Compared with the correlation
between summer Arctic SIA and each index in different seas-
ions, summer AO, summer DA, winter NAO, annual mean
AMO, and summer PDO shows higher correlation coefficient.
Although there are quantitative differences among different
seasons, the main results, especially the relationships between
summer SIA and each index, are in good agreement regardless
of seasons. Therefore, summer AO, summer DA, winter NAO,
annual mean AMO, and summer PDO are used in this work.
Summer (winter) results are produced by averaging over July–
September (January–March).

3. Results

a. Variabilities in summer Arctic SIA

1) REGIONAL VARIABILITY

The monthly SIs (25-month running mean) in each Arctic
region show pronounced interannual and decadal variabilities
(Fig. 2). During the early twentieth century, an anomalous
warming event with different timing and magnitude was well
documented in each region and the trends of ETCW are cal-
culated between 1918 and 1948, as suggested by Brennan et al.
(2020). Except for the Laptev and East Siberian Seas and
Baffin Bay, the trends of ETCW are smaller than that during
1953–2017. The declining trend has accelerated after 1953 and
all Arctic regions have undergone the largest reduction of SIA
over the recent four decades since 1979.

Since SIA reaches the minimum and its standard deviation
(STD) reaches the maximum in summer (Wang and Ikeda 2001),
the means and STDs of summer SIA in each region during the four periods of 1850–1952, 1918–48 (ECTW), 1953–2017, and 1979–2017 are calculated (Table 4). In each region, summer mean SIA are the highest during 1850–1952 (except for the central Arctic) and relatively low during ECTW, with the largest mean value in Baffin Bay relative to that for 1953–2017 and 1979–2017. Comparing the periods of 1953–2017 and 1979–2013, all Arctic regions have experienced the largest reduction of summer SIA over the recent decades since 1979 (Table 4, fifth column), which is consistent with the monthly linear trends (Fig. 2). The satellite-era mean is nearly 20% smaller than the 1953–2017 mean in the Greenland Sea. For the whole Arctic, the summer mean SIA was 13.20 × 10^6 and 12.67 × 10^6 km² for the period of 1953–2017 and 1979–2017, respectively. The decline accelerates 4.03% during the satellite era compared with the 1953–2017 mean. However, in the central Arctic, the mean SIA for 1850–1952 involving ECTW are even lower than that during 1979–2017. This systematic error may be due to a lack of high-quality sea ice observations pre-1953, especially for the high central Arctic Ocean, and the satellite passive microwave sensing techniques after1979 can identify some small open water within the pack ice, leading to lower summer ice concentrations. Thus, the mean values before 1953 must be interpreted with a degree of caution (Brennan et al. 2020).

The variability, as represented by the detrended STD in most Arctic regions, has increased from 1850–1952 to 1953–2017, and from 1953–2017 to 1979–2017, indicating an increase in both the interannual and decadal variability (except for the Greenland Sea and Baffin Bay). However, Brennan et al. (2020) pointed out that this sea ice dataset shows less interannual variability during the instrumental era, a significant part of which is due to the underestimation of the magnitude of ECTW in the Arctic. From this analysis, the Beaufort and Chukchi Seas (0.18 × 10^6 km²) had the smallest STD during ECTW compared with other periods. The largest increase (19.69%) in STD of 0.35 × 10^6 km² since 1979 occurred in the central Arctic compared with 1953–2017. For the whole Arctic, the STD was 1.39 × 10^6 km² during 1953–2017 and increased by 18% for 1979–2017.

2) EOF ANALYSIS OF ARCTIC SUMMER SIA

The leading EOF mode of summer Arctic SIA exhibits the in-phase fluctuation—Arctic Sea Ice Oscillation (ASIO; Wang and Ikeda 2000) in the six regions (except for the Greenland Sea during 1953–2017 and 1979–2017)—and the second mode captures a dipolar pattern with out-of-phase variabilities between the Pacific Arctic and the Atlantic Arctic (Figs. 3a–c), which is consistent with results given by Wang and Ikeda (2000, 2001) for the period of 1901–95. There are similar patterns among the periods of 1953–2017 and 1979–2017 (Figs. 3b,c). However, during 1850–1952, the variation in Baffin Bay keeps in phase with that in the Pacific Arctic in the second mode. Compared with the contributions of each mode for each period, the variance of ASIO (first mode) decreased for the recent decades (43.4% → 43.9% → 31.0%), while the second mode has no obvious change (22.7% → 20.8% → 22.9%). This indicates that the ratio of mode 2 (mainly representing thermodynamical effect) increased in recent decades (0.52 → 0.47 → 0.74), implying the increasing importance of the dynamical effect (mode 2).

Both time series of PC1 and PC2 (i.e., eigenfunctions) exhibit interannual and decadal variabilities (Figs. 3d–i). The positive (negative) values of PC1 time series correspond to a decrease (increase) in SIA in each region (except for the Greenland Sea during 1953–2017 and 1979–2017). It is noted that SIA in all Arctic regions experienced a positive phase during 1935–45 due to the1930s’ Arctic warming (Callendar 1961), leading to significant ice melting in the Arctic. At the same time, PC2 exhibited more negative phases during the 1920s–1940s, based on Fig. 3a, indicating that SIA in the central Arctic and the Barents, Kara, and Greenland Seas (areas 3, 4, and 5) experienced reduction, while SIA in the Beaufort, Chukchi, Laptev, and eastern Siberian Seas and in Baffin Bay (areas 1, 2, and 6) increased. This indicates that both PC1 and PC2 contributed to loss of sea ice due to ECTW.

During the 1950s to the 2000s, PC1 exhibited a shift from positive to negative phase (Fig. 3f). Since the 2010s, PC1 experienced a larger positive phase than during the 1950s (i.e., sea ice reduction except for the Greenland Sea; Figs. 3f,h). This indicates that PC1 experienced multi-decadal change. Compared with previous decades, with more significant positive events since 2007, the reduction

<table>
<thead>
<tr>
<th>AO</th>
<th>DA</th>
<th>NAO</th>
<th>AMO</th>
<th>PDO</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

Table 3. The positive and negative events for summer AO, summer DA, winter NAO, annual mean AMO, and summer PDO indices (+ for positive events; − for negative events).
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of SIA was accelerated, consistent with the variabilities of mean SIA in each region (Fig. 2 and Table 4). The PC2 exhibited both interannual and multidecadal variabilities as well. For the early stage (1850–1952) the negative phase prevailed during the 1850s–1900s and 1920s–40s [less ice in the central Arctic due to ETCW; see Fig. 3a (in red) and Fig. 3e]. The positive phase dominated from the 1960s to the 1970s [more ice in the central Arctic; see Fig. 3a (in red) and Fig. 3g]. Wang et al. (2005) pointed out that before (after) the 1960s, the sea ice anomaly in the Nordic seas (central Arctic) led the central Arctic (Nordic seas) on the decadal time scales. The satellite era starts with more positive phases (Fig. 3i). PC2 determines the out-of-phase changes between the regions of the Beaufort and Chukchi, Laptev, and East Siberian Seas (areas 1 and 2) and the regions of the central Arctic, Barents, Kara, and Greenland Seas, and Baffin Bay (areas 3, 4, 5, and 6), as shown in Figs. 3b and 3c (in red). Therefore, there was negative anomaly (less ice cover) in the Pacific Arctic and positive anomaly (more ice cover) in the Atlantic Arctic for the positive phase, and the opposite scenario occurred for the negative phase. Especially after 1985, the Pacific Arctic lost more ice, while the Atlantic Arctic gained more ice, due to the DA’s advection of sea ice from the Pacific and central Arctic to the Atlantic Arctic (Wu et al. 2006; Wang et al. 2009, 2014). This reversal in phase in the 1950s was captured using wavelets analysis of the same dataset for the period 1901–95 [see Fig. 6, top panel, of Wang et al. (2005)].

3) REGRESSION OF ATMOSPHERIC CIRCULATION ON THE SEA ICE PCs

Based on the summer Arctic sea ice PCs, regression analyses were performed to illustrate how the PC1 and PC2 are related to atmospheric circulation anomalies (SLP, surface winds, and SAT from 20CRv3; Figs. 4a–d). Because of the data uncertainty prior to 1953 and the fact that the patterns during 1979–2015 are similar to those during 1953–2015, only the results for the 1979–2015 periods are shown here.

Figures 4a, 4c, and 4e show the standardized SLP, surface wind, SAT, and sea ice anomalies obtained from a linear regression on the PC1. With anticyclonic (cyclonic) wind anomalies, the positive (negative) SLP anomalies dominate the whole central Arctic and nearly the entire Beaufort and Chukchi Seas. At the same time, there are negative (positive) SLP anomalies in the surrounding regions. The associated anticyclonic (cyclonic) surface wind anomalies would further support the convergence (divergence)
of existing sea ice. The SLP anomalies distribution is more like the SLP patterns during the \(2\) AO and \(2\) NAO, \(1\) AMO, and \(2\) PDO (Figs. 5a–c, 7a,b, 8b,c and 9b,c). Similarly, the warming over most Arctic regions is shown in SAT anomalies (Figs. 4c, 5e,f, 7c,d, 8e,f, and 9e,f). Due to both thermodynamical and dynamical effects, summer sea ice declined except for the Greenland Sea (Fig. 4e).

Regression of SLP on the PC2 shows the DA pattern with a positive (negative) center located in the Canadian Arctic Archipelago (CAA) of the western Arctic and in the Laptev and East Siberian Seas of the eastern Arctic (Fig. 4b), mimicking the DA-derived meridional wind anomaly (Figs. 6a–c), which enhances dynamical transport of sea ice from the Pacific Arctic to the Atlantic sector, and out of the Arctic Ocean through the Atlantic side (Lei et al. 2018). The warming anomalies cover most Arctic regions and cooling anomalies cover the Barents and Greenland Seas (Fig. 4d), where meridional wind anomalies bring more cold air from the higher latitudes. This SAT anomalies pattern is nearly the same as the distribution during +DA (Figs. 6d–f). Corresponding to the second EOF mode of summer Arctic sea ice (Figs. 3b,c), there

### Table 4. Regional mean and detrended standard deviation (STD; \(10^6 \text{ km}^2\)) during 1850–1952, 1918–48, 1953–2017, and 1979–2017.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Beaufort and Chukchi Seas (B&amp;C)</td>
<td>3.55</td>
<td>3.52</td>
<td>3.10</td>
<td>2.91</td>
<td>0.20</td>
<td>0.18</td>
<td>0.49</td>
<td>0.58</td>
</tr>
<tr>
<td>Laptev and East Siberian Seas (L&amp;E.S)</td>
<td>2.47</td>
<td>2.37</td>
<td>1.96</td>
<td>1.85</td>
<td>0.32</td>
<td>0.39</td>
<td>0.48</td>
<td>0.55</td>
</tr>
<tr>
<td>Central Arctic (C.Ar)</td>
<td>6.87</td>
<td>6.80</td>
<td>7.04</td>
<td>6.97</td>
<td>0.19</td>
<td>0.20</td>
<td>0.29</td>
<td>0.35</td>
</tr>
<tr>
<td>Barents and Kara Seas (B&amp;K)</td>
<td>0.78</td>
<td>0.63</td>
<td>0.61</td>
<td>0.53</td>
<td>0.20</td>
<td>0.22</td>
<td>0.28</td>
<td>0.28</td>
</tr>
<tr>
<td>Greenland Sea (Gre.)</td>
<td>0.29</td>
<td>0.25</td>
<td>0.27</td>
<td>0.22</td>
<td>0.057</td>
<td>0.057</td>
<td>0.090</td>
<td>0.065</td>
</tr>
<tr>
<td>Baffin Bay (Baf)</td>
<td>0.41</td>
<td>0.47</td>
<td>0.25</td>
<td>0.21</td>
<td>0.17</td>
<td>0.15</td>
<td>0.10</td>
<td>0.096</td>
</tr>
<tr>
<td>Total Arctic</td>
<td>14.50</td>
<td>14.23</td>
<td>13.20</td>
<td>12.67</td>
<td>0.82</td>
<td>0.87</td>
<td>1.39</td>
<td>1.64</td>
</tr>
</tbody>
</table>
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**Fig. 3.** The spatial distributions (eigenvectors) of the first two leading EOF modes of summer SIA in six Arctic regions for (a) 1850–1952, accounting for 43.4% and 22.7% of the total variance, respectively; (b) 1953–2017, accounting for 43.9% and 20.8% of total variance, respectively; and (c) 1979–2017, accounting for 31.0% and 22.9% of the total variance, respectively. Also shown are the time series of PC1 and PC2, respectively, for (d),(e) 1850–1952, (f),(g) 1953–2017, and (h),(i) 1979–2017.
is a dipolar pattern with out-of-phase sea ice variabilities between the Pacific Arctic and the Atlantic Arctic (Fig. 4f), which is similar to the distribution during DA (Figs. 6h,i).

Therefore, the out-of-phase sea ice variability indicates both thermodynamical and dynamical effects. Dynamically, the coastal regions of the Pacific sector and Russia sector of the Arctic Ocean are considered the ice factory to provide sea ice subsequently drifting northward, which is advected into the transpolar drift stream (TDS), and farther to the North Atlantic. This is why DA is more dynamically effective to cause this dipolar (out of phase) SIA change between the Pacific and Atlantic Arctic (Wang et al. 2009; Zhang 2015). Thermodynamically, the cooling anomalies in the Atlantic Arctic, which are more obvious in the Barents Sea, also slow down the ice melting in summer (Lei et al. 2018), while the Pacific Arctic sea ice becomes less with intensified warming anomalies due to positive ice–ocean albedo feedback (Zhang et al. 2008; Wang et al. 2014).

b. Association between summer Arctic SIA and dominant internal variabilities of climate system

To better understand the relationship between Arctic SIA variability and dominant internal variability of the climate system over each region, we conducted a composite analysis based on each index of dominant internal variability for three periods of 1850–1952, 1953–2017, and 1979–2017.

1) COMPOSITE ANALYSIS BASED ON AO AND DA

Since there are negative (positive) SLP anomalies over the whole Arctic region for the extreme positive (negative) AO phase (see Table 3), the SLP difference between the positive and negative AO phases shows an annular structure with statistically significant negative anomalies (Figs. 5a–c). There are no significant changes between different time periods.

Corresponding to the spatial distribution of AO, the composite of summer SAT exhibits cooling anomalies in most Arctic regions (except for the period of 1850–1952) for the positive AO events (Figs. 5d–f) and the summer cooling significantly intensified in the Greenland, Barents, and Kara Seas during 1979–2017.

It has been found that the enhanced ridging over the Arctic Ocean promotes subsidence-induced adiabatic warming and moistening in the lower troposphere (e.g., Sedlar and Tjernström 2017; Ding et al. 2019; Serreze et al. 2019; Papritz 2020). Dynamically, the transport of energy into and away from the Arctic is related to annular-type fluctuations in the Northern

Fig. 4. Regression maps of standardized (left) SLP and surface wind, (center) SAT and (right) SIA on the summer Arctic SIA (a),(c),(e) PC1 and (b),(d),(f) PC2 for 1979–2017. The vector scale (.2) is normalized wind speed with no unit.
During positive (negative) summer AO, the cyclonic (anticyclonic) wind anomalies, which weaken (strengthen) the Beaufort high (i.e., the TDS), restrict (promote) the sea ice advection out of the Arctic by divergence (convergence) and southward (northward) Ekman drift of the ice in the marginal zone, resulting in sea ice retention (loss) (Ogi and Wallace 2007; Ding et al. 2019; Serreze et al. 2019). Figures 5g–i show the composite SIA under thermodynamical and dynamical effects during summer AO events. Although SIA anomaly in Baffin Bay and the Greenland, Barents, and Kara Seas shows negative values during 1953–2015, there are positive anomalies in most Arctic regions for 1979–2015 related to the intensified cooling anomalies for the summer positive AO (Fig. 5f). The −AO pattern is similar to the regression pattern of sea ice on the Arctic sea ice PC1 (Fig. 4e).

The composite SLP based on the DA index (Table 3) displays a conspicuous seesaw pattern, with positive (negative) SLP anomalies over the CAA and negative (positive) SLP anomalies over the Laptev and Kara Seas during the positive (negative) DA events (Figs. 6b,c). One center is located over the Greenland Sea and the other is over the Laptev Sea, which mimics the SLP pattern of Arctic sea ice PC2 using the regression method (Fig. 4b). The whole pattern rotates 90° counter-clockwise for 1850–1952, during which period more events occurred (Table 3; making up 1/3 of the total events). The anomaly amplitude is larger during the period of 1979–2017, indicating the enhancement of DA since 1979.

Fig. 5. The differences of composited (top) SLP and surface wind, (middle) SAT, and (bottom) SIA anomalies between positive summer AO events and negative summer AO events during (a),(b),(g) 1850–1952, (b),(e),(h) 1953–2015, and (c),(f),(i) 1979–2015. The regions above 95% confidence level are stippled. The wind vector scale (2.2) is normalized wind speed with no unit. The same normalized wind speed applies to Figs. 6–9.
Since the spatial distribution of SLP anomalies and the associated meridional wind (Figs. 6a–c) during positive (negative) DA events is favorable for the cold air outbreak downstream (upstream) of the TDS, there are noticeable dipole structures with cooling (warming) anomalies over the Barents, Kara, and Greenland Seas and warming (cooling) anomalies over other Arctic regions (Hegerl et al. 2018; Figs. 6e,f). It is noted that the cooling anomalies are significant for 1850–1952, which occupied almost the whole eastern Arctic Ocean and then became weaker and even turned to be positive values in some areas after 1953. Because the DA-pattern of SLP intensified in recent decades (1979–2017; Fig. 6c), the SAT differences between positive and negative DA events show that the warming anomalies intensify and even extend to the Kara Sea, although they are not statistically significant (Fig. 6f). The intensified Arctic warming anomalies partially contribute to the Arctic amplification in the last four decades (Hegerl et al. 2018). From this point of view, the thermodynamical effect of +DA is that the meridional wind anomalies advent much warmer air to the Pacific Arctic from the low-latitude northern Pacific Ocean.

The composite of sea ice concentration indicates that during the positive phase of DA, sea ice is advected from the Pacific Arctic and central Arctic to the Atlantic Arctic by anomalous meridional winds (Figs. 6a–c and 6g–i), while during the negative DA phase sea ice would be retained in the Pacific Arctic and Central Arctic. Therefore, during the positive phase of DA, the SAT warming on the Pacific side is intensified (Figs. 6d–f) due to the positive ice–ocean albedo feedback (Zhang et al. 2008; Wang et al. 2005, 2014). That is to say, in the ice zone, the SAT would remain near the freezing point to maintain the heat balance between ocean and sea ice through ice melting. However, it would increase to a higher degree for
the ice-free region. Although there are anomalous positive values in the most Arctic regions, except for the Barents Sea and Baffin Bay for 1850–1952 (Fig. 6g), the patterns for 1953–2015 and 1979–2015 are more reasonable (Figs. 6h,i). It is also noticed that the spatial pattern of composite sea ice anomalies for the positive DA is similar to the regression pattern of sea ice on the Arctic sea ice PC2, except for Baffin Bay and the Greenland and Kara Seas (Fig. 4f). Impacted by the Arctic amplification that drove the positive ice-albedo feedback in the last four decades, the SIA decreases over the Pacific Arctic were enhanced during positive DA events for the period of 1979–2015 (Fig. 6i).

2) COMPOSITE ANALYSIS BASED ON THE NAO

Since positive NAO reflects the below-normal SLP across the high latitudes of the North Atlantic, it can be regarded as a subset of the spatially broader AO (Deser et al. 2000). The preceding winter NAO’s impact on summer Arctic sea ice is part of a quasi-decadal Arctic climate (atmosphere–ice–ocean) cycle, as summarized in Fig. 13 of Wang et al. (2005).

For 1865–1952, the composite SLP shows systematic errors with positive anomalies over the Arctic (in both the 20CRv3 and ERA-20C datasets; not shown here). During 1953–2015 and 1979–2015, positive NAO is characterized by a weakening of the surface high pressure and the intensification of the cyclonic circulation in the eastern Arctic Ocean (Figs. 7a,b; Zhang et al. 2000). Based on this NAO pattern, anomalously low pressure over Novaya Zemlya and above normal SLP over Svalbard lead to a slightly weakened SLP gradient, which would further reduce the winds across the northern border of the Barents Sea (Koenigk et al. 2009). The associated cyclonic surface wind anomalies in the eastern Arctic Ocean support a cyclonic pattern of surface wind anomalies that cause divergence of existing sea ice (Strong and Magnusdottir 2010). However, compared with these two periods of 1953–2015 and 1979–2015, the SLP composite presents a weaker zonal flow and an enhanced meridional flow out of the Arctic (Overland et al. 2011; Sedlar and Tjernström 2017) for 1979–2015 (Fig. 7b) due to the different location of maximum/minimum center.

When the winter Icelandic low is intensified (weakened)—that is, when winter NAO is positive (negative)—the above-normal (below-normal) warm Gulf Stream Extension water is advected northward to the Nordic seas, entering the Arctic through the Fram Strait and the Barents Sea (Wang et al. 2005). The composite SAT shows warming anomalies among all Arctic seas during 1953–2017 (Fig. 7c) related to enhanced atmospheric (Li et al. 2014) and oceanic heat transports during the positive NAO. There is cold air that is transported from the central Arctic by the enhanced meridional wind anomalies in the Barents Sea (Fig. 7b); the warming becomes weaker and the cooling anomalies extend to the Barents Sea for 1979–2015 (Fig. 7d). It is noted, however, that with ammular-type SLP anomalies, the warming/cooling anomalies associated with winter NAO are opposite of those for AO (Figs. 5d–f) and would lead to different variabilities of summer sea ice (Figs. 7e,f).

The positive NAO events result in reduction of SIA over most Arctic regions, except for the eastern central Arctic during 1979–2017 (Figs. 7e,f; Zhang et al. 2000; Alexander et al. 2004; Koenigk et al. 2009; Strong et al. 2009). The weakened wind anomalies across the northern border of the Barents Sea and associated cyclonic sea ice circulation anomalies (Figs. 7a,b) that advect sea ice and diverge existing sea ice into the high Arctic (Figs. 7e,f), would dynamically contribute to changes in SIA. Thermodynamically, the +NAO-driven poleward heat transport in the North Atlantic and the warming SAT anomalies over the most Arctic regions exert an influence on the formation and melting of sea ice. Correspondingly, for the positive NAO, the basal ice growth rates are depressed throughout the eastern North Atlantic.

It is noticed that the spatial pattern of composite sea ice anomalies is similar to the regression pattern of sea ice on the Arctic sea ice PC1 (Figs. 4e and 7e). The most significant change for the two periods is that there is more sea ice in the eastern central Arctic, which is consistent with the sea ice advection by strong meridional wind anomalies during 1979–2015 (Fig. 7b).

3) COMPOSITE ANALYSIS BASED ON THE AMO

The AMO is related to the large-scale multidecadal fluctuations in the Atlantic SST and is highly correlated with Arctic temperature changes (Chylek et al. 2009). The main difference from the traditional definition is that this AMO index (Trenberth and Shea 2006) discriminates between variabilities arising from the thermohaline circulation and other phenomena with North Atlantic origins, and global anthropogenic changes. The composite SAT for the positive AMO exhibits the overall Arctic warming (except for the cooling anomalies in the Beaufort and Chukchi Seas during 1870–1952), making up 43.3% of the total events (Table 3), and the amplitude became larger in recent decades (1979–2017), indicating the stronger positive AMO events (Figs. 8d–f). At the same time, during the negative AMO events there are cooling anomalies over the entire Arctic. During 1870–1952, there are negative SLP anomalies among most Arctic regions (except for the East Siberian Sea) during the positive AMO events (Fig. 8a). However, for the recent decades, the dipole SLP anomalies, similar to the positive DA (Figs. 6a–c), enhanced transpolar (meridional) wind anomalies that intensified the TDS during 1979–2015 (Figs. 8b,c).

With the warming effects impacting the whole Arctic during positive AMO events (Figs. 8d–f), the SIA declined across most Arctic regions during the recent six decades (Figs. 8h,i). For the western side of the central Arctic and Greenland and Barents Seas, the positive AMO triggers meridional sea ice advection out of the Pacific Arctic (Yu et al. 2019), Meehl et al. (2018) also indicated that the decadal time scale variability in the tropical Atlantic likely contributed to the observed anomalously strong Arctic surface winds and sea ice drifts in summer after 2000. It is noticed that the spatial pattern of composite sea ice anomalies during the positive AMO phase (except for Baffin Bay and the Kara Sea) is similar to the regression pattern of sea ice on the Arctic sea ice PC2 (Fig. 4f).

Therefore, AMO has both dynamical and thermodynamical impacts on summer Arctic sea ice. During a positive AMO event, a remarkable warming occurs over the entire Arctic. At the same time, the anomalous meridional wind can effectively transport sea ice from the Pacific Arctic and central Arctic to the Atlantic Arctic, similar to DA forcing, and vice versa.

4) COMPOSITE ANALYSIS BASED ON THE PDO

The PDO index is also derived from SSTs, where the global mean has been removed. The negative phases of the PDO have
been found to result in more rapid Arctic warming (Meehl et al. 2018; Screen and Francis 2016; McCrystall et al. 2020). During the positive (negative) PDO phase, with warm (cold) SST anomalies in the subtropical Pacific Ocean and the cold (warm) SST anomalies in the subpolar Pacific Ocean, SLP is below (above) average over the Arctic and above (below) average outside the Arctic region and midlatitudes (Yu et al. 2019; Figs. 9a–c). However, the period of 1900–52 shows some opposite features (Fig. 9a; the ERA-20C result is more reasonable in the composited SAT anomalies; not shown here).

Fig. 7. The differences of composited (top) SLP and surface wind, (middle) SAT, and (bottom) SIA anomalies between positive winter NAO events and negative winter NAO events during (a),(c),(e) 1953–2017 and (b),(d),(f) 1979–2017. The regions above 95% confidence level are stippled.
There were more negative events (46.7% of the total events; Table 3) and the largest negative PDO events (2008, 2011, and 2012) happened during the period of 1979–2015. The more significant SAT and SLP anomalies also suggest that the negative PDO events became stronger in recent decades (Figs. 9c,f). It is noticed that this spatial pattern for the PDO is similar to the regression pattern of SLP on the Arctic sea ice PC1 (Fig. 4a).

The positive (negative) PDO is related to more (less) SIA over the Arctic (Figs. 9h,i) due to the cooling (warming) effects (Figs. 9e,f) during both 1953–2015 and 1979–2015. However, the relatively strong anomalous meridional winds north of CAA and Greenland lead to strong advection of sea ice into the Fram Strait, resulting in reduction of sea ice in region north of CAA and Greenland. It is noticed that this spatial pattern of composite sea ice anomalies for the PDO is similar to the regression pattern of sea ice on the Arctic sea ice PC1, especially during 1979–2017 because of the intensified SAT difference (Figs. 9i and 4e).

Based on the above analyses, the atmospheric circulation patterns, which drive ocean circulation and sea ice advection, also regulate the spatial distribution of sea ice. In addition, by affecting pan-Arctic climate with advected SAT, atmospheric circulation patterns play an important role in sea ice change to the entire Arctic Ocean (Wang et al. 2005).

5) COMPOSITE ANALYSIS OF SEA ICE THICKNESS AND ADVECTION FROM PIOMAS

To independently confirm the validity of the results using SIA, we used the PIOMAS-simulated sea ice thickness (SIT)
and velocity output for the period 1978–2017 (Zhang et al. 2008) to conduct a similar composite analysis. Figure 10f shows the average (1978–2017) ice thickness and flow distribution. Old, thick ice exists along the margin of the North American and Greenland Arctic Basins, which is attributed to sea ice motion associated with the anticyclonic Beaufort Gyre and the transpolar drift stream (Bourke and Garrett 1987; Fig. 10f).

Summer SIT difference between the positive and negative AO phase (Fig. 10a) shows an increase due to its anomalous divergence or cyclonic circulation (convergence or anticyclonic circulation) for its positive (negative) phase and cooling during positive AO (see Fig. 5). This indicates that the spread or divergence of ice cover promotes ice growth, because the ice thickness is low. Similarly to the ice concentration, sea ice thickness differences between the positive and negative phases of the DA (Fig. 10b) and AMO (Fig. 10d) show a decrease because 1) the anomalous strong TDS and meridional sea ice flow driven by the meridional winds, which are derived from +DA (Fig. 6c) and +AMO (Fig. 8c), effectively advect sea ice out of the Arctic (Wang et al. 2009, 2014) and 2) sea ice melts faster due to anomalous warming produced by the +DA (see Fig. 6f) and +AMO (see Fig. 8f).

The composite SIT difference map between the winter +NAO and −NAO phase shows an increase of SIT in the western central Arctic and a decrease in the eastern Arctic. The intensification of the cyclonic circulation in the eastern Arctic Ocean (Fig. 7b) leads to anomalous strong sea ice flows originated along the coasts of the East Siberian, Laptev, and Kara

**Fig. 9.** The differences of composited (top) SLP and surface wind, (middle) SAT, and (bottom) SIA anomalies between positive summer PDO events and negative summer PDO events during (a),(d),(g) 1900–52, (b),(e),(h) 1953–2017, and (c),(f),(i) 1979–2017. The regions above 95% confidence level are stippled.
FIG. 10. PIOMAS-simulated summer SIT (shading) and motion (vector) composite differences between positive and negative (a) summer AO during 1979–2015, (b) summer DA during 1979–2015, (c) winter NAO during 1979–2017, (d) annual mean AMO during 1978–2017, and (e) summer PDO during 1978–2017 and (f) the climatological mean of SIT (shading; m) and motion (vector; m s$^{-1}$) for 1979–2017. The regions above 95% confidence level are stippled. The sea ice velocity vector scale (2.2) in (a)–(e) is normalized ice speed with no unit, while in (f) it is 0.04 m s$^{-1}$.
Seas, which merge into the TDS, and exit to the Atlantic Arctic. The increase of SIT north of CAA and Greenland indicates that the associated cyclonic surface wind anomalies in the eastern Arctic Ocean (Fig. 7b) cause the divergence of existing sea ice to the western central Arctic. However, the increase in SIT in the western Arctic (Fig. 10c) differs from the decrease in SIA north of CAA and Greenland (see Fig. 7f). This is consistent with the results of Schweiger et al. (2011) that the largest differences in ice thickness patterns occur in a narrow band along the northern coast of Greenland and Canadian Archipelago and the ice thickness in the Beaufort and Chukchi Seas is somewhat thinner than the observations. It could be due to the fact that PIOMAS seems to have difficulties reproducing the thick ice along the coast under the current configuration with smooth, low-resolution forcing fields (Schweiger et al. 2011).

The composite SIT difference map between the PDO and −PDO (Fig. 10c) indicates a significant increase of ice thickness as a result of cooling in the entire Arctic (see Fig. 9f) and its anomalous cyclonic (divergence) ice flow (Fig. 10e), consistent with the increase in ice concentration (Fig. 9i).

Overall, the distributions of SIT anomalies are similar to those of SIA anomalies (Figs. 10a–e), indicating that the variability of the atmospheric circulation would not only lead to abnormal sea ice advection and TDS (SIA anomaly) due to the strengthening or weakening of wind forcing, but also promote some feedback processes (e.g., a positive feedback mechanism of sea ice albedo); thus, it also causes the variabilities of SIT (Rigor et al. 2002; Skeie 2000; Wu et al. 2006; Moore et al. 2019).

### 6) Correlation between summer SIA and dominant internal variabilities of the climate system

Table 5 shows the correlation coefficients between the summer Arctic sea ice PCs and each dominant atmospheric pattern index during the three periods. Each index is detrended. PC1 is well related with the Arctic SAT, AO, DA, NAO, and AMO, in which Arctic SAT and AMO are statistically significant at the 95% level. It indicates that the reduction of SIA in the whole Arctic is primarily driven by atmospheric temperature fluctuations (Sedlar and Tjernström 2017; Olonscheck et al. 2019), which are associated with both the climate anthropogenic warming and the warming caused by dominant atmospheric patterns (positive DA, NAO, and AMO and negative AO and PDO). As AMO and PDO have been separated from any “global warming” signal, the link between in-phase sea ice variability and atmospheric temperature fluctuations induced by AMO and PDO is largely independent of anthropogenic forcing.

The correlation between PC2 and Arctic SAT is weak during the three periods. DA shows consistent relationship with coefficients of 0.15, 0.18, and 0.20 for 1850–1952, 1953–2015, and 1979–2015, respectively. PC2 has a statistically significant relationship with NAO during 1979–2015. Correspondingly, more positive NAO events, including the strongest events, occurred in this period of time. Better correlation with the AMO (PDO) is only shown in 1870–1952 (1900–52). The regression and composite analyses (Figs. 4–9) suggest that the
mechanisms involved in PC2 are rather complicated. Partly, the dynamical forcing from each dominant atmospheric pattern is the major driver of the observed out-of-phase sea ice variabilities between the Pacific Arctic and Atlantic Arctic, especially the anomalous transpolar wind/ice drift due to DA and AMO’s strong meridionality. The thermodynamical forcing is of minor relevance for the mode 2 of summer sea ice variability. However, both dynamical and thermodynamical forcings from dominant modes of climate variability are unable to completely explain the sea ice variation.

During the recent decades, the correlation between PC1 and AO/NAO became larger, which may be associated with the stronger AO and NAO events during 1979–2017 (Table 3). However, PC2 shows smaller correlation with AO and has a stronger relationship with NAO and AMO during 1979–2017.

7) MULTIPLE LINEAR REGRESSION BETWEEN SEA ICE PCs AND DOMINANT MODES OF CLIMATE VARIABILITY

The impacts of the individual teleconnection pattern on changes in SIA and their correlations have been explored above. To explore the functional relationships statistically, the multiple linear regression is used in this section. However, the disadvantages of multiple linear regression are that it is not possible to disentangle the complex interactions between each internal climate variability (AO, DA, NAO, AMO, PDO) and external forcings (e.g., anthropogenic aerosol and greenhouse gases), and the contributions of external forcings could not be expressed explicitly in the regression models. Therefore, each component of internal climate variability (AO, DA, NAO, AMO, PDO) is only shown in the following regression models for sea ice variability.

The regression models for sea ice PC1 are only shown for 1953–2017 and 1979–2017. Training the 1953–2017 data, we obtain

\[
\hat{Y}_{PC1} = -0.046 - 0.31AO + 0.23DA + 0.42NAO + 0.49AMO - 0.25PDO. \tag{6}
\]

The coefficient of multiple determination \(R^2\) is 0.46 and is statistically significant at the 95% level, indicating nearly one-half of the variability is due to the internal climate variability regardless of external forcings (e.g., anthropogenic aerosol and greenhouse gases). For 1979–2017, the following equation is derived:

\[
\hat{Y}_{PC1} = -0.016 - 0.40AO + 0.22DA + 0.49NAO + 0.25AMO - 0.24PDO \tag{7}
\]

and \(R^2\) decreased to 0.28.

Combining the standardized partial regression coefficients \(b'_i\) in Table 6, the AMO, NAO, AO, PDO, and DA all statistically contribute significantly to the in-phase fluctuation of SIA in the whole Arctic (except for the Greenland Sea), of which the most important is the AMO during 1953–2017. For the recent decades, the NAO and AO seem to play a more important role, which is consistent with the correlation results in Table 5.

For the dipolar pattern with out-of-phase variabilities between the Pacific Arctic and the Atlantic Arctic during 1953–2017, the trained model for PC2 is given by

\[
\hat{Y}_{PC2} = -0.010 - 0.28AO + 0.19DA + 0.16NAO + 0.14AMO + 0.052PDO. \tag{8}
\]

Only the AO shows a significant contribution to PC2 \((b'_i = -0.28)\); DA is the second \((b'_i = 0.19)\), and PDO is the least \((b'_i = 0.05; \text{Table 6})\). However, \(R^2\) for the regression model is only 0.11.

For the period of 1979–2017, the trained model is

\[
\hat{Y}_{PC2} = 0.015 - 0.16AO + 0.19DA + 0.56NAO + 0.55AMO + 0.15PDO. \tag{9}
\]

Since 1979, the effects of NAO and AMO increased \((b'_i = 0.54\) and 0.42, respectively), followed by DA \((b'_i = 0.17)\), and \(R^2\) is 0.30, reaching statistical significance at the 95% level, indicating that 30% of sea ice variability of PC2 (mainly dynamical effect) is explained by the internal climate variability during 1979–2017.

In summary, regardless of external forcings (e.g., anthropogenic aerosol and greenhouse gases), the internal climate variability explained 46% of PC1 and 11% of PC2 during 1953–2017, and explained 28% of PC1 and 30% of PC2 during 1979–2017. Therefore, the internal climate variability accounts for 57% of total sea ice variability (PC1 and PC2 combined) during 1953–2017, and 58% during 1979–2017. Nevertheless, the variability of PC1 (thermodynamical effect) decreased from 46% during 1953–2017 to 28% during 1979–2017, while the variability of PC2 (dynamical effect) increased from 11% during 1953–2017 to 30% during 1979–2017. This implies that as Arctic summer sea ice is diminishing, the wind forcing (dynamical effect) plays an enhanced role in sea ice advection, because the thinning summer sea ice is more vulnerable to wind forcing (Spreen et al. 2011; Zhang et al. 2012).

Although the statistical contributions of external forcings (e.g., anthropogenic aerosol and greenhouse gases) could not be unveiled in the regression models, our results (up to 46% of PC1 and up to 30% of PC2 are explained by the internal climate variability) are consistent with the previous studies. Using ensemble model runs, Ding et al. (2019) estimated that 40%–50% of ice variability is attributed to internal climate variability. Olonscheck et al. (2019) concluded that atmospheric temperature fluctuation (thermodynamical forcing) dominates the sea ice loss, while other drivers (wind forcing) contribute 25% of ice variability (a dynamical effect). Zhang et al. (2008) estimated, using PIOMAS, that about 70% (30%) of sea ice loss in the Pacific Arctic is due to thermodynamical (dynamical) effects.

Note that the 70% of sea ice PC1 (thermodynamical effect) variability includes the external forcing, internal climate variability (from 46% during 1953–2017 to 28% during 1979–2017), and the interactions among each internal climate variability. The reason is that the PC1 is partially a forced response to the anthropogenic warming, as discussed in section 3d using the multiple large ensembles of climate simulations and single-forcing ensembles.
c. Mechanisms accelerating decline in Arctic summer sea ice: A positive ice–ocean albedo feedback loop

Based on the investigation conducted in this paper and previous studies (Wang et al. 2005, 2014), the accelerated decline of Arctic summer sea ice can be summarized using the proposed feedback loop shown in Fig. 11. This updated feedback loop can explain both atmospheric dynamical and thermodynamical forcings, which contribute to the unprecedented decline of Arctic summer sea ice. The existing annual ice–ocean albedo feedback loop (shown in the dotted boarded rectangle in Fig. 11) is the ice–ocean albedo feedback in response to the increase in SST and SAT, resulting in enhanced sea ice melting, as described by Wang et al. (2005, 2014).

Global warming is an anthropogenic effect (Min et al. 2008; England 2021), which can directly speed up the existing ice–ocean albedo feedback. In our work, we emphasized the thermodynamical forcing exerted from the internal variabilities of climate system. During the −AO, +NAO, +DA, +AMO, and −PDO, Arctic SAT experienced positive anomalies. It is noticed that during the recent decades, DA, NAO, and AMO showed more warming phases (Figs. 6–8), indicating that they simultaneously contributed to the Arctic amplification (i.e., increased Arctic SAT and SST), which accelerated the positive ice–ocean albedo or ice–SAT feedback loop, leading to unprecedented decline of summer Arctic sea ice.

At present, such feedback is mainly reflected in the peripheral seas of the Arctic Ocean, but with the farther northward expansion of the marginal ice zone in summer (e.g., Strong and Rigor 2013) these feedback processes will also be reflected in the central Arctic region in the near future.

Besides the thermodynamical effect, these dominant internal climate modes also produce a dynamical effect by directly causing anomalous atmospheric circulation and driving anomalous ocean circulation over the pan Arctic (Wang et al. 2005). More specifically, the anomalous meridional winds induced by positive DA and positive AMO (Figs. 6a–c and 8b,c) would effectively transport sea ice from the Pacific Arctic and central Arctic to the Atlantic Arctic along with the downstream TDS (Wang et al. 2009, 2014). Based on the positive ice–ocean albedo feedback, the SIA decline could be accelerated, especially in the Pacific Arctic.

The opposite signs of the modes would slow down the ice–ocean albedo feedback, reflecting their competitive impacts. The feedback loop exists all the time as long as there are openings (seasonal ice) in the Arctic. In fact, this ice–ocean feedback loop (a subloop) is embedded in a decadal Arctic atmosphere–ice–ocean–climate (dynamical and thermodynamical) cycle, as shown in Fig. 13 of Wang et al. (2005). Considering the sea ice outflow along TDS, it is easier for the Pacific Arctic to lose sea ice than to gain sea ice during positive AO, DA, NAO, and AMO. As a consequence, the positive ice–ocean albedo feedback loop is easier to be accelerated than to be slowed down in the Pacific Arctic. To reverse the positive to negative feedback, the Arctic needs a sudden extreme cooling (which may be possible if all the internal modes or teleconnection patterns produce an extreme cooling at the same time) to overcome the present warming trend and dynamically strong anomalous persistent winds against TDS prevail (which can retain sea ice in the Pacific Arctic).

Therefore, the accelerated decline of SIA in recent decades is not uniquely driven by a single factor, but rather by a combination of global warming and AO, DA, NAO, AMO, and PDO.
PDO through both thermodynamical and dynamical processes (Zhang et al. 2008; Wang et al. 2014).

d. Discussion: Is the multidecadal oscillation of sea ice a forced response?

Some studies have shown the multidecadal oscillation in sea ice (Wang and Ikeda 2001; Ikeda et al. 2001; Wang et al. 2005). Nevertheless, a question of whether or not the oscillation is a forced response to anthropogenic emissions or part of internal climate variability is poorly understood. England (2021) examined the multidecadal fluctuations of Arctic surface temperature and indicated that the multidecadal fluctuations in Arctic surface temperature about a linear trend are a response to anthropogenic forcing and not internal variability (see his Figs. S1a,b). This has obvious implications for the multidecadal fluctuations of Arctic surface temperature about a linear trend, because the fluctuations in Arctic surface temperature are extremely similar to PC1 of sea ice (Fig. 3f).

We further investigate the nature of the multidecadal oscillation using the same multiple large ensembles of climate simulations (Table 1) and single-forcing ensembles (Table 2) used by England (2021). The observed (NSIDC) and ensemble means of summer (June–September) SIA anomalies (detrended for 1950–2020) over the whole Arctic are shown in Fig. 12. The large ensembles simulations replicate the long-term Arctic sea ice oscillation about the linear trend in most Arctic regions. Therefore, the multidecadal oscillation in Arctic summer sea ice can be explained as a forced response to anthropogenic emissions. Furthermore, based on the single-forcing ensembles (Table 2), the ensemble mean SIA response, relative to 1920 in CESM1–CAM5, is shown in Fig. 13. After removing a linear trend, anthropogenic aerosols and greenhouse gases can explain the observed multidecadal Arctic sea ice anomalies in the Arctic Ocean.

In summary, this study focuses on the contributions from internal variability of the teleconnection patterns (AO, DA, NAO, AMO, PDO) to the interannual and decadal variability of summer Arctic sea ice. Using statistical methods alone, it is not possible to disentangle the complex interactions between each internal climate variability (AO, NAO, AMO, PDO) and external forcings (e.g., anthropogenic aerosol and greenhouse gases).

4. Conclusions and discussion

This study analyzes the interannual and decadal variability of summer sea ice over six Arctic regions using the longest gridded sea ice data (1850–2017) and reveals the relationships with the dominant internal variabilities of the climate system (i.e., the teleconnection patterns). The major findings are summarized below.

1) The composite analysis illustrates the typical distribution of the atmospheric circulation anomalies, SAT, and SIA for the major internal variabilities of the climate system. During the −AO, +NAO, +DA, +AMO, and −PDO, Arctic SAT (SIA and SIT) experienced positive (negative) anomalies, and vice versa during the opposite phases. However, DA- and AMO-derived wind anomalies are meridional, while wind anomalies derived from AO, NAO, and PDO are more zonal in nature.

2) The leading EOF mode of summer Arctic sea ice exhibits in-phase fluctuation, and with more significant positive events since 1979, the reduction of SIA was accelerated. The multiple linear regression analysis shows that 46% of ice reduction (PC1) is due to AMO, NAO, AO, PDO, and DA. The global warming and the warmings caused by positive AMO, positive NAO, negative AO, negative PDO, and positive DA simultaneously play a key role in driving this variability. Although the statistical contributions of external forcings (e.g., anthropogenic aerosol and greenhouse gases) could not be unveiled in the regression models,
our result is consistent with other studies; for example, using ensemble model runs, Ding et al. (2019) showed that 40%–50% of sea ice variability is explained by internal climate variability, and Olonscheck et al. (2019) found that atmospheric temperature fluctuation is the dominant forcing in sea ice loss. England et al. (2019) and others demonstrated that internal variability has had a significant and spatially complex impact on recent historical Arctic sea ice loss (30%–50%); however, the observational estimates of the sensitivity of Arctic sea ice to emissions and global temperature are associated with large uncertainties.

3) The second EOF mode of summer Arctic sea ice captures a dipolar pattern with out-of-phase variabilities between the Pacific Arctic and the Atlantic Arctic. Although there are no external forcings (e.g., anthropogenic aerosol and greenhouse gases) explicitly expressed in the multiple linear regression, with the greater importance of the NAO and AMO, the dominant modes of climate variability can explain up to 30% of the total variance. For this mode, the dynamical forcing induced by DA and AMO’s strong meridional wind is more significant than the thermodynamical forcing. Our result is consistent with Olonscheck et al.’s (2019) finding that other drivers (wind forcing etc., excluding temperature fluctuation) explain 25% of sea ice variability.

4) The ETCW effect was captured by both the leading and second EOF modes of summer sea ice with a decrease in SIA. This indicates that the Arctic-wide sea ice reduction represented by PC1 was the consequence of the ETCW. During the same period, dynamical advection of sea ice out of the Arctic by the meridional wind forcing represented by PC2 also contributed to the reduction of the Arctic summer sea ice during ETCW.

5) Under the Arctic amplification, attributed to the increasingly intensified atmospheric thermodynamical forcing of each dominant atmospheric pattern (more and stronger events occurred; Table 3) and DA- and AMO-associated strong meridional wind forcing, the sea ice retreat in the Arctic has been accelerated in the recent decades due to accelerating positive ice–ocean albedo feedback, as summarized by Fig. 11.

6) Using ensemble runs of several climate models, it is confirmed that similar to fluctuations in Arctic surface temperature (England 2021), the in-phase, multidecadal oscillations (i.e., mode 1) in Arctic summer sea ice (Wang and Ikeda 2001; Wang et al. 2005) are partially a forced response to anthropogenic emissions of aerosols and greenhouse gases.

Based on the EOF analysis of summer sea ice over six Arctic regions, we conclude that besides the external forcing (e.g., anthropogenic aerosol and greenhouse gases; England 2021), the dominant modes of the internal climate variabilities play an important role in the Arctic amplification (Wettstein and Deser 2014; Zhang 2015; Ding et al. 2017, 2019), because the atmospheric dynamical and, especially, thermodynamical processes enhance the existing Arctic warming that speeds up the positive ice–ocean albedo feedback loop. As a result, summer sea ice decline in the Arctic has been accelerated during the recent decades.

To demonstrate the strong coupling between the EOF modes of Arctic summer sea ice variabilities depicted in Fig. 3 and the SAT and SLP patterns, the correlation coefficients between the PCI/PC2 and its associated SLP and SAT pattern index [defined by projecting the SLP and SAT regression pattern (Figs. 4a–d) upon the SLP and SAT anomaly field] are calculated in Table 7, following Deser et al. (2000). Nearly all
TABLE 7. Correlation coefficients between summer Arctic sea ice PC1/PC2 and summer SLP pattern index and summer SAT pattern index. (The 95% significance levels in bold are determined by Student’s t test.)

<table>
<thead>
<tr>
<th></th>
<th>SLP pattern index</th>
<th>SAT pattern index</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC1</td>
<td>0.20</td>
<td>0.33</td>
</tr>
<tr>
<td>PC2</td>
<td>0.17</td>
<td>0.42</td>
</tr>
</tbody>
</table>

of these temporal correspondences are statistically significant, especially for the PC1 and SAT pattern index (0.61 and 0.69 during 1953–2015 and 1979–2015, respectively), indicating the key role of Arctic warming in the accelerated Arctic sea ice loss. Olonscheck et al. (2019) pointed out that three-quarters of Arctic sea ice variability is directly caused by atmospheric temperature fluctuations and the advected atmospheric temperature fluctuations are the primary driver of sea ice variability. In this analysis, we demonstrate thermodynamic effect from AO, DA, NAO, AMO, and PDO, and the increasing influence on the amplified Arctic warming and sea ice loss.

One assumption of multiple linear regression is that all the climatology indices are not multicollinear. However, the climate system is nonlinear and chaotic. Zhang and Delworth (2007) found that the AMO can contribute to PDO and the associated Pacific–North America (PNA) pattern at the multidecadal time scale. Observational and modeling studies suggest that multidecadal variabilities of the atmospheric NAO are modulated by the AMO and PDO (Gastineau and Frankignoul 2012; Hodson et al. 2014; Yu et al. 2019).

Furthermore, the contributions of external forcings could not be expressed explicitly in the regression models. This complicates the results of multiple linear regression. Thus, it is important to keep in mind that it is not possible to disentangle the complex interactions and strong coupling among the modes of the climate variability, especially under the anthropogenic warming. To separate the external forcings (e.g., anthropogenic aerosol and greenhouse gases) from internal climate variability and to quantify the relevance of each mode of the climate variability that causes interannual and decadal variability in sea ice is a challenging task when using statistical methods alone. An understanding of the causal relationship requires dynamic modeling with different scenarios, which is beyond the scope of the current study.

This analysis suggests a possible linkage to interannual and decadal time scale forcing via atmospheric teleconnections. Of course, we know that in addition to the changes of atmospheric circulation patterns, in the climate system, there is always more than one process occurring at the same time. These processes include, but are not limited to, increases of anthropogenic greenhouse gases and aerosols (Jahn 2018; Gagné et al. 2017; Halloran et al. 2020), changes in external natural forcing (Gagné et al. 2017; Haustein et al. 2019), moist and warm air intrusions into the Arctic (Woods and Caballero 2016), extratropical cyclones injecting air masses into the Arctic upper troposphere leading to Arctic anticyclones (Wernli and Papritz 2018), ocean heat transport into the Arctic (van der Linden et al. 2019), and so on. The changes of dominant modes of the internal climate variabilities and associated atmospheric circulations that are, presumably, mostly internally generated, are just one set of processes in the climate system that can contribute, along with other factors, to the trends in Arctic sea ice.
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