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ABSTRACT: A stepwise evaluation method and a comprehensive scoring approach are proposed and implemented to select a model setup and physics parameterizations of the Weather Research and Forecasting (WRF) Model for high-resolution precipitation simulations. The ERA5 reanalysis data were dynamically downscaled to 1-km resolution for the topographically complex domain of the eastern Mediterranean island of Cyprus. The performance of the simulations was examined for three domain configurations, two model initialization approaches and 18 combinations of atmospheric physics parameterizations. Two continuous and two categorical scores were used for the evaluation. A new extreme event score, which combines hits and frequency bias, was introduced as a complementary evaluator of extremes. A composite scaled score was used to identify the overall best performing parameterizations. The least errors in mean daily and monthly precipitation amounts and daily extremes were found for the domain configuration with the largest extent and three nested domains. A 5-day initialization frequency did not improve precipitation, relative to 30-day continuous simulations. The parameterization type with the largest impact on precipitation was microphysics. The cumulus parameterization was also found to have an impact on the 1-km nested domain, despite that it was only activated in the coarser “parent” domains. Comparison of simulations with 12-, 4-, and 1-km resolution revealed the better skill of the model at 1 km. The impact of the various model configurations in the small-sized domain was different from the impact in larger model domains; this could be further explored for other atmospheric variables.
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1. Introduction

Dynamical downscaling of global reanalysis data, with limited area models (LAM) or regional climate models (RCM), is often used for the reconstruction of past weather events and climate conditions at a range of spatial resolutions. At high spatial resolution (~12 km), simulations driven by reanalysis data reproduce mean precipitation and extremes better than simulations at coarser spatial resolutions (~50 km; Prein et al. 2016), while convection-permitting resolutions (~4 km) outperform all other resolutions in the simulation of precipitation extremes and the diurnal cycle of convective precipitation (Berthou et al. 2018; Piazza et al. 2019). Hydrological modeling applications for medium-size watersheds, with areas ranging between 10 and 500 km², require dynamically downscaled precipitation at resolutions on the order of 1 km with temporal resolutions less than 1 h (e.g., Camera et al. 2020). However, dynamical downscaling is subject to multiple modeling challenges, such as the choice of the size of the gridded model domain, the frequency of updating the model initial conditions and the applicability of the atmospheric physics parameterization schemes (e.g., Giorgi and Gutowski 2015; Kioutsioukis et al. 2016).

The impact of the size of gridded model domains, referred to as domain size hereafter, on precipitation simulations has been extensively studied at coarse spatial resolutions (>40 km) for continental-scale sized study areas. While some studies reported very similar performance with different domain sizes (Colin et al. 2010; Centella-Artola et al. 2015), other studies reported discrepancies in the modeled precipitation, which are caused by the topographical effects induced by the geographical coverage of the various domain sizes (Seth and Giorgi 1998; Leduc and Laprise 2009). The impact of domain size has received less attention for horizontal resolutions below 10 km. Song et al. (2018) found that a horizontally extended domain, which includes steep topography close to the lateral boundaries, may yield adverse effects on regional climate simulations at 6-km resolution. For simulations at 2.5-km resolution, over a region with relatively homogenous flat terrain, Brisson et al. (2016) found that a minimum distance of about 150 km between the evaluation domain and the lateral boundary was required to achieve convergence of modeled precipitation toward observations. According to Rojas and Seth (2003), the choice of the domain size should be associated with the quality of the lateral boundary conditions (LBCs) because RCM simulations in a large domain can partly compensate low-resolution LBCs. Vannitsem and Chomé (2005) suggest,
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however, that high-resolution LBCs should not always motivate the use of a small domain size. The state-of-the-art ERA5 global dataset, which has higher resolution (≈31 km) than other widely used reanalysis products, such as NCEP-GFS (≈56 km) and ERA-Interim (≈79 km), can serve as a source for such high-resolution LBCs for dynamical downscaling experiments on the impact of domain configuration.

The performance of dynamical downscaling is also related to the frequency of updating the model initial conditions, referred to as model initialization frequency hereafter. Commonly, dynamical downscaling is performed with continuous model simulations, initialized once at the beginning of the simulation period. The deviation of the simulated atmospheric fields from the large-scale driving data is, however, a well-known issue with longer simulation times (Vitart 2004). To overcome this reduction of skill with time, long and continuous model simulations can be divided into segments that are separately initialized. Qian et al. (2003) and Seth et al. (2004) found that the increase in the initialization frequency from 5 months to 30 days and to 10 days led to a reduction in systematic errors of precipitation and an improved spatial distribution of precipitation intensities in simulations over South America. Lo et al. (2008), used the Weather Research and Forecasting (WRF) Model at 36-km horizontal resolution and found that weekly initializations gave a higher skill in simulated precipitation over the United States than monthly initializations. Lucas-Picher et al. (2013) found that dynamical downscaling with the HIRHAM RCM at 12-km resolution over Europe with daily initialization resulted in improved temporal and spatial correlation of precipitation, relative to continuous multiyear simulations, particularly during summer. From the above studies, the positive impact of frequent initializations on precipitation simulations, relative to the long and continuous simulations over continental-scale domains is evident. This same has, however, not been investigated over small domains with sizes on the order of few hundred kilometers.

Additional aspects of the dynamical downscaling process that may lead to errors in the RCM output are the model physics and model horizontal resolution (Buizza et al. 1999; Lo et al. 2008). Various studies have evaluated the performance of different physics parameterization schemes for the dynamical downscaling of reanalysis data, in order to reproduce precipitation with the WRF Model over different regions. At horizontal resolutions well above the convection-resolving scales, several studies [Ji et al. (2014), 10 km; Hu et al. (2018), 20 km; Zittis et al. (2014), 50 km; and Katragkou et al. (2015), 50 km] found that planetary boundary layer (PBL) and cumulus schemes have the largest impact on simulated precipitation. Across the gray zone for cumulus schemes, i.e., the spatial resolutions at which the model starts to partially resolve the development of cumulus clouds (between 10 and 4 km), Jeworrek et al. (2019) showed that the effect of the choice of the cumulus parameterization was higher than the effect of the microphysics parameterization choice, for simulations of convective precipitation in the southern Great Plains in the United States. At convection-resolving resolutions, i.e., below 3 km, cumulus schemes are generally not activated, and studies have highlighted the dominant role of different microphysics schemes on the total volume of simulated precipitation (Cassola et al. 2015; Zittis et al. 2017; Mohan et al. 2018). Furthermore, Avolio and Federico (2018) reported the important impact of PBL schemes for simulating heavy rainfall at horizontal resolutions of 1 and 3 km, over coastal areas of southern Italy. All the above studies combined show that there is no single parameterization scheme that exclusively outperforms other schemes in the simulation of precipitation.

A significant portion of research has been devoted to the assessment of the quality of the model simulations, with the use of different model evaluation methods. The most basic form of quantitative verification of continuous gridded variables, such as precipitation for long accumulation times and temperature, is the computation of scalar measures, e.g., mean error (Wilks 2006). More elaborate methods of quantitative evaluation, generally known as spatial verification methods, e.g., “neighborhood” techniques and object-based techniques with focus on precipitation, were summarized by Gilleland et al. (2009). For the evaluation of discrete variables, e.g., occurrence of specific weather events or the distribution of continuous variables over selected classes, various skill scores, originating from contingency tables, have been developed over a period of more than 100 years (Stephenson 2000). Yet, it is not well defined which measures or methods are appropriate for the comparison of modeled data with observations for different applications (Murphy 1991; Wilks 2006; Gilleland et al. 2009). For this reason, adopting the major principle applied in the evaluation of hydrologic models, i.e., the use of multiple and comprehensive evaluation measures, which provide information on different aspects of the quality of the simulations (Gupta et al. 1998), could make the evaluation of simulated precipitation more complete.

Few studies have tested the effect of domain size, initialization frequency and physics parameterizations on the accuracy of precipitation simulations from reanalysis data at 1-km resolution (e.g., Zittis et al. 2017; Avolio and Federico 2018). The present study aims to identify a set of multiphysics configurations of the WRF Model that most closely capture the variable precipitation generating processes for high-resolution downscaling of hindcast precipitation simulations. The individual WRF Model simulations can be used as input for hydrological modeling applications for small and medium-size watersheds. The ERA5 reanalysis is dynamically downscaled with nested domain simulations to 1 km with the WRF Model. The model experiments focus on a small domain (about 230 km × 145 km) with complex topography, encompassing the island of Cyprus, located in the eastern Mediterranean. The specific objectives of this study are (i) to introduce a new evaluation measure for the assessment of model performance for extreme events, (ii) to select a model domain size and number of nested simulation domains from three different domain configurations, (iii) to evaluate the performance of 5- and 30-day model initialization frequencies, (iv) to create a subset of the most skillful physics parameterizations (members) from a composite, multiple-metrics evaluation of an initial 18-member set, comprised of various combinations of physics parameterizations, and (v) to evaluate the performance of multiphysics simulations for different horizontal model
resolutions. The numerical experiments cover a period of 8 months of the hydrometeorological year 2011–12.

2. Study area and observational datasets

a. Study area and climate

The simulations geographically focus on Cyprus, an island located in the eastern part of the Mediterranean Sea, approximately at latitude 35°N and longitude 33°E (Fig. 1). The climate of the island is characterized as Mediterranean. Precipitation over the island exhibits a substantial annual and interannual variability, which is typical for the Mediterranean region (Hoerling et al. 2012). The mean annual precipitation (1980–2010) ranges from between 240 and 400 mm in the lowlands to nearly 1100 mm in the Troodos Mountains, which is the main mountain range of the island (Camera et al. 2014). The steeply sloping Troodos mountain range covers the central part of the island and has its highest point at Mount Olympus at 1952 m above mean sea level. The complex terrain is responsible for the orographic enhancement of precipitation over the high-elevation regions.

b. Daily precipitation dataset CY-OBS

Precipitation observations at 148 manual and automatic stations from the Department of Meteorology of Cyprus (DoM), for the area under the control of the Republic of Cyprus, were used to create a gridded daily dataset of observed precipitation of Cyprus (CY-OBS). The dataset has spatial resolution of 1 km and covers the period 2011–12. Precipitation observations from 10 additional locations in the northern part of the island from 6-hourly synoptic observation (SYNOP) reports were also included. The locations of the precipitation measurements are shown in Fig. 1. The total precipitation over Cyprus for the hydrologic year 2011–12 from the CY-OBS dataset is shown in Fig. 2.

For the interpolation of the observed data, inverse distance weighting (IDW) was used for small-scale events and geographically weighted regression (GWR) for large-scale events, similar to Camera et al. (2014). GWR is a more complex formulation than the least squares regression, with the developed regression model varying in space, i.e., the weight of independent geographic variables of the regression can change from location to location. For the development of CY-OBS, the geographical variables used in the regression are the elevation, the distance to the coast, the east coordinate, the north coordinate, the distance from the main mountain ridge to the east, and the distance from the main mountain ridge to the west (Camera et al. 2014).

3. Study period, model setup, and evaluation approach

a. Stepwise evaluation approach

The dynamical downscaling was conducted with the WRF-ARW model (Skamarock et al. 2008) version 4.0. Initial and boundary conditions were provided by the ERA5 reanalysis dataset at 31-km resolution. Boundary conditions were updated every 6 h. The number of model vertical levels was set to 40. The length of the spinup period was set to 6 h. Comparison of simulated precipitation obtained with different spinup times that led to the choice of 6 h is provided in Fig. S5 in the online supplemental material.

A comprehensive, stepwise evaluation approach, illustrated in Fig. 3, was developed to evaluate the performance of the model to simulate precipitation in the study period from October 2011 to May 2012 (section 3c) for different model setup options and 18 combinations of model physics parameterizations (members) of the WRF Model (WRF18). For the stepwise methodology, the total simulation period of eight months was divided into two periods. Different model setups and configurations were tested in period 1 and the best-performing setup and five model parameterizations were
subsequently evaluated in period 2. These two periods can be considered equivalent to calibration and validation periods.

In step 1 of the stepwise approach, three domain configurations were tested for 31-day continuous simulations of January 2012 for all 18 members. The boundaries of the three domain configurations are shown in Fig. 4, while the domain dimensions and time step used in each domain configuration are shown in Table 1. The three domain configurations are a 12–4–1 configuration with three downscaling steps, at 12-, 4-, and 1-km resolution and 6–1a and 6–1b configurations with two downscaling steps, both at 6- and 1-km resolution. All configurations used one-way nesting. The domain configuration that achieved the better skill was selected for use in the next step of the stepwise approach. The details of the evaluation method are described in section 4c.

In the second step of the evaluation approach, the effect of 5- and 30-day model initialization frequencies was investigated for the 18 members, for January and May 2012. The differences in the performance of each member between the two initialization approaches were evaluated likewise to the three domains setups in step 1. The initialization frequency with the best performance, based on the same evaluation methods used for the domain configurations, was selected for step 3.

In the third step of the stepwise approach, monthly simulations with the selected model domain configuration and initialization frequency were conducted with the 18 members for October 2011, thereby completing the simulations of the calibration period (October 2011, January 2012, May 2012) (Fig. 3). The 18 members were ranked for four model evaluation measures and for a composite scaled score (see section 4b) for the entire calibration period. Five members were selected,
the first four based on best performance for each of the four evaluation measures and the fifth member based on the composite scaled score of the four measures. The performance of the selected members was then evaluated with simulations of the five months of the validation period (November 2011, December 2011; February 2012, March 2012, April 2012) in the fourth step of the stepwise approach (Fig. 3).

b. Physics parameterizations

The WRF physics parameterizations were selected based on their performance in previous investigations over the study area (Zittis et al. 2017; Tymvios et al. 2018). The different members are all based on the same model configuration, except of the parameterization schemes. Table 2 lists the used parameterization schemes and Table 3 presents the combinations of different parameterization schemes, i.e., surface layer, PBL, cumulus physics (convection) and microphysics, resulting in 18 members. Microphysics and cumulus physics are parameterized with three options each. The parameterizations of shortwave and longwave radiation and the land surface model are the same for all 18 members (Table 2).

c. Selection of the study period

The study period consists of the eight wettest months of the hydrologic year 2011–12, from October 2011 to May 2012. This year was selected because the total precipitation was 31% higher than the long-term average precipitation over Cyprus with a larger number of precipitation events to simulate.

The length of the model calibration period was limited to three months to make efficient use of computational resources for the testing a comprehensive set of domain configurations, initialization frequencies and physics parameterizations. The type and number of precipitation events that occurred in these months of the selected hydrologic year are representative of the events that could occur throughout any hydrologic year. For the evaluation of domain configurations (step 1) only simulations in January were performed, because this month contained a substantial number of rainfall events that are affected by large-scale phenomena. Simulations in two months, January and May, were performed for the evaluation of initializations (step 2) because the impact of initialization frequency may be different for convective precipitation (May) than for large-scale winter precipitation (January) (Lucas-Picher et al. 2013). The evaluation of the 18 members (step 3) was done for three months, which include large-scale precipitation events (January) and events related to strong convective conditions (May) and weak convective conditions (October). A similar range of atmospheric conditions and rainfall events occurred in the five months of the validation period, with almost equal total precipitation over Cyprus, i.e., 250 mm in the calibration period and 283 mm in the validation period.

4. Evaluation measures

a. New deterministic verification score for categorical variables

Various simple and complex skill scores, derived from the counts of simulated and observed event pairs, are used as accuracy measures for discrete variables, e.g., number of events that fall within a specified class (Stephenson 2000). The $2 \times 2$
contingency table (Fig. 5) contains the four components, i.e., hits \((a)\), false positives \((b)\), misses \((c)\), and correct nonevents \((d)\), which these skill scores are generally based on. A new extreme event score (EES), based on three of these four components, is proposed here for the evaluation of extreme events in deterministic model simulations. The new measure combines into a single value two simple scalar attributes of the \(2 \times 3 \times 2\) contingency table, namely, the hit rate \((H)\) and the frequency bias (BIAS), which are frequently used for the evaluation of categorical variables (Wilks 2006).

The equations of \(H\) and BIAS are

\[
H = \frac{a}{a + c}, \quad (1)
\]

\[
\text{BIAS} = \frac{a + b}{a + c}. \quad (2)
\]

The proposed EES is given by

\[
\text{EES} = H \times \text{BIAS}, \quad \text{for BIAS} \leq 1,
\]

\[
\text{EES} = H \times \text{BIAS}^{-1}, \quad \text{for BIAS} > 1. \quad (3)
\]

The \(H\) and the BIAS are incorporated in the definition of EES in Eq. (3), as the first and the second multiplicative term, respectively. Thus, EES, through \(H\), determines the ability of the model to yield a number of correctly simulated extremes, relative to the total number of extremes; through the second term, which corresponds to BIAS or BIAS\(^{-1}\), EES penalizes the model proportionally with the degree of underestimation of the number of extremes (BIAS < 1) or overestimation of the number of extremes (BIAS > 1). The value of EES ranges from 0 (no skill), when no hits are achieved by the model, to 1 (perfect skill), when the model is unbiased and correctly predicts all events.

The proposed EES was compared against three other skill scores and three scalar attributes of the contingency table that can together describe the full joint distribution of any \(2 \times 2\) contingency table (Wilks 2006). The skill scores are the Peirce skill score (PSS; Peirce 1884) also known as Hanssen–Kuiper’s discriminant, the equitable threat score (ETS), also known as Gilbert skill score (Gilbert 1884) and the recently proposed extreme dependency score (EDS; Stephenson et al. 2008). The three scalar attributes of the contingency table are \(H\), false alarm rate \((F)\), and BIAS. The equations for these scores are available in supplemental material section 1. More details can be found in Hogan and Mason (2012). All scores were computed for the precipitation simulations from the 18 multi-physics runs for January and May 2012 with hits counted when daily precipitation exceeds 30 mm at any grid cell of the WRF domain. The properties of the EES were further evaluated against the same three skill scores for a large number of random contingency tables (see supplemental material section 2). The equitability of the EES was also tested, following the method described by Hogan et al. (2010). Two contrasting scores were selected for inclusion into the set of the evaluation measures (section 4b) that were thereafter used to evaluate the performance of the different WRF setup options and parameterizations.

### b. Evaluation measures for continuous variables and composite score

In addition to the categorical scores used to evaluate the model’s performance for extreme precipitation events, two measures were selected to evaluate errors in the volume of precipitation. Considering the simulated precipitation as a continuous variable on the gridded WRF domain, the two measures are the total period Bias (mm) and the mean absolute

<table>
<thead>
<tr>
<th>Member</th>
<th>Microphysics(^a)</th>
<th>Cumulus(^b)</th>
<th>PBL(^c)</th>
<th>Surface layer(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>T2</td>
<td>6</td>
<td>2</td>
<td>1</td>
<td>91</td>
</tr>
<tr>
<td>T3</td>
<td>6</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>T4</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>91</td>
</tr>
<tr>
<td>T5</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>T6</td>
<td>6</td>
<td>3</td>
<td>1</td>
<td>91</td>
</tr>
<tr>
<td>T7</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>91</td>
</tr>
<tr>
<td>T8</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>T9</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>T10</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>91</td>
</tr>
<tr>
<td>T11</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>T12</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>91</td>
</tr>
<tr>
<td>T13</td>
<td>16</td>
<td>2</td>
<td>1</td>
<td>91</td>
</tr>
<tr>
<td>T14</td>
<td>16</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>T15</td>
<td>16</td>
<td>1</td>
<td>1</td>
<td>91</td>
</tr>
<tr>
<td>T16</td>
<td>16</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>T17</td>
<td>16</td>
<td>3</td>
<td>1</td>
<td>91</td>
</tr>
<tr>
<td>T18</td>
<td>16</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

\(\text{Microphysics schemes: Ferrier (5), WSM6 (6), WDM6 (16).}\)

\(\text{Cumulus physics schemes: KF (1), BMJ (2), GF (3).}\)

\(\text{Planetary boundary layer physics schemes: YU (1), MYJ (2).}\)

\(\text{Surface layer physics schemes: Eta similarity (2), MM5 similarity scheme (91).}\)
error (MAE) (mm day$^{-1}$) of daily precipitation. Total Bias, which is different from the frequency "BIAS" derived from the contingency tables, and MAE are first computed over all grid cells and all days. Total Bias is subsequently summed for all days and averaged over all grid cells whereas MAE is averaged over both the number of days and the number of grid cells. The former measure gives the magnitude and sign of error in total precipitation in a month or within the simulation period and the latter measure evaluates the mean model performance on a daily basis across all precipitation regimes. The different properties of the simulations evaluated by the selected measures are all important aspects, relevant to the water balance, in hydrological modeling.

Adapted from Young (2006), a composite scaled score (CSS$_i$), which combines the values of Bias, MAE, and the two categorical scores for extreme events into a single score, was applied in the current study to rank the 18 members:

$$CSS_i = \frac{1}{N} \sum_{s=1}^{N} \left( \frac{x_{si} - x_{s,worst}}{x_{s,best} - x_{s,worst}} \right),$$  \hspace{1cm} (4)$$

where $i$ is the index identifying the member, $s$ is the index of the statistical measure out of a number of $N$ (four) measures, $x_{si}$ is the value of measure $s$ obtained by member $i$, and $x_{s,worst}$ and $x_{s,best}$ are the worst and the best values for measure $s$ among all 18 members. The proposed score ranges between 0 and 1. If a member achieves the best values for all evaluation measures among all members, then its CSS is equal to 1. The CSS can effectively rank different configurations because it combines in a single value multiple measures that evaluate various desired properties of the precipitation simulations.

c. Statistical analysis

To assess the uncertainty in the obtained values of total Bias and MAE and the two categorical measures, the bootstrapping method was applied (Efron and Tibshirani 1993). The results of the model evaluation measures described above are given by the median value of the sampling distribution of each measure, obtained with bootstrapping. The bootstrap was applied 1000 times on each sample, consisting of daily gridded precipitation maps (WRF output and CY-OBS). The sample had a size equal to the number of days in the simulation period. For instance, to obtain the distribution of one evaluation measure for one member in January, the 31 pairs of daily observed and simulated precipitation maps were randomly drawn with replacement 1000 times and the value of a measure was computed 1000 times. The 90% confidence interval (CI), i.e., the interval between the 5% lower and 95% upper level of the sampling distribution of each evaluation measure, was used as an estimate of the uncertainty in the values of the measures.

For the investigation of the improvement in the model performance of each member, with the 12–4–1 domain configuration relative to the 6–1a or 6–1b configuration, or with the 5-day initialization relative to the 30 day, the method described in Hogan and Mason (2012) was used to evaluate the median difference in the values of each evaluation measure between the compared configurations or initializations. The difference
in the value between two domain configurations or the two initializations for each member was bootstrapped as described above. The improvement or degradation of the performance of a member is considered statistically significant with the one type of domain configuration or initialization relative to the other, when the bootstrapped difference of a particular evaluation measure is different from zero at the 90% CI.

5. Results and discussion
   a. Evaluation of the new EES and selection of categorical scores

   The EES was found equitable for base rates (observational rate of occurrence) less than or equal to 0.05 with any sample size (sum of the four elements of the contingency table).
Thus, EES can be considered a suitable evaluator for extremes. The equitability of ETS depends on the sample size, which must exceed 30. The EDS is equitable for base rates equal or larger than 0.1 with sample size larger than 1000. The PSS is the only truly equitable score, among the four tested scores, i.e., equitable for all base rates and sample sizes. The property of equitability as well as the comparison of the EES against other skill scores for a large number of random contingency tables are visualized in sections 2a and 2b of the supplemental material.

The functioning of the proposed EES in the WRF precipitation simulations of this study is illustrated in Fig. 6 with three scatter-plots of values of the EES and the three other skill scores against the $H$, $F$, and the BIAS. The scatterplot of PSS, ETS, EDS and EES against $H$ in Fig. 6a reveals a linearity in the relationship of $H$ with each of the PSS and EDS. The former relationship is rather obvious when looking at the formulation of PSS, which is the $H$ minus $F$. The latter relationship can be deduced from the formulation of EDS, which depends on the logarithms of the hits, while $H$ linearly depends on the number of hits [Eq. (1)]. The ETS and the EES vary less than 0.1 for all 18 members and their relative change with $H$ is smaller than the relative change of PSS and EDS with $H$. The relationship of PSS and EDS against $F$, in Fig. 6b, is not linear, yet the two scores exhibit a general increase with increasing $F$, while the values of ETS and EES again exhibit a very small variation. Similar findings for the relationship of the four scores with $H$ and $F$, can also be seen in Fig. 6c against BIAS.

A further comparison of the values of the four scores, plotted in increasing order of the composite scaled score for the 18 WRF members, is presented in Fig. 7. The figure shows that the choice of either PSS or EDS, both accounting for the number of hits, would result in the same ranking of different simulations. We selected the truly equitable PSS instead of the less common and not truly equitable EDS. The comparison of EES with ETS, both accounting for hits and BIAS, reveals that ETS has lower variability than EES, indicating that EES provides more information on the relative performance of different simulations than ETS. Thus, the proposed EES was selected as the second score for the evaluation of extremes.

b. WRF ensemble selection

1) EFFECT OF DOMAIN CONFIGURATION

The gridded monthly Bias for each of the 18 multiphysics WRF members (Fig. 8) with the three domain configurations...
shows spatial patterns of underestimation or overestimation over the island. The largest Bias occurs in the wettest part of the island, i.e., the southwest, which is the windward side of Troodos Mountains. On average, the 12–4–1 configuration stands out with consistently lower Bias for all 18 members compared to the Bias of the members with the 6–1a and 6–1b configurations. Underestimations, e.g., for members T11, T12, T13, and T14, and the overestimations, e.g., for members T5, T6, and T17, range from −18 to −45 mm and from 17 to 45 mm, respectively, in the 12–4–1 configuration. The monthly Bias of the corresponding members in 6–1a ranges from −69 to −93 mm and from 41 to 76 mm, and in 6–1b from −77 to −102 mm and from 48 to 84 mm, respectively.

The performance of each member of the domain configuration with the largest extent and three nested domains (12–4–1) versus that of the two nested-domain configurations (6–1a and 6–1b) is indicated by the difference in the values of four evaluation measures in Fig. 9. Comparison of the differences in the value of total Bias in absolute values (|Bias|) confirms the relative higher skill of the 12–4–1 configuration. The values of total |Bias| obtained with the 12–4–1 domain minus the value obtained with the 6–1a (6–1b) domain is negative, almost up to −80 mm, in 15 (16) out of 18 members, indicating the lower total |Bias| achieved with the 12–4–1 setup. A similar comparison of the median differences of MAE, EES, and PSS between domains, member by member, is also shown in Fig. 9. The comparison reveals that MAE is on average lower, up to 1 mm, with 12–4–1 and that EES and PSS scores, computed for the threshold of 30 mm, are on average higher, up to 0.2, with 12–4–1 domain.

Considering uncertainty, by the 90% CI, it becomes less evident whether or not there is statistical significance in the difference among the different domains, i.e., whether the 90% CI of the median difference is above or below zero. Yet, for the total |Bias| there are four (six) members, i.e., T11, T12, T13, and T14 (T5, T11, T12, T13, T14, and T16) with statistically significant differences favoring the 12–4–1 against 6–1a (6–1b), relative to zero (zero) statistically significant cases favoring the 6–1a (6–1b) against 12–4–1. Likewise, for MAE there are five (six) members favoring the 12–4–1 against 6–1a (6–1b), relative to zero (two) members favoring the 6–1a (6–1b) against 12–4–1.

For EES and PSS, the 12–4–1 achieves significantly better results than 6–1a (6–1b) for four (five) members. The 12–4–1 configuration achieves the overall higher number of significantly improved measures of total |Bias|, MAE, EES, and ETS than any of the other two domain configurations and it is selected for the following simulations of the stepwise approach.

The selected domain configuration has a similar extent and number of nested domains as the domain configurations used in other studies over Cyprus (Zittis et al. 2017; Tymvios et al. 2018). These studies used WRF to downscale the ERA-Interim reanalysis data (~79 km) and the NCEP-GFS analysis (~56 km), both at a lower resolution than ERA5 reanalysis used in this study (~31 km). Still, with the high-resolution LBCs of ERA5, the two less computationally demanding domain configurations, 6–1a and 6–1b, could not reproduce precipitation over the island with the same skill as the 12–4–1 domain configuration. These results support the recommendation of Vannitsem and Chomé (2005), at least for the small geographic area of this study. These authors suggested that computational savings and improved simulation
results can be achieved by an increase in the resolution of LBCs combined with a reduction in the size of the domain. This improvement is, however, seen for RCM applications with typical domains sizes on the order of few thousand kilometers or larger and not with smaller domains size, according to the authors.

2) EFFECT OF INITIALIZATION FREQUENCY

The spatial distribution of the Bias of the precipitation for May 2012 of the 18-member simulations initialized with two different frequencies are shown in Fig. 10. Similar to January (maps not shown), large difference in the spatial Bias between the 5-day and 30-day initializations is not evident. The simulations for May exhibit, on average, smaller absolute but larger relative Bias than January. The Bias in May is mainly negative, compared to both positive and negative Bias for different members in January, and is found over the northern and eastern part of the island. Nonetheless, there are particular members, e.g., T3 and T5, which exhibit additionally large positive Bias on the southwestern part of the island for both initializations. The average Bias over the domain ranges from 0.4 mm (T5) to 29 mm (T15) for the 30-day continuous simulation, and from -2 mm (T9) to -24 mm (T15) for the 5-day initialized simulations.

A similar member by member and evaluation measure by evaluation measure comparison of the model performance with the two initializations, as with the three different domains, for the results of January and May combined is shown in Fig. 11. In terms of the difference in total $\|\text{Bias}\|$ between 5-day and 30-day, on average, the $|\text{Bias}|$ is larger with the 5-day initialization, with the difference of the 30-day $|\text{Bias}|$ from the 5-day $|\text{Bias}|$ ranging from -1 to 8 mm. Unlike total $|\text{Bias}|$, the MAE is higher with the 30-day initialization for all 18 members, in the entire 90% CI. Differences of EES between 5-day and 30-day do not favor any of the two initializations. The PSS has negative differences for all members, which implies that PSS obtained with the 30-day initialization is higher (better model skill) than that obtained with the 5-day initialization. This difference is significant for four members (T1, T4, T5, T6). Based on these results, the 5-day initialization, which requires about 4% more computational resources than the 30-day continuous runs due to the additional time for spinup with
each initialization, is found not to add value to the simulations, relative to the 30-day continuous run.

These results do not fully agree with the conclusions of other studies, which were, however, obtained for much larger domain sizes (Seth et al. 2004; Berckmans et al. 2017). The improved spatial and temporal correlations between simulated and observed 6-hourly precipitation obtained with 7-day versus a 30-day initialization by Lo et al. (2008) and for daily precipitation with 1-day initialization versus multiyear continuous simulations by Lucas-Picher et al. (2013) do not compare with the results for 5-day initialization in the small domain of this study. These findings suggest that the small size of a domain, such as the size of the outer domain in this study (1500 km × 1200 km), compared to the larger domain sizes of typical RCM applications, allows the control of the LBCs to be strong enough on the simulated atmospheric features, so that the positive impact of more frequent initialization does not exceed the impact of LBCs.

3) EVALUATION AND SELECTION OF WRF MEMBERS

The four evaluation measures of the simulations with the 18 members with the 12–4–1 domain configuration and the 30-day initialization, for the months of October, January and May combined, are shown in Fig. 12. The average precipitation of the three months over Cyprus is both overestimated and underestimated. The highest total positive Bias of the three months was obtained with T6 (65 mm) and the highest negative Bias was obtained with T13 (−48 mm). The lowest Bias was obtained with T11 and T18, which both achieve low Bias in each of the three months (not shown here). Further comparison of the members with the median values of MAE, EES, and PSS reveals little information on the best performing members. Overall, there are small differences in the median values of the four evaluation measures and the 90% CIs indicate the large uncertainty in these measures for all members.

The CSS and the scaled scores (SS) of the four performance measures, which are the four components of CSS, are presented in Fig. 13. Members T18, T11, T13, and T17 have the highest scores for total Bias, MAE, EES, and PSS, respectively. The highest CSS (0.8) is achieved by members T15, T17, and T18. Thus, T15 is selected as the fifth member. The use of the different criteria ensures that the selected members capture together all properties of the
simulations, i.e., the volume of daily and monthly precipitation as well as the extreme amounts, better than any other combination of members. The most evident impact of a physics parameterization type on the obtained CSS of the 18 members is that of the microphysics parameterizations (Fig. 13). Members with WDM6 (16) microphysics scheme achieve a CSS of 0.68, with Ferrier (5) a CSS of 0.55, while four out of the six members that use the WSM6 scheme (6) are all ranked last, with an average CSS of 0.46 for the six members. The performance of the three different cumulus schemes, seen from the CSS of the members based on these schemes also exhibits a trend. Members with GF (3) obtain an average CSS of 0.64, with BMJ (2) a CSS of 0.56 and with KF (1) a CSS of 0.49. These results indicate that the different cumulus schemes affect the precipitation in the 1-km resolution domain on which the evaluation is made, even though this type of scheme is turned off in this domain. The average CSS of the members using the two pairs of the PBL/surface layer parameterization schemes YU (1)/MM5 (91) and MYJ (2)/Eta (2) schemes have CSS of 0.56.

The above findings on the cumulus and microphysics parameterizations are generally in line with the findings of Zittis et al. (2017) for extreme events over the same area. These authors showed that the Ferrier and WDM6 schemes performed best out of five microphysics schemes and the BMJ scheme performed best out of four cumulus schemes for simulations on a 4-km grid. Hong et al. (2010) showed that the WDM6 scheme outperforms WSM6 for convective precipitation over different regions, which agrees with the comparison of the two microphysical schemes adopted here. Katragkou et al. (2015) and Avolio and Federico (2018) found that the bias in the long-term precipitation over Europe and the bias of extreme precipitation in short-duration events in southern Italy were less with the BMJ than with the KF scheme, in line with the results of the current study. For a one-year simulation period and a 5-km grid over Greece, Politi et al. (2018) found that WSM6 performed better than Ferrier, contrary to the findings herein. Jeworrek et al. (2019) identified the GF cumulus scheme as the best performing among other cumulus schemes for convective precipitation simulations over Southern Great Plains, similar to the finding here.

c. Validation of the selected five members (WRF5) performance

The values of the four evaluation measures for the selected five members (T11, T13, T15, T17, T18) in the 3-month calibration period are compared against the values of the measures for the same members in the 5-month validation period in Fig. 14. The sign of percent Bias, but not the magnitude, in the two periods, is interestingly the same between the same members in the two periods. In absolute values, the members have together a larger Bias in the validation period. This is most likely due to the higher total precipitation in the validation period (283 mm against 250 mm). The median value of MAE is lower for all members in the validation period, with the 90% CIs overlapping for all members in the two periods. The comparison of the obtained median EES and PSS shows that nearly all members perform better in the validation period, with the 90% CIs also, on average, larger. The higher values of EES and PSS in the validation period can be related to the greater number of extreme event occurrences, above the 30 mm day\(^{-1}\) threshold, in the validation period (\(~14000\)) relative to the calibration period (\(~13000\)). The validation results indicate that the five selected members have retained their overall performance from the calibration period.

d. Effect of horizontal resolution

The impact of the horizontal resolution of the three domains of the 12–4–1 domain configuration on the average precipitation simulated by the selected five members (T11, T13, T15, T17, T18) over the area of Cyprus is seen in Table 4. The simulations at 1-km resolution are the wettest compared to the coarser resolutions, but are generally closer to the
observations, regarding monthly amounts. Percent Bias below ±10% is observed with the highest-resolution grid in four out of eight months, as well as in the total of the eight months. The percent Bias is less than ±20% with the 4-km and the 12-km grid only in January. For five out of eight months, the least Bias is achieved with the 1-km grid, for one month with the 4-km grid (May) and for three months with the 12-km grid (November, April, and May). In the months October, April, and May with low total precipitation, i.e., less than 40 mm, the total precipitation values can be more indicative of the model performance than the percent Bias. The absolute Bias ranges from 7 to 17 mm in these months. For November, neither the absolute Bias (40 mm) nor the percent Bias (48%) favors the 1-km grid and best results are obtained with the 12-km grid. From the above, it is evident that the 1-km grid outperforms the coarser resolutions. These results on the model horizontal resolution agree with findings of other studies, which highlighted the added value of the high-resolution convection-permitting simulation results, particularly for small spatial and temporal scales, for extreme events and for areas with steep orography (Chan et al. 2014; Cassola et al. 2015; Prein et al. 2015; Zittis et al. 2017).

6. Summary and conclusions

A comprehensive stepwise evaluation approach has been implemented to select the model domain configuration, initialization frequency and best performing physical parameterization schemes for precipitation simulations with the WRF Model over a small domain, centered on Cyprus. A new model evaluation score, the EES, was proposed for evaluating categorical variables, and particularly extreme events. The EES was applied for daily amounts that exceed 30 mm. The comparison of EES with other commonly used verification scores showed that the EES is a complete evaluator of the simulation of extremes, accounting for hits and bias in a single value. The
additional sensitivity tests in different study periods, could number of nested domains on simulated precipitation, with series of multiple large-scale precipitation events was observed. The results showed that two two-nested configurations cannot downscale the high-resolution domain was 15 mm lower than the bias of 6–1b. The three nested domains also achieved lower MAE and both higher EES and PSS than the 6- and 1-km grids, for the downscaling of 31-km ERA5 reanalysis data. The average 30-day bias of the three-nested 6- and 1-km grids, and an 826 km outer domain and 12-, 4-, and 1-km grids was found to outperform a similarly sized two-nested domain configuration with 6- and 1-km grids, and an 826 km × 768 km domain with 6- and 1-km grids, for the downscaling of 31-km ERA5 reanalysis data. The average 30-day bias of the three-nested domain was 15 mm lower than the bias of 6–1a and 19 mm lower than the bias of 6–1b. The three nested domains also achieved lower MAE and both higher EES and PSS than the two nested domains. The results showed that two two-nested domain configurations cannot downscale the high-resolution ERA5 reanalysis as accurately as the three-nested domain configuration, at least for the month of January 2012, when a series of multiple large-scale precipitation events was observed. A better understanding of the effect of the size and the number of nested domains on simulated precipitation, with additional sensitivity tests in different study periods, could reduce the uncertainty of precipitation simulations, resulting from the domain configuration in future studies.

The 5-day initialization frequency, compared to 30-day continuous simulations without reinitializations, did not yield significant improvements in the precipitation simulations in the small-sized domain of this study, as seen from the total Bias, EES and PSS, despite the on average lower MAE by 1.5 mm day$^{-1}$ of the 5-day initialization. These results are different from the findings of continental-scale studies, which found improved precipitation simulations with 1-day and 7-day initializations relative to 30 days. Thus, the small impact of more frequent initialization, as seen in this study, suggests that the control of the LBCs on the simulated atmospheric features is stronger for small domains than for larger domains. In this respect, future studies on similar small inner domains (less than 500 km × 500 km) could investigate the impact of LBCs with different model initializations and outer domain sizes on other simulated atmospheric features that are relevant for precipitation.

The evaluation of the WRF Model based on multiple physics parameterizations showed that the CSS of the different members was mostly related to the microphysics schemes, underscoring the important impact of this type of parameterization on high-resolution simulated precipitation. The Ferrier and WDM6 microphysics schemes exhibited similar performance and outperformed WSM6. The cumulus parameterization scheme was also found to have an effect on the simulated precipitation on the 1-km grid, even if it was turned off on the 1-km domain and turned on only on the coarser-resolution domains, i.e., 4 and 12 km. The GF cumulus scheme outperformed KF and BMJ schemes.

The use of four evaluation measures and the CSS, which integrates the four evaluation measures, facilitated the objective selection of a skillful 5-member set of WRF multiphysics configurations. The selected members preserved their performance in a 5-month validation period, compared to a 3-month calibration period. The evaluation of precipitation simulations for different model horizontal resolutions showed that the average of the five members had the least Bias in the 1 km, relative to 4 and 12 km. This reflects the ability of high-resolution precipitation simulations to yield the least water volume errors, which is especially important for hydrologic modeling studies and water balance investigations. Overall, the use of multiple and comprehensive evaluation measures for the assessment of WRF performance allowed a more complete evaluation of the different properties of simulated precipitation, such as daily and monthly volumes and daily extremes, for different dynamical downscaling options and model configurations. The stepwise approach proposed in the paper can be applied to select an efficient set of WRF multiphysics configurations that accounts for these properties and that can be used as input for hydrologic applications.
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| October 2011 | | | |
| CY-OBS (mm) | WRFS | 12 km | 4 km | 1 km |
| | | | | |
| Monthly mean (mm) | 13 | 22 | 24 | 20 |
| Percent bias (%) | 68 | 86 | 54 | | |
| November 2011 | | | | |
| Monthly mean (mm) | 81 | 105 | 107 | 120 |
| Percent bias (%) | 29 | 32 | 48 | | |
| December 2011 | | | | |
| Monthly mean (mm) | 66 | 47 | 42 | 69 |
| Percent bias (%) | −28 | −37 | 5 | | |
| January 2012 | | | | |
| Monthly mean (mm) | 200 | 166 | 172 | 198 |
| Percent bias (%) | −17 | −14 | −1 | | |
| February 2012 | | | | |
| Monthly mean (mm) | 85 | 61 | 68 | 81 |
| Percent bias (%) | −28 | −20 | −5 | | |
| March 2012 | | | | |
| Monthly mean (mm) | 33 | 22 | 26 | 31 |
| Percent bias (%) | −32 | −22 | −7 | | |
| April 2012 | | | | |
| Monthly mean (mm) | 17 | 8 | 7 | 7 |
| Percent bias (%) | −55 | −59 | −56 | | |
| May 2012 | | | | |
| Monthly mean (mm) | 37 | 23 | 23 | 20 |
| Percent bias (%) | −37 | −37 | −45 | | |
| 8 months total | | | | |
| Mean (mm) | 532 | 455 | 469 | 546 |
| Percent bias (%) | −15 | −12 | 3 | | |
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