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ABSTRACT

The cloud-topped mixed-layer theory developed by Lilly (1968) is employed in a slightly generalized form to simulate stratocumulus in the eastern North Pacific. The radiation parameterization involves cloud-top longwave cooling and mixed-layer shortwave heating. Long-wave emissivity and shortwave absorption are functions of cloud thickness. The model is integrated along climatological trajectories which traverse the area bounded by 145°W, 115°W, 20°N and 40°N. The results of the integration include fields of cloud-top and cloud-base height, mixed-layer thermodynamic structure, and convective and radiative fluxes. Where it is possible to compare model-generated fields with the observations of Neiburger et al. (1981), general agreement is found. The model-predicted location of the southern limit (due to cloud-top instability) of stratocumulus clouds is in agreement with observations.

1. Introduction

A persistent feature of the atmosphere over the eastern portions of the Pacific and Atlantic oceans is the existence of broad areas of stratocumulus convection capped by a strong inversion. These stratocumulus regimes lie to the east of the large semi-permanent subtropical high pressure centers. That such inversion-capped cloud layers are a persistent feature of the general circulation may be seen by examination of Figs. 1 and 2. Fig. 1 shows the mean relative July cloud cover for 1967-70, as presented by Miller and Feddes (1971). Presented in Fig. 2 are the results of Neiburger et al.'s (1981) compilation of observational data, which indicates that inversions exist 80-100% of the time in summer in the region indicated as persistently cloudy in Fig. 1.

The general features of a stratocumulus-capped boundary layer are as follows. Turbulent mixing below the inversion creates a layer in which certain thermodynamic properties are constant with height. In the case of a cloud-topped mixed layer, the well-mixed variables are moist static energy $h$ and total water mixing ratio $q + l$. Since large surface heat fluxes are infrequent in the stratocumulus regimes, the driving mechanism for the convective mixing tends to be the radiational cooling at the top of the mixed layer. Fig. 3 conceptually illustrates the convective mechanism in marine stratocumulus convection. Radiative cooling and the inversion warming and drying (which are caused by large-scale subidence) lead to turbulent vertical fluxes of heat and moisture at the top of the layer. These fluxes in turn affect the mixed-layer properties, which feed back into both the magnitude of the inversion and the radiative cooling. Mixed-layer temperature and moisture determine the surface fluxes, as well. These surface fluxes feed back into both the mixed layer properties and the cloud-top fluxes, completing the loop.

In order to simulate this phenomenon several classes of models have been developed. The most detailed modeling of cloud-topped boundary layers has been accomplished with a three-dimensional numerical model (Deardorff, 1980b). Such a model has the advantage that it eliminates most of the structure assumptions and closure assumptions involved in simpler models. A disadvantage is that the domain size and spatial resolution are severely limited by the amount of computation involved. If one assumes that the convective elements are two-dimensional, it is possible to simulate the marine boundary layer using a two-dimensional model based on the Boussinesq forms of the vorticity and thermodynamic equations, along with the continuity equations for water substance. Such a model has been used by Asai and Nakamura (1978) to investigate air mass transformation over the Kuroshio Current. Another approach to modeling the marine boundary layer involves the use of second-order closure models. Such models have been used to investigate the interaction of turbulent and radiative transport in low-level stratus and fog (Oliver et al., 1978) and the downstream breakup of the stratocumulus regime (Moeng and Arakawa, 1980).

The simplest and most thoroughly studied type of
model is the cloud-topped mixed layer model introduced by Lilly (1968). Elaborations and solutions of this model can be found in Schubert (1976), Deardorff (1976), Kraus and Schaller (1978a, b), Schubert et al. (1979a, b) and Randall (1980b). Although there remains a lack of consensus on how radiation should be incorporated into the mixed-layer model [cf. formulations of Deardorff (1976), Schubert et al. (1979a), Kahn and Businger (1979), Randall (1980b), Deardorff and Businger (1980), Lilly and Schubert (1980), Schaller and Kraus (1981a, b)], there is a general agreement that Lilly’s formulation provides a simple and elegant theoretical framework for the study of marine stratocumulus convection. However, in spite of the amount of work with models of the mixed-layer type, there remains the following overlooked aspect. How well does the cloud-topped mixed-layer model reproduce the observed climatological structure of the boundary layer over the eastern ocean? The purpose of this paper is to help answer that question by numerically simulating the stratocumulus convection of the eastern North Pacific and comparing it to the observational evidence of Neiburger et al. (1961). The model is presented in Section 2. Section 3 describes the large-scale input fields, and Section 4 the results of the numerical integrations.
2. Governing equations

The model employed in this study is similar to that described in Section 3 of Schubert et al. (1979a). The only differences are in the radiation parameterization and the bulk aerodynamic transfer coefficient. More detailed discussion of the set of equations may be found in this study, as well as in the project report by Wakefield and Schubert (1978)² (hereafter referred to as WS). The first column of Table 1 lists the model’s 13 dependent variables, while the second and third columns contain the required constants and externally specified parameters. The dependent variables are functions of the horizontal coordinates and time. We shall use a natural coordinate system in which x denotes distance in the downstream direction. The material derivative \(d/dt\) is then given by \(\partial/\partial t + V(\partial/\partial x)\), where \(V\) is the horizontal wind speed, assumed constant with height.

The model may be written as a set of 13 equations, and is summarized below:

\[
(w'h')_s = C_T V[h^*_s - h_M], \quad (w'q')_s = C_T V[q^*_s - (q + l)_M], \quad \Delta h = h^*_M - h_M, \quad \Delta(q + l) = q^*_M - (q + l)_M, \quad T_B = \frac{1}{c_p} \left[ h_M - L(q + l)_M + \frac{Lb}{(1 + \gamma)H} (z_B - z_C) - gz_B \right], \quad \rho LW = \frac{z_B - z_C}{z_B - z_C + 50} (\sigma T_B^4 - LW), \quad \rho SW = 0.004(z_B - z_C) + \frac{6.25 \times 10^4}{z_B - z_C} \left[ 1 - \exp \left( -\frac{(z_B - z_C)^2}{2.5 \times 10^6} \right) \right], \quad \beta \left[ 1 - \left( \frac{z_C}{z_B} \right)^2 \right] + \left( \frac{z_C}{z_B} \right)^2 (w'h')_B - \left[ \frac{w'h'}{z_B} \right] \left( \frac{w'h'}{z_B} \right)_B, \quad \frac{L}{\Delta h} \left[ (w'h')_s - (w'h')_B \right] = 0, \quad \frac{L\Delta(q + l)}{\Delta h} (w'h')_B - LW(q' + l')_B = \frac{L\Delta(q + l)}{\Delta h} LW, \quad \frac{dh_M}{dt} = \frac{(w'h')_s - (w'h')_B + SW}{z_B}, \quad \frac{d(q + l)_M}{dt} = \frac{(w'q')_s - w'(q' + l')_B}{z_B}, \quad \frac{dz_B}{dt} = -Dz_B + \frac{LW - (w'h')_B}{\Delta h}. \]

Table I. Dependent variables, constants and externally specified parameters of the model.

<table>
<thead>
<tr>
<th>Dependent variables</th>
<th>Constants</th>
<th>Externally specified parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloud-top height</td>
<td>$z_b$</td>
<td>$b$ Large-scale divergence $D$</td>
</tr>
<tr>
<td>Cloud-base height</td>
<td>$z_c$</td>
<td>$c_p$ Wind speed $V$</td>
</tr>
<tr>
<td>Mixed-layer moist static energy</td>
<td>$h_m$</td>
<td>$g$ Transfer coefficient $C_T$</td>
</tr>
<tr>
<td>Mixed-layer total water mixing ratio</td>
<td>$(q + l)_M$</td>
<td>$H$ Saturation moist static energy at sea surface temperature and pressure $h_s$</td>
</tr>
<tr>
<td>Surface moist static energy flux</td>
<td>$(w'h')_S$</td>
<td>$k$</td>
</tr>
<tr>
<td>Cloud-top moist static energy flux</td>
<td>$(w'h')_T$</td>
<td>$L$</td>
</tr>
<tr>
<td>Surface water vapor flux</td>
<td>$(w'q')_S$</td>
<td>$\beta$ Saturation mixing ratio at sea surface temperature and pressure $q_s^*$</td>
</tr>
<tr>
<td>Cloud-top total water flux</td>
<td>$w'(q' + l')_T$</td>
<td>$\gamma$</td>
</tr>
<tr>
<td>Cloud-top moist static energy jump</td>
<td>$\Delta h$</td>
<td>$\delta$ Moist static energy just above cloud top $h_i$</td>
</tr>
<tr>
<td>Cloud-top total water jump</td>
<td>$\Delta (q + l)$</td>
<td>$\varepsilon$</td>
</tr>
<tr>
<td>Cloud-top temperature</td>
<td>$T_b$</td>
<td>$\rho$ Water vapor mixing ratio just above cloud top $q_v$</td>
</tr>
<tr>
<td>Longwave cooling</td>
<td>$LW$</td>
<td>$\sigma$ Downward longwave flux just above cloud top $LW_f$</td>
</tr>
<tr>
<td>Shortwave heating</td>
<td>$SW$</td>
<td></td>
</tr>
</tbody>
</table>

Eqs. (2.1) and (2.2) are bulk aerodynamic formulas for the surface fluxes of moist static energy $h$ and water vapor mixing ratio $q$. The transfer coefficient $C_T$ is given by

$$C_T = (1 + 0.07V) \times 10^{-3}, \quad (2.14)$$

(for $V$ in m s$^{-1}$) as suggested by Deacon and Webb (1962). It can be seen from the form of (2.1) and (2.2) that the surface fluxes are proportional to wind speed and to the difference between the saturation value at the sea surface temperature and pressure and the mixed-layer value.

Cloud base $z_c$ is expressed in (2.3) as a function of the air-sea differences in $h$ and $q$, the scale height $H$, and two dimensionless constants $\gamma$ and $b$, where $\gamma$ is given in (2.21) and $b$ is given by

$$b = \frac{RT}{c_p} \left( \frac{\partial q^*}{\partial T} \right)_p + p \left( \frac{\partial q^*}{\partial p} \right)_T$$

$$= \kappa \varepsilon \gamma + p \left( \frac{\partial q^*}{\partial p} \right)_T. \quad (2.15)$$

Eq. (2.3) is an expression for the level at which the atmosphere will become saturated, i.e., where $q^* = (q + l)_M$. The constant $b$ ($b$ is an increasing function of reference temperature and a decreasing function of reference pressure) is simply the lapse rate of $q^*$.

Eqs. (2.4) and (2.5) are the cloud top jumps in moist static energy and total water mixing ratio. Note that the model does not consider any cloud-top jump in wind velocity. This omission eliminates any effects that possible cloud-top shear instability may have on the depth of the layer. The magnitude of any such effects is not known. The temperature just below cloud top is given by (2.6). Cloud-top temperature is determined by following a dry adiabat to cloud base and a moist adiabat from there to cloud top. The first two terms on the right-hand side give the surface air temperature, while the third and fourth terms give the temperature difference between the air at the surface and the air at cloud top.

Eqs. (2.7) and (2.8) constitute the longwave and shortwave radiation parameterizations. We assume that all of the longwave cooling occurs at cloud top and hence appears in the cloud-top jump condition (2.13), while all of the shortwave heating occurs in the mixed layer and hence appears in the mixed-layer budget (2.11). Recognizing that the longwave cooling of a thin cloud layer approaches zero as the thickness approaches zero, the idealized cooling is multiplied by a depth-dependent longwave emissivity. The function chosen for the longwave emissivity, $(z_b - z_c)/(z_b - z_c + 50)$ (where the thickness is in meters), is a compromise among a number

Table 2. Constants and temperature-pressure-dependent parameters. Values given in the right hand column are simply meant to be typical.

<table>
<thead>
<tr>
<th>Constants</th>
<th>Reference temperature-pressure-dependent parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_p = 1004.52$ J kg$^{-1}$ K$^{-1}$</td>
<td>$b = 0.0359$</td>
</tr>
<tr>
<td>$g = 9.8$ m s$^{-1}$</td>
<td>$H = 8307$ m</td>
</tr>
<tr>
<td>$k = 0.2$</td>
<td>$L = 2.47 \times 10^6$ J kg$^{-1}$</td>
</tr>
<tr>
<td>$\delta = 0.608$</td>
<td>$\beta = 0.533$</td>
</tr>
<tr>
<td>$\sigma = 5.67 \times 10^{-4}$ W m$^{-2}$ K$^{-1}$</td>
<td>$\gamma = 1.34$</td>
</tr>
<tr>
<td>$\kappa = 0.115$</td>
<td>$\varepsilon = 0.115$</td>
</tr>
<tr>
<td>$\rho = 1.22$ kg m$^{-3}$</td>
<td></td>
</tr>
</tbody>
</table>
of theoretical and observational curves, as discussed in WS.

In developing the function describing the dependence of shortwave absorption on cloud thickness the general approach of Deardorff (1976) was followed. He presented the shortwave radiative flux difference (W m$^{-2}$) across the cloud layer as

$$\rho SW = 0.004(z_B - z_C) + 0.025\lambda \{1 - \exp[-(z_B - z_C)/\lambda]\}, \quad (2.16)$$

where $\lambda$ is the absorption length in meters. The absorption length should decrease as the liquid water content increases. A brief discussion of this problem can be found in Oliver et al. (1978), from which the approximate relation $\lambda \approx 500/l$ m is derived, where $l$ is the average liquid water mixing ratio of the cloud (g kg$^{-1}$). Coupling this with Neiburger's (1949) observation that $l = (z_B - z_C)/5000$ g kg$^{-1}$ leads directly from (2.16) to (2.8).

Experiments discussed in WS have shown that the placement of shortwave heating in the cloud layer rather than at cloud-top results in a more realistic simulation of the diurnal behavior of the strato-cumulus-topped mixed layer. The fact that shortwave radiation is absorbed over a relatively deep layer of cloud served as the impetus for testing the change. Placement of up to a third of the shortwave at cloud top made no significant difference in diurnal results from those obtained with all of the shortwave heating in the mixed layer.

The entrainment relation (2.9) is derived from

$$k \int_{z_B}^{z_C} \frac{w' \frac{\rho s}{w'} \rho s \, dz}{z_B} + \frac{1}{2}(1 - k)(\rho s \frac{\rho s}{w'} \rho s)^{\text{min}} = 0, \quad (2.17)$$

which is a weighted ($0 \leq k \leq 1$) average of Lilly's maximum ($k = 1$) and minimum ($k = 0$) entrainment conditions. For this study, $k$ is specified as 0.2. Further discussion of $k$ and its effects on the model's solutions may be found in Section 2 of Schubert et al. (1979a). Including the effects of both water vapor and liquid water on buoyancy, the virtual dry static energy $s_v$ is defined as

$$s_v = s + c_p T(\delta q - l), \quad (2.18)$$

where $\delta = 0.608$ and $T$ is a constant reference temperature. By the definition of $\gamma$ [Eq. (2.21)],

$$(1 + \gamma) L w' q' = \gamma w' h' \quad \text{for} \quad z_C < z < z_B, \quad (2.19)$$

and the turbulent flux of virtual dry static energy may be written

$$\frac{w' \frac{\rho s}{w'} h'}{w' \frac{\rho s}{w'} h'} = \left\{ \begin{array}{ll}
\beta w' h' - \epsilon L w'(q' + l'), & z_C < z < z_B \\
\frac{\rho s}{w'} h' - (1 - \epsilon \delta)
\end{array} \right. \quad \times L w'(q' + l'), \quad 0 < z < z_C, \quad (2.20)$$
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where
\[
\beta = \frac{1 + \gamma \delta}{1 + \gamma}, \quad \gamma = \frac{L}{c_p} \left( \frac{\partial q^*}{\partial T} \right)_p,
\]
and
\[
\epsilon = \frac{c_v}{L}.
\]  \hspace{1cm} (2.21)

Substituting (2.20) into (2.17) and making use of the linear height dependence of \(w'\bar{h}'\) and \(w'(q' + l')\), we obtain (2.9). Since (2.20) indicates that the \(s_e\) flux is linear below cloud and within the cloud, with a discontinuity at cloud base, it might seem that the minimum \(s_e\) flux appearing in (2.17) could occur at one of four locations: at the surface, just below cloud base, just above cloud base or at cloud top. It has been demonstrated by Schubert et al. (1979a) that the flux increases across cloud base, and thus the minimum cannot occur at \(z_{c+}\). The three lines inside the large brackets in (2.9) correspond to the three remaining possible solutions.

Eq. (2.10) expresses the consistency relation between cloud top jumps and fluxes. This relation is obtained by eliminating \((dz_B/dt - w_B)\) between the cloud top jump conditions
\[
\left( \frac{dz_B}{dt} - w_B \right) \Delta h + w' \bar{h}'_B = LW, \quad (2.22)
\]
\[
\left( \frac{dz_B}{dt} - w_B \right) \Delta (q + l) + w'(q' + l')_B = 0. \quad (2.23)
\]

The remaining three equations, (2.11)–(2.13), are predictive equations for the mixed-layer values of \(h\) and \((q + l)\), and for the cloud top \(z_B\). Eqs. (2.11) and (2.12) are simply mixed-layer budget equations, while (2.13) is another form of the cloud-top jump condition (2.22), under the assumption that the cloud-top subsidence \(-w_B\) is given by the large-scale divergence times the cloud-top height.

Given a knowledge of sea surface temperature, winds and divergence, as well as upper level (i.e., above the mixed layer) \(q\), \(h\) and \(LW\) profiles, the system (2.1)–(2.3) may be numerically integrated as follows:

1) Assume initial conditions for \(h_M\), \((q + l)_M\) and \(z_B\).
2) Compute the surface fluxes of \(h\) and \(q\) from (2.1) and (2.2).
3) Compute cloud base from (2.3).
4) Compute the cloud top jumps of \(h\) and \((q + l)\) from (2.4) and (2.5).
5) Compute the cloud-top temperature from (2.6), then the longwave and shortwave radiative effects from (2.7) and (2.8).
6) Solve the system (2.9) and (2.10) for the cloud-top fluxes \((w'\bar{h}')_B\) and \(Lw'(q' + l')_B\).
7) Predict new values of \(h_M\), \((q + l)_M\), and \(z_B\) from (2.11)–(2.13).
8) Return to step 2.

The solution of (2.9) and (2.10) is not trivial. The form of (2.9) shows that in order for a solution to be found, the location of the minimum \(s_e\) flux must be known. From (2.20), it can be seen that this means
that the fluxes of $h$ and $(q + l)$ at cloud top must also be known. To solve (2.9) and (2.10), therefore, we assume that the minimum occurs at each of the three possible levels, solve the matrix, and, in each case, use (2.20) to check the location of the minimum. In all cases we have found that a solution exists, and in those few cases where more than one solution exists, we have found that by using the solution with the minimum closer to the surface, the integration proceeds in an orderly manner.

3. Procedure and input data

The model outlined in Section 2 was applied to the region bounded by 145°W, 115°W, 40°N, and 20°N. Given surface wind speed and direction over this region, and given a distance increment and an initial position on the inflow part of the boundary, one can calculate a sequence of positions and time intervals along a trajectory\(^2\) using the method of great circle navigation. Then the model equations can be integrated along the trajectory. By considering many such trajectories, two dimensional fields of all the dependent variables of the model can be constructed.

\(^2\) Calculations were also made with the northern boundary at 50°N. The results (not shown) were less satisfactory probably because this is outside the stratocumulus region (see Figs. 1 and 2).

\(^4\) Under the assumption of steady-state winds made here, the terms trajectory and streamline are interchangeable. In the more general case, trajectories would be calculated, so we use that term.

An examination of the model equations (Section 2) reveals that each trajectory calculation requires specification of the constants $c_w, g, k, \theta, \sigma$, the reference temperature-pressure-dependent parameters $b, H, L, \beta, \sigma, \epsilon, \rho$, mixed-layer input data $h_3$, $q_3$, $V$, $D$, $C_T$, free atmosphere input data $h_5$, $q_5$, $LW_5$, and initial conditions on $z_b, h_M$, and $(q + l)_M$. Values assumed for the constants are listed in the left column of Table 2. For those parameters which require a reference temperature and/or pressure, a reference temperature 4.5 K colder than the sea surface temperature, and a reference pressure 4.5 kPa less than the assumed surface pressure (102 kPa) were used. Typical values of these quantities are listed in the right column of Table 2.

The mixed-layer input quantities $h_3$, $q_3$, $V$, $D$ and $C_T$ can be determined from sea surface temperature, wind speed and direction. July mean sea surface temperature data were obtained from the monthly mean North Pacific charts of LaViolette and Seim (1969). This sea surface temperature field is shown in Fig. 4. For wind speed, wind direction and large-scale divergence the mean wind data for July of 1961 through 1974 as presented by Miller and Stevenson (1974)\(^5\) were used. These data are given as average

\(^5\) Miller, F. R., and M. R. Stevenson, 1974: Comparison of cloud top temperatures from satellites and sea surface temperatures along Baja California. Paper presented at V Congreso Nacional de Oceanografía, October 1974. [Available from the authors at Scripps Institution of Oceanography, La Jolla, California.]
values over $5^\circ \times 5^\circ$ areas and display the same qualitative features as the data of Neiburger et al. (1961). The wind speed field and the resultant streamlines are shown in Fig. 5, and the large-scale divergence in Fig. 6. It should be noted that this wind data has somewhat less than half the spatial resolution of the sea surface temperature data.

To determine $h_+$, $q_+$ and $LW_+$, mean atmosphere data for July of 1967 through 1970 were obtained from U.S. Department of Commerce (1967–1970a)

$$
h_+ = 242.29 + 94.34 \cos \phi \\
+ (4.72 - 3.93 \cos \phi) \times 10^{-2} z_B \text{[kJ kg}^{-1}] , \quad (3.1)
$$

$$
q_+ = \frac{20}{z_B + 300 + 30 \phi} - 0.0016 \text{[g g}^{-1}] , \quad z_B \geq 1500
$$

$$
- \frac{20}{1800 + 30 \phi} - 0.0016 - (0.42 - 2.96 \cos \phi) \times 10^{-6}(1500 - z_B) , \quad z_B < 1500 , \quad (3.2)
$$

where $\phi$ is latitude in degrees. The longwave radiative transfer model of Cox (1973) was then used to calculate the vertical profiles of downward longwave radiative flux. The inputs to this radiation model are temperature, pressure, and water vapor mixing ratio. Straight lines were fit to the calculated radiative flux profiles as functions of height and latitude, with the result that

$$
LW_+ = 60.23 + 339.9 \cos \phi - (1.084 + 2.974) \\
\cos \phi \times 10^{-2} z_B \text{[W m}^{-2}] . \quad (3.3)
$$

The final step in preparation for the numerical integration is the initialization of $z_B$, $h_M$ and $(q + l)_M$. Cloud-top height $z_B$ was initialized (i.e., its value along $40^\circ$N was specified) from the observations of the rawinsonde stations Quillayute, Oakland and San Diego, and from U.S. Department of Commerce (1967–1970b) for Ships P and N. These data were averaged over the four Julies, resulting in July soundings of temperature and dew point temperature as functions of height. After computing $h$ and $q$ from the temperature and dew-point temperature at each station, and after setting aside low-level values which contained the effects of the boundary layer and the inversion layer, functions of height and latitude were fit to the data. The resulting equations are for Neiburger et al. (1961), which are shown in Fig. 7. The initial $(q + l)_M$ and $h_M$ were obtained by assuming that there is no initial air-sea temperature difference [i.e., $(s - L)_M = c_p T_S$ at $t = 0$] and that initially the cloud-base height is half the cloud-top height. Then, using (2.3) we can write

$$
(q + l)_M = q_S - \frac{b z_B}{2H} , \quad \text{at } t = 0 . \quad (3.4)
$$

4. Results

In this section, the results of the numerical integration of the model will be presented and com-
Fig. 8. Model results of (a) cloud-top height (m); (b) cloud-base height (m).

Fig. 9. Mixed-layer values of (a) moist static energy (kJ kg⁻¹); (b) total water mixing ratio (g kg⁻¹).
Fig. 10. Sea surface temperature minus air temperature (°C).

Fig. 11. Surface fluxes of (a) moist static energy (W m⁻²); (b) water vapor mixing ratio (W m⁻²).
pared with observations. The results presented here should be interpreted with caution, since the largescale inputs already discussed are only estimates of the climatological conditions. Day-to-day variations in these input fields may be quite large.

a. Results of the numerical integrations

The initialization of the trajectories was made every degree of longitude along 40°N from 145°W to 116°W, for a total of 30 trajectories. The distance increment along each trajectory was 5 km.

The results for cloud top height and cloud base height are shown in Fig. 8. It can be seen (Fig. 8a) that zg is nearly constant along the coast. Away from the coast, cloud tops rise to the west, in accordance with the lower divergence there. As noted by Schubert et al. (1979a), cloud-top height in the horizontally homogeneous case is roughly inversely proportional to divergence.

Cloud base height (Fig. 8b) is closely related to sea surface temperature, as can be seen by comparing Figs. 4 and 8b. Eq. (2.3), which governs the cloud-base height, can be used to examine the effects of changing sea surface temperature on zb. It turns out that changes in the reference temperature dependent parameters γ, H, L and b cause only small changes in zb. In addition, q*b and h*b* change in a related manner such that the difference in (2.3) is unchanged. This arises from the fact that \( \gamma L \Delta h_b^* = (1 + \gamma) \Delta q_b^* \). When sea surface temperature rises, the rising h*b and q*b cause larger surface fluxes of h and q, which result in increases in h_M and (q + l)_M. Model results to be presented later indicate that L(q + l)_M increases more slowly than h_M in the region off the central California coast, which means that the air temperature rises (as expected). Therefore, cloud base rises in this area.

The cloud thickness field (not shown) closely follows that of the cloud-top height field, further illustrating that the response of cloud-top height is larger than that of cloud-base height. Almost the entire cloud layer is thick enough that the blackbody assumption for longwave emissivity would be reasonable. In terms of shortwave absorption, however, (2.8) shows that SW may vary by a factor of 4 over the range of thicknesses produced by the integrations.

The mixed-layer values of both moist static energy and total water mixing ratio closely parallel the sea surface temperature. Isolines of h_M and (q + l)_M are shown in Fig. 9. Near the central California coast, h_M increases more rapidly than L(q + l)_M along the trajectories. This indicates that the air is warming. This warming is somewhat slower than that of sea surface temperature. Thus, the sea-air temperature difference (T_s - T_air) becomes positive, as shown in Fig. 10. Note that, as discussed in Section 4 of Schubert et al. (1979a), if the mixed layer were in a horizontally homogeneous steady state, T_s - T_air would be slightly negative everywhere.

Surface turbulent fluxes of moist static energy and water vapor mixing ratio are shown in Fig. 11. The general shape of these fields is related to wind speed and sea surface temperature. Cloud-top fluxes of moist static energy, total water mixing ratio, and longwave radiation are interrelated in a complex manner. The first two (not shown) exhibit characteristics similar to the surface fluxes, although their magnitudes are roughly half of the surface fluxes.

The longwave radiative flux difference across cloud top, which represents the basic driving force behind this type of convection, is shown in Fig. 12. Its variation is closely related to that of zg.

Fluxes of virtual dry static energy are shown in Fig. 13. These fluxes are simply linear combinations of the moist static energy and total water fluxes,
Fig. 13. Fluxes of virtual dry static energy (W m$^{-2}$) for (a) surface, (b) cloud top.

Fig. 14. Cloud-top jumps of (a) moist static energy (kJ kg$^{-1}$) and (b) total water mixing ratio (g kg$^{-1}$).
as given by Eq. (2.20). As a result, the surface flux is similar in appearance to the other surface fluxes and the air-sea temperature difference, and the cloud-top flux is similar to the other cloud-top fluxes. The fluxes at the subcloud/cloud interface are not shown, but the flux just below cloud base is always negative.

Cloud-top jumps of moist static energy and total water mixing ratio are shown in Fig. 14. The air above the mixed layer is in all cases warmer and drier than the air below the inversion. Thus, \( \Delta(q + l) \) is always negative and \( \Delta h \), it turns out, is almost always positive. According to Lilly (1968), in the small areas where \( \Delta h \) is negative (southwestern and southeastern corners), the results are questionable, since negative \( \Delta h \) implies negative buoyancy (hence instability) of a parcel brought from above the mixed layer across the inversion. Lilly's argument does not include virtual temperature effects. Recently, Randall (1980a) and Deardorff (1980a) have presented more exact arguments which show that a somewhat negative \( \Delta h \) is still stable. In any event, the model seems to produce negative \( \Delta h \) near the southern boundary, which is where Fig. 1 indicates that the stratocumulus regime breaks up.

The temperature difference from base to top of inversion is shown in Fig. 15a and the cloud-top temperature in Fig. 15b. The latitudinal dependence of above-inversion temperature can be seen to play a significant role in the inversion strength.

The quantity \( \rho (dz/dt - w_e) \) is just the net mass flowing into the mixed layer per unit horizontal area per unit time, i.e., the net mass entrainment at cloud top. This entrainment is shown in Fig. 16.
b. Comparison with observations

Only three of the several fields presented earlier in this section are recorded in the observations of Neiburger et al. (1961). These three are cloud-top height, temperature at cloud top, and the increase of temperature across the inversion. The observations are for the whole summer.

The cloud-top temperatures observed by Neiburger et al. are shown in Fig. 17. The cloud-top height field was previously shown in Fig. 7.

Cloud-top heights (Figs. 7 and 8a) show a basic similarity in the northern portions of the grid, as would be expected from the initialization scheme. The fields are similar in that isolines run more-or-less north to south and there is an increase in height away from the coast. Model isolines tend to follow the trajectories in the southwest, as would be expected from the long memory of $z_B$. In general, though, the comparison is good.

Comparison of Figs. 15b and 17 indicates that there is a reasonable agreement between the model results and observations for cloud-top temperature. The general shape of the model results plot is the same as the observations, with a maximum to the southeast and a minimum to the northwest.

Inversion magnitude results (not shown) compare less favorably with the observations. One possible explanation is that this parameter is difficult to measure in that the top of an inversion is often hard to determine. A second, and perhaps more com-
pelling reason for the discrepancy is that the model assumes that any inversion has essentially zero thickness, which has the effect of increasing the magnitude of the inversion.

5. Concluding remarks

It was demonstrated in Section 4 that the model's reproduction of the observed mixed-layer features is adequate in many, but not all, respects. There are, however, a number of things which should be kept in mind when considering these results.

In the first place, it was noted above that the Neiburger et al. observations cover the period June–September, while the input data for the model were July only. Neiburger et al. (1961) indicate in their data that, at 16 of the 18 land or ship stations whose data were employed, the July incidence of inversion is greater than the summer average. This suggests the possibility that July inversions may have somewhat different characteristics than the all-summer average data presented.

A second basis for dissimilarity lies in the initialization procedure. Initialization of cloud base and air-sea temperature difference is hampered by the lack of observational data. Better initialization of these parameters could contribute to improving the model results.

Problems at the coastline constitute a third source of error. In this case, the model has no provisions for landfall, so the results along the coast may be worse than those over open ocean.

Finally, it must be kept in mind when considering any climatologically-based study that most atmospheric systems are nonlinear. Schubert et al. (1979a) have demonstrated that the steady-state results of this model are decidedly nonlinear. This is of particular importance when trying to reproduce mean observations from mean data. It is quite likely that the stratocumulus field on any given day would be considerably different from either the model results presented here or the observational evidence presented by Neiburger et al. Furthermore, the length of some of the trajectories used in the model calculations is such that the traverse time for a parcel of air could be as much as several days, a time period during which many changes would surely take place in the basic synoptic pattern.

For these reasons, the model results should not necessarily be expected to closely match the observed stratocumulus regime, nor should either of the two be expected to correspond to any single day's convection. The fact that the model approximately reproduces the observations speaks in its favor.

Possible improvements of the model include the incorporation of day-to-day changes in the external fields, such that the trajectories would become true trajectories rather than steady-state streamlines. This could then allow the model to be used on a daily basis compared to actual synoptic conditions. This opens the door to the possibility of using the model as a forecasting tool, especially if a momentum budget were added, such that only the sea surface temperature and surface pressure would be specified. In addition, the imposition of a land-sea interface is probably required in order that the coastal convection be adequately modeled.
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