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ABSTRACT

The errors in the first-guess (forecast field) of an analysis system vary from day to day, but, as in all current operational data assimilation systems, forecast error covariances are assumed to be constant in time in the NCEP operational three-dimensional variational analysis system (known as a spectral statistical interpolation or SSI). This study focuses on the impact of modifying the error statistics by including effects of the “errors of the day” on the analysis system. An estimate of forecast uncertainty, as defined from the bred growing vectors of the NCEP operational global ensemble forecast, is applied in the NCEP operational SSI analysis system. The growing vectors are used to estimate the spatially and temporally varying degree of uncertainty in the first-guess forecasts used in the analysis. The measure of uncertainty is defined by a ratio of the local amplitude of the growing vectors, relative to a background amplitude measure over a large area. This ratio is used in the SSI system for adjusting the observational error term (giving more weight to observations in regions of larger forecast errors). Preliminary experiments with the low-resolution global system show positive impact of this virtually cost-free method on the quality of the analysis and medium-range weather forecasts, encouraging further tests for operational use. The results of a 45-day parallel run, and a discussion of other methods to take advantage of the knowledge of the day-to-day variation in forecast uncertainties provided by the NCEP ensemble forecast system, are also presented in the paper.

1. Introduction

A three-dimensional variational data assimilation system (3D VAR), known as the spectral statistical interpolation (SSI) analysis system was implemented operationally into the global forecasting system in 1991 at the National Centers for Environmental Prediction (NCEP, formerly the National Meteorological Center) (Parrish and Derber 1992; Derber et al. 1991). This advanced data assimilation scheme has played a vital role in recent data assimilation and research at NCEP and is still under development (Derber and Wu 1996; Parrish et al. 1997; Derber et al. 1994). The analysis is performed every 6 h and the 6-h forecast field is used as a first guess or background in the system. As in all general variational data assimilation systems, the objective function to minimize is defined as (Lorenc 1986)

\[
2J = (x - x_b)^T B^{-1}(x - x_b) + [K(x) - y]^T O^{-1} [K(x) - y] + J_c,
\]

where \( x \) is the analysis variable, \( x_b \) is the first guess, and \( y \) is the observational vector. Here, \( B \) and \( O \) denote the 6-h forecast and observational error covariance matrices, respectively; \( K \) is a “forward” operator that transforms analysis variables (such as temperature or vorticity) into simulated observations (such as velocities or radiances); and \( J_c \) denotes a dynamical constraint penalty that enforces a global balance of the analysis increments. This system is used to find an analysis field that best fits both the first guess and observations. It assumes that the forecast error and observation error are not correlated. The error covariance matrices \( B \) and \( O \) are currently held constant in time. However, the uncertainties in the first guess do change from day to day. It is therefore necessary to modify such covariance weights (Wahba et al. 1995). It is our purpose to investigate the impact of modifying the error statistics by introducing the effect of “errors of the day,” a problem identified as high priority in data assimilation (Kalnay and Toth 1994; Pu et al. 1997).

Iyengar et al. (1996) presented evidence indicating that the bred vectors used in the NCEP operational global ensemble forecast system (Toth and Kalnay 1993, 1995) represent reasonably well the magnitude and the horizontal and vertical distribution of analysis uncertainty in a statistical sense, averaged over longer time periods. They also found that the bred ensemble can capture well the flow-dependent errors of the day: the magnitude of the first-guess error correlates well with the spread in the ensemble. Zhu et al. (1996) generate...
and verify probabilistic forecasts from the ensemble, and the scores are quite good at short lead time. Based on their results, the large spread in the short-range ensemble forecasts usually can be used to point out areas of large uncertainty in the first guess. Kalnay and Toth (1994) modified the first guess in such a way that the distance between the the first guess and the observations was minimized along the direction of the local bred vectors. This elimination of the bred vectors’ projection on the first-guess error resulted in improved analyses, with a significant positive impact upon the forecasts, indicating that the ensemble provides information about growing errors in the first guess.

In this study, we will introduce the use of bred growing vectors of the NCEP operational global ensemble forecast (Toth and Kalnay 1993, 1995) into the NCEP SSI analysis system. It will be used to estimate the degree of uncertainty in the first guess that is related to dynamically conditioned, fast-growing errors. We will assume that this part of the first-guess error field can be well estimated by the ensemble spread. Since currently the background error covariance in the SSI is cast in spectral and not in physical space, the spatial impact of large forecast error is done in a simpler fashion by modifying the observational error covariance, which is defined in physical space.

2. Methodology

To adjust geographically the covariances (which determine the weight of the observations in the variational data assimilation) by the error of the day, we define a scalar factor based on the NCEP ensemble forecasts measuring the uncertainties in first guess (forecast field).

The initial perturbation amplitudes in the NCEP ensemble forecast are forced to be spatially varying on a very large horizontal scale: they are smaller in data-rich continents, and larger over oceans, in order to make them proportional to the average analysis error. In addition to these fixed, continental-scale variations in amplitude, there are smaller areas of large spread of the ensemble forecasts, usually occupying a more local region, which vary from day to day. When we refer to a large uncertainty in a local area, we imply that the spread is larger in the local area than in the continental-scale background area (reference area). In this study, we estimate the spatially and temporally varying degree of uncertainty in the first-guess forecast by 24-h operational global ensemble forecasts. In order to eliminate the continental-scale, forced-amplitude differences, we define the spread as a ratio of the local amplitude of the growing vectors, relative to a reference amplitude measured over a large area:

\[
\sigma^2 = \frac{\sum_{i=1}^{n} T_s(F_i - F_0)^2}{\sum_{i=1}^{n} T_c(F_i - F_0)^2} = \frac{\text{Spread (small scale)}}{\text{Spread (continental scale)}}
\]

where \(\sigma^2\) is the ratio and it is defined in grid space; \(T\) denotes a smoothing convolution that is performed using spectral transforms (Purser et al. 1994); \(F\) represents the 24-h forecast at the same verification time; subscripts \(i\) and \(c\) denote the ensemble member and control forecast (operational forecast) respectively; and \(n\) is the total number of ensemble members. Here, \(L\) and \(S\) denote the large scale (reference) and small scale (local) used in the smoothing operator. As indicated above, the ratio between the small-scale and the continental-scale ensemble spreads is introduced in (2) in order to capture both the day-to-day variation in forecast uncertainty, rather than the time-averaged distribution of analysis errors. When the ratio is large, there is more uncertainty in the first guess, and we assume that the guess field (6-h forecast) is likely to have larger error in these areas. Since it is difficult to introduce geographically localized adjustments into the background error \(B\) because it is defined spectrally, instead, we give more weight to observational data in areas of large uncertainty by directly dividing the observation error variance by \(\sigma^2\), whenever this factor is greater than 1. Hence the analysis is driven closer to the data in these areas than in other areas. If the ratio is smaller than 1 (the forecast uncertainty is small), the observation error is maintained without change at its nominal value.

3. A numerical experiment

The method is tested in the current operational SSI analysis and medium-range forecast system. The model used in experiments is the same as the NCEP operational global spectral model, but with lower horizontal resolution, T62 with 28 sigma vertical levels (Pan et al. 1995). In the data assimilation cycle, an analysis is performed every 6 h. The NCEP ensemble forecast system is also performed in a T62 L28 version, and it generates five pairs of ensemble forecast members (Toth and Kalnay 1995) at 0000 UTC and two pairs of ensemble members at 1200 UTC.

As described in (2), the value of \(\sigma^2\) is the ratio of mean square averages over the members of ensemble pairs and it will depend on the number of the ensemble members that are used in the computational procedure. In our experiment, because there are only two pairs ensemble forecast available for 1200 UTC and there is no ensemble forecast starting from 0600 and 1800 UTC,

---

1 Note that the spatial distribution of the other nongrowing (random) part of the first-guess error field is largely unrelated to the atmospheric dynamics and will be ignored in this study.

2 The spread in (2) is defined with respect to the control forecast and not the ensemble mean for computational convenience.
we only calculate $\sigma^2$ at every 0000 UTC by using all five pairs of 24-h forecast ensemble members. The ratio at 0600, 1200, and 1800 UTC is then computed by linear time interpolation between the two adjacent ratios at 0000 UTC that bracket the analysis time. The small and large scales used in (2) were chosen as in experiment 1 (see below), with values that were assumed to be representative scales of local spread and smooth variation of the analysis errors.

**a. Characteristics of the uncertainty ratio and impact on the analysis field and first guess**

As indicated in section 2, we set an upper bound of 1 on $1/\sigma^2$ before multiplying the observational errors (i.e., in regions of small forecast errors, the observational errors remain at their nominal value). The distribution of $\sigma^2$ varies not only in time but also with the component of the field (temperature, wind, moisture) and vertical level. Figure 1 shows an example of distribution of $1/\sigma^2$ at different sigma levels for the wind field at 0000 UTC 18 June 1996. It shows that there are distinct values of the forecast spread at different vertical levels. The impact of changes in moisture is larger in the Tropics (not shown).

We then introduced the effect of large uncertainties into the NCEP SSI analysis system. The results are compared with a control run that keeps the error covariances constant in time. To verify the quality of the analysis, the RMS fit of both temperature (in K) and vector wind (in m s$^{-1}$) against rawinsonde and dropsonde data are presented in Fig. 2 for the analysis field itself and in Fig. 3 for the next first guess, which is the 6-h forecast started from the analysis field. This particular case is verified at the analysis time of 0000 UTC 18 June 1996. The figure shows that the method drives the analysis fields closer to the observations when compared to the control analysis field (as could be expected from the reduction of the observational errors in areas of large forecast uncertainty). However, this improved fit is preserved in the next first-guess field, indicating that the analysis has been improved by this procedure. We have obtained similar results in most cases.

**b. Impact of variable uncertainty on medium-range weather forecasts**

We first tested the method using the data period 0000 UTC 1 August 1995 to 0000 UTC 14 August 1995. According to the scale of smoothing operators, two experiments were performed: In experiment 1 the large-scale smoothing is taken as $L_H = 1500$ km for horizontal smoothing and $L_V = 4$ km for the vertical. For small-scale smoothing, the horizontal scale is $S_H = 300$ km and the vertical scale $S_V = 1$ km. In experiment 2, we used the same scales except for the large-scale horizontal smoothing, which is taken as $L_H = 2000$ km. We use the obtained ratio to adjust the observation error covariance in the SSI system, then 5-day forecasts from every 0000 UTC analysis field were compared with the corresponding control (operational at T62 resolution) forecast. Table 1 shows the comparison of the 1–5-day forecast average anomaly correlation scores for 500-mb geopotential height. It shows a positive impact of the experiments with respect to the control (which did not account for the time-varying forecast uncertainty), especially the skill of medium-range weather forecasts has been increased. Experiment 2 is slightly better than experiment 1 in the Southern Hemisphere, and it was used for the rest of the experiments presented in the next section.
4. The results of parallel tests

The method has been tested in parallel within the current NCEP global medium-range weather forecast system starting from 0000 UTC 23 April 1996, comparing as a control with the lower-resolution version (T62/28L) of the NCEP global operational forecast model. The parallel test is designed following experiment 2 in section 3b. As of 0000 UTC 25 June, there were 45 cases available for comparison. Figure 4 shows the 5-day forecast anomaly correlation score for 1000- and 500-mb geopotential height verified against the control analysis. The results indicate that the method improves the medium-range weather forecast for most cases and that the improvement is larger in the SH. Table 2 shows the comparison of the 1–5-day forecast average anomaly correlation scores for geopotential height, demonstrating that the method improves the forecast anomaly correction in both hemispheres at all ranges, except in days 1 and 2 in the Northern Hemisphere.

5. Summary and discussion

This study shows that the use of the bred vectors of the ensemble forecast in the NCEP SSI analysis system has improved the quality of weather forecasts. The method drives the analysis field closer to the observational data in the areas where the ensemble identifies large forecast uncertainty. It also improves the quality of analysis and next guess, as well as the medium-range weather forecast. The method only requires calculating the ratio of the ensemble spread in small and large (continental) scales, and the inverse of this ratio (bounded by 1) is used to adjust the observational errors. The computational cost of this method is negligible, since the ensemble forecasts are already available. The positive impact of the experiments encourages further exploration of the use of the bred vectors in improving the analysis system by taking into account the forecast “errors of the day” rather than assuming that the fore-
In this study we used the bred vector in NCEP three-dimensional variational data assimilation by reducing the observational errors in areas identified by the ensemble as areas of large forecast uncertainty. The results suggest that the NCEP bred vectors provide a good representation of growing forecast errors even at the shortest ranges. Other (more advanced) methods to take advantage of this knowledge of the day-to-day variability in the forecast errors are also possible and will be explored in the future. Two such methods are an improvement of the first guess by minimizing the distance between the first guess and the observations, but moving only along the direction of the bred growing vectors (Kalnay and Toth 1994; Purser et al. 1994), and the inclusion of a flow-dependent forecast error covariance, also based on the ensemble, into the SSI analysis scheme, (J. Derber 1996, personal communication). In the development of the latter method we will build upon the results and the experiences reported in the present paper.
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<table>
<thead>
<tr>
<th>Day</th>
<th>Northern Hemisphere</th>
<th>Southern Hemisphere</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ctrl.</td>
<td>Exp+1</td>
</tr>
<tr>
<td>1</td>
<td>0.978</td>
<td>0.978</td>
</tr>
<tr>
<td>2</td>
<td>0.937</td>
<td>0.938</td>
</tr>
<tr>
<td>3</td>
<td>0.872</td>
<td>0.873</td>
</tr>
<tr>
<td>4</td>
<td>0.800</td>
<td>0.803</td>
</tr>
<tr>
<td>5</td>
<td>0.709</td>
<td>0.713</td>
</tr>
</tbody>
</table>

Fig. 3. Same as Fig. 2 except the rms fit for the 6-h forecast.
Fig. 4. Scatter diagrams of the 5-day forecast anomaly correlation (AC) scores for geopotential height field in experiment and control forecast: (a) Northern Hemisphere, 500 mb; (b) Southern Hemisphere, 500 mb; (c) Northern Hemisphere, 1000 mb; and (d) Southern Hemisphere, 1000 mb.

Table 2. Comparison of 1–5-day forecast anomaly correlation average score verified against the control analysis for 500- and 1000-mb geopotential heights (n = 45 cases, 1–20 waves).

<table>
<thead>
<tr>
<th>Day</th>
<th>Northern Hemisphere</th>
<th>Southern Hemisphere</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ctrl.</td>
<td>Test</td>
<td>Ctrl.</td>
</tr>
<tr>
<td>1</td>
<td>0.964</td>
<td>0.962</td>
</tr>
<tr>
<td>2</td>
<td>0.911</td>
<td>0.910</td>
</tr>
<tr>
<td>3</td>
<td>0.853</td>
<td>0.854</td>
</tr>
<tr>
<td>4</td>
<td>0.764</td>
<td>0.769</td>
</tr>
<tr>
<td>5</td>
<td>0.636</td>
<td>0.644</td>
</tr>
</tbody>
</table>
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