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ABSTRACT

The second version of the Canadian Seasonal to Interannual Prediction System (CanSIPSv2) was implemented operationally at Environment and Climate Change Canada (ECCC) in July 2019. Like its predecessors, CanSIPSv2 applies a multimodel ensemble approach with two coupled atmosphere–ocean models, CanCM4i and GEM-NEMO. While CanCM4i is a climate model, which is upgraded from CanCM4 of the previous CanSIPSv1 with improved sea ice initialization, GEM-NEMO is a newly developed numerical weather prediction (NWP)-based global atmosphere–ocean coupled model. In this paper, CanSIPSv2 is introduced, and its performance is assessed based on the reforecast of 30 years from 1981 to 2010, with 10 ensemble members of 12-month integrations for each model. Ensemble seasonal forecast skill of 2-m air temperature, 500-hPa geopotential height, precipitation rate, sea surface temperature, and sea ice concentration is assessed. Verification is also performed for the Niño-3.4, the Pacific–North American pattern (PNA), the North Atlantic Oscillation (NAO), and the Madden–Julian oscillation (MJO) indices. It is found that CanSIPSv2 outperforms the previous CanSIPSv1 system in many aspects. Atmospheric teleconnections associated with the El Niño–Southern Oscillation (ENSO) are reasonably well captured by the two CanSIPSv2 models, and a large part of the seasonal forecast skill in boreal winter can be attributed to the ENSO impact. The two models are also able to simulate the Northern Hemisphere teleconnection associated with the tropical MJO, which likely provides another source of skill on the subseasonal to seasonal time scale.

1. Introduction

The Canadian Centre for Meteorological and Environmental Prediction (CCMEP) of Environment and Climate Change Canada (ECCC) was among the first to use a multimodel ensemble (MME) approach in operational seasonal predictions. The first generation of the ECCC dynamical seasonal prediction system was implemented in September 1995, based on the Historical Forecasting Project (HFP; Derome et al. 2001). Ensemble seasonal forecasts were produced using two atmospheric models, the Atmospheric General Circulation Model version 2 (AGCM2) of the Canadian Centre for Climate Modelling and Analysis (CCCma), and a reduced-resolution version of the global spectral model (SEF) developed at Recherche en Prévision Numérique (RPN; Ritchie 1991). The former is a climate model while the latter is a numerical weather prediction (NWP) model. Both are atmospheric-only models and uncoupled with the ocean, thus the seasonal forecast system was a two-tier system. Each model was integrated for three months with six ensemble members with specified persistent sea surface temperature (SST) and sea ice anomalies. Forecasts for the standard seasons DJF, MAM, JJA, and SON were issued four times per year on 1 December, 1 March, 1 June, and 1 September. SEF was replaced...
by the Global Environmental Multiscale (GEM) model (Côté et al. 1998) in March 2004, which was developed at RPN and has served in its successive versions as an operational NWP model at CCMEP.

The CCMEP's dynamical seasonal forecast system was upgraded in October 2007 to a four-model system using AGCM2, SEF, GEM, and CCCma's Atmospheric General Circulation Model, version 3 (AGCM3) (Scinocca et al. 2008), with 40 ensemble members, 10 from each model. Seasonal forecasts were issued both at 0-month lead (months 1–3) and 1-month lead (months 2–4) on the first day of every month, and a first-month forecast for surface temperature was issued on the 1st and 15th of every month. Hindcasts for bias correction and skill assessment were provided by the second Historical Forecasting Project that applied the same four models (HFP2; Kharin et al. 2009).

A major upgrade of CCMEP's seasonal prediction system took place in December 2011 when the two-tier system was replaced by the Canadian Seasonal to Interannual Prediction System (CanSIPS version 1, hereafter CanSIPSv1), a global coupled one-tier system. CanSIPSv1 used two atmosphere–ocean coupled climate models, CCCma Coupled Climate Model, versions 3 and 4 (CanCM3 and CanCM4), with a total of 20 ensemble members, 10 from each model. From the beginning of each month, 10 members of ensemble forecasts for each model were produced for 12 months from initial conditions containing small perturbations at the same time. Official products included seasonal temperature and precipitation forecasts of lead time at the same time. Official products included seasonal forecasts were issued both at 0-month lead (months 1–3) and 1-month lead (months 2–4) on the first day of every month, and a first-month forecast for surface temperature was issued on the 1st and 15th of every month. Hindcasts for bias correction and skill assessment were provided by the second Historical Forecasting Project that applied the same four models (HFP2; Kharin et al. 2009).

A major upgrade of CCMEP's seasonal prediction system took place in December 2011 when the two-tier system was replaced by the Canadian Seasonal to Interannual Prediction System (CanSIPS version 1, hereafter CanSIPSv1), a global coupled one-tier system. CanSIPSv1 used two atmosphere–ocean coupled climate models, CCCma Coupled Climate Model, versions 3 and 4 (CanCM3 and CanCM4), with a total of 20 ensemble members, 10 from each model. From the beginning of each month, 10 members of ensemble forecasts for each model were produced for 12 months from initial conditions containing small perturbations at the same time. Official products included seasonal temperature and precipitation forecasts of lead time from 0 to 9 months. Details on the CanSIPSv1 system are described in Merryfield et al. (2013). Output in the first month was used to produce the monthly temperature anomaly forecast over Canada until July 2015 when the monthly forecast was replaced by that from the Global Ensemble Prediction System (GEPS) based monthly forecasting system (Lin et al. 2016).

The second version of CanSIPS (CanSIPSv2) is also based on a multimodel approach. CanCM4 is upgraded to CanCM4i with an improved sea ice initialization procedure. The major change from CanSIPSv1 to CanSIPSv2 is that CanCM3 is replaced by a very different numerical platform based on the NWP GEM model (Côté et al. 1998; Girard et al. 2014), the Nucleus for European Modelling of the Ocean (NEMO; http://www.nemo-ocean.eu) ocean model and the Community Ice Code (CICE; Hunke and Lipscomb 2010) sea ice model. The latter coupled model is referred to as GEM-NEMO in this manuscript. Development of the GEM-NEMO seasonal forecast model took place mainly at RPN, exploiting the coupled model and modeling expertise available there (e.g., Smith et al. 2018), which also benefits from the contribution of the Canadian Operational Network of Coupled Environmental PredicTion Systems (CONCEPTS; Smith et al. 2013) project.

Besides CCMEP, dynamical seasonal predictions are routinely produced in many other operational centers using atmosphere–ocean coupled model prediction systems. Examples include the Climate Forecast System, version 2, of the National Centers for Environmental Prediction (NCEP CFSv2; Saha et al. 2014), the Met Office’s Global Seasonal Forecasting System, version 5 (GloSea5; MacLachlan et al. 2015), and the fifth-generation seasonal forecast system of the European Centre for Medium-Range Weather Forecasts (ECMWF SEAS5; Johnson et al. 2019). CanSIPS has been an integral part of several international activities related to multimodel ensemble seasonal forecasts, including the North American Multimodel Ensemble (NMME) (e.g., Kirtman et al. 2014), the World Meteorological Organization (WMO) Long-Range Forecast Multi-Model Ensemble (e.g., Graham et al. 2011), and the multimodel climate prediction of the Asian-Pacific Economic Cooperation Climate Center (APCC) (e.g., Min et al. 2014).

This paper introduces CanSIPSv2, which was implemented operationally in July 2019 to replace CanSIPSv1. Section 2 describes the two CanSIPSv2 models. Section 3 describes the forecast initialization. The reforecast is introduced in section 4. The overall performance of CanSIPSv2 is discussed in section 5, which includes systematic errors and skill evaluation. In section 6, we analyze atmospheric teleconnections related to ENSO and the Madden–Julian oscillation (MJO), which provide an important source of skill for subseasonal to seasonal predictions. A summary and discussion are given in section 7.

2. CanSIPSv2 models

Like its predecessors (the HFP, HFP2, and CanSIPSv1), CanSIPSv2 is a multimodel system which takes advantage of the generally greater skill of multimodel ensembles compared to single-model systems for a given ensemble size (e.g., Krishnamurti et al. 1999; Kharin et al. 2009; Becker et al. 2014).

CanSIPSv2 consists of two global coupled models, CanCM4i and GEM-NEMO. CanCM4i applies an improved initialization to the same version of the CanCM4 model used previously in CanSIPSv1 (see section 3). This model is described in detail in Merryfield et al. (2013), and therefore only its most basic aspects are outlined here. On the other hand, GEM-NEMO is a new model introduced to CanSIPSv2 and will be described in detail.

a. CanCM4i

CanCM4i, like CanCM4, couples CCCma’s fourth-generation atmospheric model CanAM4 to CCCma’s
CanOM4 ocean component. The horizontal resolution of the CanAM4 atmospheric model is T63, corresponding to a $128 \times 64$ Gaussian grid (about 2.8°), with 35 vertical levels and a top at 1 hPa. The CanOM4 oceanic model uses a $256 \times 192$ grid which provides a horizontal resolution of approximately 1.4° in longitude and 0.94° in latitude, with 40 vertical levels. CanCM4 employs version 2.7 of the Canadian Land Surface Scheme (CLASS; Verseghy 2000), and a single-thickness category, cavitating-fluid sea ice model (Flato and Hibler 1992), both of which are formulated on the atmospheric model grid. CanAM4 and CanCM4 are coupled once per day, and as for CanCM4 no flux corrections are employed.

3. Forecast initialization

Similar to CanSIPSv1, each of the two models in CanSIPSv2, CanCM4i and GEM-NEMO, makes its real-time forecast once a month, initialized at the beginning of each month. Each model produces forecasts of 10 ensemble members with all the integrations starting from the same date and lasting for 12 months. However, the two models take different approaches in the initialization of the forecasts.

a. CanCM4i

The only change in CanCM4i forecast initialization compared to CanCM4 initialization in CanSIPSv1 is that initial conditions for Northern Hemisphere (Arctic) sea ice thickness are obtained from the SMv3 statistical model of Dirkson et al. (2017). SMv3 extrapolates linear trends in ice thickness obtained from the Pan-Arctic Ice and Ocean Modeling and Assimilation System (PIOMAS; Zhang and Rothrock 2003), and includes interannual thickness variations that are proportional to linearly detrended ice concentration anomalies. Additional changes in reforecast initialization that are intended to improve consistency between reforecasts and real-time forecasts are described in section 4. Other aspects, common to CanCM4 in CanSIPSv1, are that each CanCM4i ensemble member is initialized from a separate assimilating model run in which atmospheric temperature, moisture, horizontal winds, SST and sea ice concentration are constrained by values from the Global Deterministic Prediction System (GDPS; Buehner et al. 2015) analysis. Additionally, land surface variables are initialized through the response of the land-surface component to atmospheric conditions in the assimilating model runs, whereas subsurface ocean temperatures are constrained by values from the Global Ice Ocean Prediction System (GIOPS; Smith et al. 2016) analysis through an offline procedure. Details of the atmosphere and ocean initialization methods are provided in Merryfield et al. (2013).

b. GEM-NEMO

In the forecast, the atmospheric initial conditions of GEM-NEMO come from those of GEPS (Gagnon et al. 2015; Lin et al. 2016), which are generated from the ensemble Kalman filter (EnKF; Houtekamer et al. 2009, 2014) with data assimilation. Ten of the GEPS perturbed initial conditions are used for the GEM-NEMO seasonal forecast.

For the land surface initial conditions, in addition to taking advantage of the CCMEP analysis, one important consideration is to make it consistent with the reforecast. In the reforecast, which will be introduced in section 4b, we initialize the land surface by running the Surface Prediction System (SPS; Carrera et al. 2010) forced by the near-surface atmospheric and the precipitation fields of the ERA-Interim reanalysis.
are described in section 4b.

The ocean and sea ice initial conditions in real-time forecasts come from the CCMEP GIOPS analysis. The near-surface air temperature from GEPS and the snow depth from SPS are used for the initialization of these variables over sea ice in CICE. Aside from the near-surface air temperature over ice, all ensemble members have the same ocean and sea ice initial conditions. For the reforecasts, the ocean and sea ice initial conditions are described in section 4b.

4. Reforecasts

For seasonal predictions, model drift and systematic model errors become a serious problem that contaminate the forecast quality. A common practice to mitigate such errors is to perform a historical reforecast (or hindcast) to estimate the model climatology and statistics, so that calibrated forecasts can be made. Seasonal predictions are usually presented as anomalies, which are departures from the model climatological seasonal averages estimated from the hindcast. Another purpose of the reforecast is to generate a long record of forecast data to quantify the performance of the forecast system. Therefore, the reforecast is an important component of the seasonal forecasting system. As in CanSIPSv1, the model climatology is estimated from hindcasts for each individual model, covering 30 years from 1981 to 2010. Like the real-time forecasts, 10 ensemble members are integrated from the beginning of each month for 12 months. This time period is consistent with the current WMO standards (WMO 2017). In the reforecasts, each individual model has the same configuration as in the real-time forecasts, as described in section 3.

a. CanCM4i

CanCM4i employs several changes to the CanCM4 reforecast initialization procedure described in Merryfield et al. (2013). First, as in the real time forecasts, modeled sea ice thickness is constrained to values derived from the SMv3 statistical model of Dirkson et al. (2017), which is much more realistic than the monthly varying (but otherwise stationary) model-based climatology employed for CanCM4, in part because it accounts for the long-term thinning of Arctic sea ice. Second, modeled sea ice concentration is constrained to values derived from Had2CIS, which is a product created by merging data from HadISST2.2, which employs an ice chart-based bias correction of the passive microwave record (Titchner and Rayner 2014), with data from digitized sea ice charts of the Canadian Ice Service (CIS; Tivy et al. 2011). The monthly HadISST2.2 data, the digitized CIS weekly sea ice charts over the Arctic region, and the weekly CIS "Great Lakes ice charts" over Great Lakes are interpolated to daily data before being combined. Had2CIS provides improved temporal consistency across the reforecast period, as well as improved consistency with sea ice concentrations from the GDPS analysis used in real time, compared to the concentration product used to initialize CanCM4 reforecasts. Finally, initial subsurface ocean temperatures are constrained by the ORAP5 ocean reanalysis (Zuo et al. 2017), which is both closer in its formulation to the GIOPS analysis used in real time, and has more realistic trends than the ocean reanalysis used to initialize CanCM4 reforecasts.

b. GEM-NEMO

In the reforecasts, the atmospheric conditions for GEM-NEMO are initialized using the ERA-Interim reanalysis. Random isotropic perturbations are added to the reanalysis fields to create 10 different initial conditions. The atmospheric perturbations are homogeneous and isotropic as in Gauthier et al. (1999). Only the streamfunction and the unbalanced temperatures are perturbed as in EnKF (Houtekamer et al. 2009). These perturbed fields are then transformed to wind, temperature and surface pressure. The same approach of perturbation generation is used in the hindcast of the ECCC monthly prediction system (Lin et al. 2016). The ocean initial fields come from the ORAP5 ocean reanalysis (Zuo et al. 2017). The monthly values of temperature, salinity, zonal and meridional currents are interpolated to daily values. The sea ice concentration initial fields are from Had2CIS, the same as for CanCM4i. The sea ice thickness is interpolated from the monthly ORAP5 data. The near-surface air temperature from ERA-Interim and the snow depth from SPS are used for the initialization of these variables over sea ice in CICE.

For the land surface initialization, we make use of a historical dataset of surface fields produced by SPS (Carrera et al. 2010), which was previously known as GEM-surf and was used in several studies at high resolution (Separovic et al. 2014; Ioannidou et al. 2014; Bernier and Bélar 2012). SPS is simply the surface schemes (land, sea ice surface and glacier) of the GEM model used in offline mode to create surface fields compatible with the surface scheme of GEM. To initialize the land surface fields in the reforecasts, we have forced SPS for the period 1980–2010 by the near-surface atmospheric and the precipitation fields coming from the ERA-Interim reanalysis. The surface pressure, the 2-m temperature and dewpoint depression as well as the
solar and longwave downward radiative fluxes at the surface are provided to SPS at a 3-h interval. To limit the snow accumulation over glaciers, the maximum snow depth is set to 12 m in the initial condition.

It should be noted that the atmosphere, ocean and land are initialized separately which may cause some inconsistency and imbalance thus produce some initial shocks to the system. Coupled initialization is an important area of future development of the GEM-NEMO seasonal prediction system.

5. Overall performance of CanSIPSv2

Here we evaluate the general performance of CanSIPSv2. The verification data used are the ERA-Interim reanalysis for air temperatures and geopotential height, and the Global Precipitation Climatology Project (GPCP), version 2.3, dataset (Adler et al. 2018) for precipitation. The NOAA Optimum Interpolation Sea Surface Temperature, version 2 (OISST) (Reynolds et al. 2002), data are used for SST. For the sea ice concentration verification, the Had2CIS dataset is applied. In the following, systematic errors of the CanSIPSv2 models in SST, 2-m air temperature (T2m), and precipitation rate (PR) are first discussed. Then, forecast skill is assessed in comparison with CanSIPSv1.

a. Systematic errors

In this subsection, systematic errors consisting of the difference between the predicted and observed climatology over the reforecast period of 1981–2010 are analyzed for the CanCM4i and GEM-NEMO models. The objective is to demonstrate the general behavior of the two models related to model drift. When doing seasonal prediction, forecasts of anomalies are produced, where the model climate estimated from reforecasts is subtracted to remove the systematic error from the real-time forecast. Thus there is no direct impact of the systematic error on the forecast skill, although the systematic error can affect the forecast skill indirectly through the model dynamics. For example, a biased midlatitude westerly jet would lead to errors in Rossby wave propagation and teleconnection patterns forced by ENSO, resulting in an inaccurate anomaly forecast. Therefore, it is important to consider model bias in order to establish how such influences might be affected.

The systematic error presented here is for the 1-month lead seasonal mean (e.g., seasonal mean of DJF from 1 November initial conditions) averaged over the 12 initialization months. We first look at the model bias of SST, which is shown in Figs. 1a and 1b. CanCM4i has limited model drift, with warm biases only in localized areas near the west coast of South America, east coast of East Asia and North America, and cold biases along the equatorial Pacific and particularly high latitude North Atlantic and Southern Oceans. On the other hand, GEM-NEMO has systematically larger cold biases in the tropical oceans, which could be an area of future improvement for GEM-NEMO, while biases in the high-latitude oceans are generally smaller than for CanCM4i.

Figures 1c and 1d show the geographical distributions of systematic error for T2m. The CanCM4i model is seen to have quite strong cold biases over the Northern Hemisphere Polar Region (Fig. 1c) that may be related to the treatment of sea ice physics or atmospheric physics over sea ice. Over the Antarctic, the two models have cold biases. It should be noted that the ERA-Interim reanalysis may not be best for validation over ice covered surfaces. Both models have warm T2m biases over the northern mid- to high-latitude continents, and cold biases over mountainous regions. CanCM4i has strong warm biases over the Amazon basin. Over the ocean, CanCM4i shows some warm biases near the west coast of South America, east coast of East Asia and North America, consistent with the SST bias. Cold T2m biases occur in GEM-NEMO in the tropical Pacific, which are related to the SST biases as discussed above.

Shown in Figs. 1e and 1f are the systematic errors in precipitation rate. The two models seem to have a similar precipitation bias distribution. Excessive precipitation is found over a large area of the tropics with insufficient precipitation over the equatorial Pacific, a feature of the double–intertropical convergence zone (ITCZ) which is common to many coupled general circulation models (e.g., Lin 2007). The magnitude of the wet bias in CanCM4i is stronger than GEM-NEMO. CanCM4i also has a strong wet bias in the western tropical Indian ocean, which is absent in GEM-NEMO. Over the tropical South American continent, CanCM4i has a stronger dry bias than GEM-NEMO.

Systematic errors of a climate model occur not only in seasonal means, but also in transient eddy activity. The synoptic-scale transient eddies, which have a time scale of about 2–8 days, arise primarily from baroclinic instability of the midlatitude westerly jet. They are often associated with cyclones, anticyclones and storm activity, which result in day-to-day changes in weather and thus in temperature and precipitation. The relevance of these high-frequency eddies to seasonal prediction is associated with their accumulated effect over time. On the other hand, many previous studies demonstrated that the midlatitude synoptic-scale transients, which are displaced or influenced by changes in seasonal mean atmospheric flow, feed back to reinforce the seasonal...
mean flow anomaly through transient eddy vorticity flux convergence (e.g., Lau 1988; Klasa et al. 1992). Therefore, it is important for a seasonal forecast system to represent reasonably well the synoptic-scale transient eddies and storm track activities. Here we use the standard deviation of 2–8-day bandpass-filtered 500-hPa geopotential height (Z500) during the DJF season to represent the synoptic-scale transient eddy activity. Shown in Fig. 2 are the transient eddy activities for CanCM4i and GEM-NEMO in DJF at 1-month lead and their biases with respect to the ERA-Interim reanalysis. As can be seen, both models capture the general features of the North Pacific and North Atlantic storm tracks. CanCM4i tends to overestimate the storm track activity strength near the end of the two storm tracks, while the transient eddy activity in GEM-NEMO is weaker than in the analysis in the eastern Atlantic and the eastern Pacific.

b. Forecast skill

Here the forecast skill of CanSIPSv2 is evaluated in comparison with CanSIPSv1 for the hindcast period 1981–2010. The skill measures are first considered for deterministic forecasts, determined from the ensemble mean of the predicted anomalies. In addition to global maps for winter and summer forecasts, we consider area
averages (over the globe, global land, North America and Canada for temperature and precipitation; over the globe, the Northern Hemisphere extratropics, tropics and Southern Hemisphere extratropics for 500-hPa geopotential height) of anomaly correlation (i.e., the correlation coefficient between predicted and observed anomalies). Ensemble forecast probabilistic skill over North America is also considered, using the continuous ranked probability skill score (CRPSS; e.g., Bradley and Schwartz 2011) which measures the fractional improvement in error between the forecast distribution and observed value, relative to a forecast based on the observed climatology. The CRPSS is presented for the calibrated probability forecasts following the methodology in Kharin et al. (2017). Variables considered include $T_{2m}$, precipitation rate, $Z_{500}$, and sea ice concentration. In addition, we discuss the forecast skill of SST and ENSO, as well as several climate indices that are important to seasonal predictions including those for the Pacific–North America (PNA) pattern (e.g., Wallace and Gutzler 1981), the North Atlantic Oscillation (NAO) (e.g., Hurrell et al. 2003), and the MJO (e.g., Madden and Julian 1971).

1) **SURFACE AIR TEMPERATURE ($T_{2m}$)**

Figure 3 shows the global geographical distribution of anomaly correlation skill for seasonal mean surface air temperature from the CanSIPSv1 and the CanSIPSv2 hindcasts for the DJF and JJA seasons at 1-month lead. For the DJF forecast (Figs. 3a,b), the highest skill for both systems is in the tropics and especially the tropical Pacific, where SST anomalies are most persistent and ENSO imparts relatively high predictability. Skill is also appreciable in many locations over land, including parts of North America where much of the seasonal predictability particularly in winter and early spring is attributable to the teleconnected influence of ENSO, as will be discussed in more detail in section 6. In general, the skill distributions of the two systems are comparable although the global average skill of CanSIPSv2 is higher than CanSIPSv1. Similar conclusions apply for the JJA season (Figs. 3c,d), as well as other seasons (not shown). The new CanSIPSv2 system is also showing evidently higher skill in the NAO sector in both DJF and JJA seasons.

Shown in Fig. 4a is the $T_{2m}$ anomaly correlation skill of seasonal hindcasts at 1-month lead for different regions averaged over all 12 initialization months. It is evident that GEM-NEMO alone has a performance comparable to or better than that of CanSIPSv1. By combining GEM-NEMO with CanCM4i, CanSIPSv2 skill is improved when compared to CanSIPSv1 over all the regions.

For the DJF forecast (Figs. 3a,b), the highest skill for both systems is in the tropics and especially the tropical Pacific, where SST anomalies are most persistent and ENSO imparts relatively high predictability. Skill is also appreciable in many locations over land, including parts of North America where much of the seasonal predictability particularly in winter and early spring is attributable to the teleconnected influence of ENSO, as will be discussed in more detail in section 6. In general, the skill distributions of the two systems are comparable although the global average skill of CanSIPSv2 is higher than CanSIPSv1. Similar conclusions apply for the JJA season (Figs. 3c,d), as well as other seasons (not shown). The new CanSIPSv2 system is also showing evidently higher skill in the NAO sector in both DJF and JJA seasons.

To measure the quality of probabilistic forecasts of the ensemble system, we present in Fig. 5 the CRPSS over North America for DJF and JJA seasonal mean $T_{2m}$ forecasts at 1-month lead. In the DJF forecast, appreciable skill scores are observed in a large part of
northeast Canada, as well as west coastal regions and much of Mexico in both CanSIPSv1 (Fig. 5a) and CanSIPSv2 (Fig. 5b). Relatively low skill is seen in the central and eastern United States. The CRPSS skill distribution is consistent with the anomaly correlation of the ensemble mean forecast as shown in Fig. 3. As discussed in Kumar (2009), there is a strong relationship between the CRPSS and correlation skill. Comparing the two forecast systems, it is seen that CanSIPSv2 performs better overall than CanSIPSv1, especially in eastern Canada and Mexico. In JJA, the CRPSS skill scores seem comparable between CanSIPSv1 and CanSIPSv2 (Figs. 5c,d). Relatively high forecast skill is observed in the southwestern United States, especially in CanSIPSv2.

To establish a statistical significance of skill difference between two seasonal forecast systems, we follow the random walks method described in DelSole and Tippett (2016). To measure the skill of a given forecast for T2m, the percent correct score in terms of three categories (i.e., above normal, near normal, and below normal) is calculated as the percentage of area that is correctly predicted. The criterion used to define the categories is 0.43 times the standard deviation, so that the three categories have approximately an equal probability to occur. The ensemble mean forecast is used and the verification is against the ERA-Interim reanalysis. Shown in Fig. 6a are the results for seasonal mean T2m forecast at 1-month lead. For the global and global land regions, CanSIPSv2 shows significantly better skill than CanSIPSv1 even with a small number of forecast cases. Over Canada, the significance can be established with about 15 years of hindcast data.

2) PRECIPITATION

The global distributions of anomaly correlation skill for seasonal mean precipitation forecast in DJF at 1-month lead are shown in Figs. 7a and 7b for CanSIPSv1 and CanSIPSv2 hindcasts, respectively. Again, high skill is mainly observed in the tropical regions, reflecting the contribution of ENSO. Some skill of precipitation is seen in western and eastern coastal regions of North America. The global average skill of CanSIPSv2 is higher than CanSIPSv1, although the distributions of the two systems are very similar. For the JJA forecast (Figs. 7c,d), the precipitation skill has a similar distribution as DJF but with a weaker magnitude. In this season, both systems produce skillful seasonal precipitation forecasts over parts of western North America. Again, the global average skill of precipitation in CanSIPSv2 is higher than that of CanSIPSv1.

Probabilistic skill scores for DJF and JJA seasonal mean precipitation forecasts at 1-month lead are shown in Fig. 8. Although the precipitation forecast skill is
mostly low in the mid- and high-latitude North America, appreciable improvement in CanSIPSv2 can be identified for DJF particularly in the southwestern United States and adjoining parts of Mexico (Figs. 8a,b). For JJA (Figs. 8c,d), the two systems have relatively high skill in the northwestern United States, with peak CanSIPSv2 skills that are higher.

3) **500-hPa Geopotential Height**

The anomaly correlation skills for DJF seasonal mean Z500 at 1-month lead are compared between CanSIPSv1 and CanSIPSv2 in Figs. 9a and 9b. Similar to T2m and precipitation, significant skill of Z500 is found in the tropics. In the Northern Hemisphere extratropics, the correlation skill is high over the North Pacific, most parts of Canada and the region of southern United States and Mexico, resulting from variability of the PNA pattern associated with ENSO (e.g., Wallace and Gutzler 1981). Relatively high correlation skills are also observed over Greenland and the midlatitude North Atlantic, which appears to be related to the NAO (e.g., Hurrell et al. 2003). In general, the two forecast systems have a similar skill distribution.

For the season of JJA, as can be seen in Figs. 9c and 9d, the forecast skill of seasonal mean Z500 is also high in the tropics. In the Northern Hemisphere extratropics, besides over Greenland and the polar regions, four centers of high skill are found in a wave pattern along the midlatitudes, that are eastern Europe, China, the North Pacific, and western North America. The last is likely responsible for the relatively high temperature and precipitation skills in western North America as seen in Figs. 5c and 5d and 8c and 8d. It is possible that the skill in the subtropical Northern Hemisphere is associated with the circumpolar teleconnection (CGT; e.g., Branstator 2002), which is characterized by a wavenumber-5 structure in the upper troposphere along the subtropical westerly jet. The CGT variability was found to be linked to tropical convections (e.g., Ding et al. 2011; Lin et al. 2015). The Northern Hemisphere jet is located around a higher latitude in JJA than in DJF, which may explain why JJA skill (Figs. 9c,d) has a broader meridional extent than in DJF (Figs. 9a,b). Again, CanSIPSv2 has a higher global average of skill value than CanSIPSv1, although the two systems have a very similar skill distribution.

The anomaly correlation skill for Z500 averaged over all 12 initialization months for different regions [i.e., the globe, the Northern Hemisphere extratropics (30°–90°N), the tropics (30°S–30°N), and the Southern Hemisphere extratropics (30°–90°S)] are presented in Fig. 4b for the 1-month lead time. Again, the CanSIPSv2 system outperforms CanSIPSv1 in all the regions. To see the skill evolution with the increase of lead time, shown in Fig. 4c is the Z500 anomaly correlation skill averaged over the globe as a function of lead time. The skills shown are averages for all 12 initialization months. As can be seen, the improvement of forecast skill of CanSIPSv2 over that of CanSIPSv1 occurs for all lead times. The skill improvement appears larger at longer leads than at shorter leads.

To estimate the statistical significance of skill improvement for Z500, pattern correlation between the ensemble mean forecast at 1-month lead and the ERA-Interim anomaly is calculated for each forecast. Shown in Fig. 6b is the result obtained following the random
walks approach (DelSole and Tippett 2016). As can be seen, for the globe and Southern Hemisphere (30°–90°S), CanSIPSv2 shows significantly better skill than CanSIPSv1 with about six hindcast years, while over the Northern Hemisphere (30°–90°N), about 10 years of data are needed.

4) SST AND ENSO

We now show the anomaly correlation skill of DJF seasonal mean SST at 1-month lead in Figs. 10a and 10b. The two systems have a very similar skill distribution. High skill of SST forecast can be found over the global ocean, with the maximum skill in the ENSO region of the equatorial eastern Pacific. Over the North Atlantic, high forecast skill of SST appears in the tropical and high latitude regions with relatively low skill in the midlatitudes, especially the Gulf Stream extension. Similar features occur in the NCEP CFSv2 as reported in Hu et al. (2013). The global average skill of CanSIPSv2 (0.61) is higher than that of CanSIPSv1 (0.55). The skill for the 1-month lead SST forecast of JJA has a similar distribution as in DJF, but is weaker and less concentrated in the ENSO region (Figs. 10c,d).
To demonstrate the performance of CanSIPSv2 in predicting ENSO, the correlation skill of the Niño-3.4 index, which is defined as the SST anomaly averaged in the area of $5^\circ N$–$5^\circ S$, $170^\circ W$–$120^\circ W$, is calculated. Figure 11 provides a summary of the correlation skill of the seasonal mean Niño-3.4 index as a function of target season (horizontal axis) and lead time in months (vertical axis). The skill scores averaged over all target seasons as a function of lead time are shown along the right-hand side, while those averaged over all lead times as a function of the target season are shown along the top of the figure. The grand average for all the target seasons
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**Fig. 6.** Comparison of seasonal mean forecast skill at 1-month lead between CanSIPSv2 and CanSIPSv1 over different regions for (a) percent correct of T2m and (b) pattern correlation of Z500. The count increases by 1 when the CanSIPSv2 is less skillful than CanSIPSv1, and decreases by 1 otherwise. The count is accumulated forward in time over all initial months and years of the hindcast. The shaded area indicates the range of 5% significance level. A random walk extending above the shaded area indicates that CanSIPSv1 is more skillful than CanSIPSv2, whereas that extending below the shaded area indicates that CanSIPSv2 is more skillful than CanSIPSv1.
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**Fig. 7.** Correlation skill of seasonal mean PR at 1-month lead: (a) CanSIPSv1 DJF, (b) CanSIPSv2 DJF, (c) CanSIPSv1 JJA, and (d) CanSIPSv2 JJA.
and lead times is indicated at the top-right corner of each panel. In general, the two systems have comparable ENSO forecast skill, although CanSIPSv2 skill is slightly better overall particularly for fall and winter target seasons. For example, for the DJF and JFM target seasons, the skill of 0.90 for CanSIPSv2 reaches 7-month lead, which is about 2 months longer than CanSIPSv1.

CanSIPSv2 performance for predicting ENSO across its 12-month range is illustrated in Fig. 12a, which shows reforecasts of seasonal-mean Niño-3.4 over 1981–2018 at lead times of 0, 3, 6, and 9 months. Strong ENSO events (seasonal |Niño-3.4| > 1.5°C) are predicted virtually without exception by CanSIPSv2 even at 9-month lead time (forecast months 10–12), although their amplitude tends to be underestimated at longer lead times. CanSIPSv2 is, however, prone to occasional “false alarms” (i.e., predicted strong ENSO events that are not realized in observations as in 1984–85, 1990–91, and 2017–18).

It is well known that individual seasonal forecast models tend to be underdispersive, that is, characterized by spread–error ratios (ensemble standard deviation
divided by root-mean square error or RMSE) that are <1 (e.g., Ho et al. 2013). This results in probabilistic forecasts that are overconfident, whereas for MMEs the spread–error ratio tends to be closer to 1, indicating more appropriate confidence and greater reliability (e.g., Tompkins et al. 2017). That this applies for CanSIPSv2 is illustrated in Fig. 12b, which shows Niño-3.4 ensemble standard deviations and RMSE for CanCM4i, GEM-NEMO and the CanSIPSv2 MME. For the individual models, RMSE exceeds ensemble spread by up to a factor of 2 or more especially for shorter lead times, whereas the CanSIPSv2 MME has generally lower RMSE and larger ensemble spread than either model alone. Taking \( \exp[\langle \log(\text{spread–error ratio}) \rangle] \) as a measure of the absolute distance of the spread–error ratio from 1, where \( \langle \cdot \rangle \) denotes averaging over lead times and 1 is the minimum “ideal” value, this metric is 1.71, 1.56, and 1.36 for CanCM4i, GEM-NEMO, and CanSIPSv2, respectively, as compared to 1.71, 1.95, and 1.36 for CanCM4, CanCM3 and CanSIPSv1, respectively.

5) THE PNA AND NAO

The PNA and NAO are two leading modes of interannual variability of seasonal mean circulation in the Northern Hemisphere extratropics (e.g., Wallace and Gutzler 1981) that greatly influence the weather and climate. Here we analyze the forecast skill of these two patterns.

The PNA and NAO loading patterns are obtained here as the first and second rotated empirical orthogonal function (REOF) modes of the monthly mean 500-hPa geopotential height over the Northern Hemisphere using the National Centers for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) reanalysis (Kistler et al. 2001), following Barnston and Livezey (1987). Monthly mean anomalies for all 12 calendar months are used. Since the PNA and NAO variability has the largest variance in the cold season, the patterns are thus dominated by characteristics in winter. The forecast PNA and NAO indices are calculated as the projections of the seasonal mean 500-hPa geopotential height anomalies onto the observed REOF patterns. These loading patterns of the PNA and NAO are similar to those in Fig. 1 of Johansson (2007), and the NAO pattern was also shown in Lin et al. (2009, their Fig. 1). REOF calculation of the monthly mean 500-hPa geopotential height at 1-month lead from the hindcast indicates that both GEM-NEMO and CanCM4i have a reasonably good representation of the PNA and NAO spatial distribution (not shown). In the following discussion, PNA and NAO skills are compared between CanSIPSv1 and CanSIPSv2. The verification indices are obtained by projecting the corresponding ERA-Interim
seasonal mean Z500 anomaly onto the same PNA and NAO loading patterns.

The correlation skills of the PNA index as a function of target season are presented in Fig. 13a for the 1-month lead time. The PNA skill changes with target season, with high skill in winter, spring and early summer. In late summer and autumn when the PNA is not well defined, the skill is low. In general, the PNA skill of CanSIPSv2 is similar to that of CanSIPSv1. There is some degradation of wintertime PNA skill, especially for DJF and JFM. The PNA skill in these two seasons in CanCM4i is lower than CanCM4 of CanSIPSv1 (Table 1). It is possible that the change of sea ice initial condition from CanCM4 to CanCM4i results in slightly different spatial distribution of the internal variability modes, which affects the projection to the observed PNA. This, however, does not affect the general model performance, as CanCM4i has a very similar

![Fig. 10. Correlation skill of seasonal mean SST at 1-month lead: (a) CanSIPSv1 DJF, (b) CanSIPSv2 DJF, (c) CanSIPSv1 JJA, and (d) CanSIPSv2 JJA.](image-url)

![Fig. 11. Anomaly correlation reforecast skill of seasonal mean Niño-3.4 index as a function of target season (horizontal axis) and lead time (vertical axis). The verification dataset is OISST V2.](image-url)
skill as CanCM4 for most variables including T2m, precipitation, and Z500.

The forecast skill of the NAO index is shown in Fig. 13b. In general, the NAO skill is lower than the PNA. The performance of CanSIPSv2 does not seem to be too different from CanSIPSv1. The NAO skill is relatively high in the winter and spring target seasons, and the skill for JFM is slightly improved in CanSIPSv2 comparing to CanSIPSv1 (Table 1). Skill for winter NAO is comparable to or higher than that of many other seasonal prediction systems (Butler et al. 2016; Kim et al. 2012), although its not as skillful as was reported in Scaife et al. (2014) for GloSea5 of the Met Office.

6) THE MJO

The MJO is the dominant mode of tropical variability on the subseasonal time scale, which is characterized by a large-scale disturbance with zonal wavenumber 1–3 coupled with convection propagating eastward along the equator with a period of 30–60 days (e.g., Zhang 2005). Although with a shorter time scale than ENSO, the tropical convection anomaly of the MJO influences extratropical atmospheric circulation through teleconnections.
representing an important source of skill for subseasonal to seasonal predictions (e.g., Waliser et al. 2003).

The MJO index used here is the real-time multivariate MJO (RMM) index as defined in Wheeler and Hendon (2004). It is calculated as the projection of the combined fields of 15°S–15°N meridionally averaged outgoing longwave radiation (OLR) and zonal winds at 850 and 200 hPa onto the two leading empirical orthogonal function (EOF) structures as derived using the observed meridionally averaged values of the same variables. For verification, the observed MJO index is derived from the ERA-Interim zonal winds at 850 and 200 hPa and the daily averaged satellite-observed OLR from the National Oceanic and Atmospheric Administration (NOAA) polar-orbiting series of satellites (Liebmann and Smith 1996). The same approach as described in Vitart (2017) is applied to calculate the forecast MJO index. To verify the skill of MJO, the bivariate correlation (COR) and root-mean-square error (RMSE) of the MJO index are calculated following Lin et al. (2008). COR measures the model’s ability to predict the MJO propagating phase, whereas RMSE takes into account errors in both phase and amplitude.

The COR skill of the MJO index is shown in Figs. 14a and 14b for the ensemble forecast of CanSIPSv1 and CanSIPSv2 as a function of lead time in days for the initialization months of extended boreal winter (December–March) and all 12 initialization months, respectively. As can be seen, in the first 20 days of the forecast, CanSIPSv2 has a better MJO skill than CanSIPSv1. For both forecast systems, the MJO skill for the winter forecast is higher than that for the whole year. COR exceeds 0.6 for about 20 forecast days in winter and 12–14 days in all seasons, and exceeds 0.5 up to about 23 days for both winter and all seasons in both CanSIPSv1 and CanSIPSv2. This level of skill is similar to that in most of the subseasonal to seasonal (S2S) models (Vitart 2017). The RMSE skill (Figs. 14c,d) confirms that CanSIPSv2 has a better MJO forecast in the first 20 days. After that, the two systems have a similar MJO skill.

7) SEA ICE

CanSIPSv1 was one of the first seasonal prediction systems to have an interactive sea ice model component that in principle enables seasonal predictions of sea ice. In practice CanSIPSv1 Arctic sea ice prediction skill, though appreciable, is attributable mainly to the long-term trend that, however, tends to be underrepresented in the reforecasts (Sigmond et al. 2013). This suggests considerable room for improvement, and in fact deficiencies in CanSIPSv1 initialization of sea ice were identified that likely degrade skill. These include unrealistic Arctic sea ice extent trends in the data product used to initialize sea ice concentration in the reforecasts, as well as the use of a seasonally varying model-based thickness climatology having no long-term thinning trend.

A further deficiency of sea ice initialization in the CanSIPSv1 reforecasts is that the sea ice concentration (SIC) product that was used is biased low compared to the GDPS analysis, especially during the summer melt season. This contributed to a notable high bias in real

![Fig. 13. Correlation skill of seasonal mean (a) PNA index and (b) NAO index as a function of target season at 1-month lead time. The vertical bars represent the range of 95% from a bootstrap resampling.](image)

### Table 1. Seasonal mean PNA and NAO skill at 1-month lead. Numbers in bold are statistically significant at the 0.05 level.

<table>
<thead>
<tr>
<th></th>
<th>CanSIPSv1</th>
<th>CanCM4</th>
<th>CanSIPSv2</th>
<th>GEM-NEMO</th>
<th>CanCM4i</th>
<th>CanSIPSv2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PNA (DJF)</td>
<td>0.44</td>
<td>0.63</td>
<td>0.57</td>
<td>0.49</td>
<td>0.42</td>
<td>0.48</td>
</tr>
<tr>
<td>PNA (JFM)</td>
<td>0.60</td>
<td>0.66</td>
<td>0.69</td>
<td>0.49</td>
<td>0.54</td>
<td>0.54</td>
</tr>
<tr>
<td>NAO (DJF)</td>
<td>0.38</td>
<td>0.41</td>
<td>0.46</td>
<td>0.42</td>
<td>0.33</td>
<td>0.45</td>
</tr>
<tr>
<td>NAO (JFM)</td>
<td>0.32</td>
<td>0.35</td>
<td>0.35</td>
<td>0.44</td>
<td>0.38</td>
<td>0.45</td>
</tr>
</tbody>
</table>
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time CanSIPSv1 forecasts of Arctic sea ice extent, which were not useful largely for that reason. The modifications to the initialization of sea ice in the CanCM4i forecasts and reforecasts described in sections 3 and 4 are intended to address the above issues. As an example of how these modifications impact the predictive skill of sea ice, Figs. 15a and 15b compares anomaly correlation skills for reforecasts of September SIC at 4-month lead (initialized at the beginning of May) in CanCM4 and CanCM4i.

Further improvement in sea ice skill in CanSIPSv2 is provided by GEM-NEMO, which is even more skillful than CanCM4i (e.g., global mean anomaly correlation over ice-covered regions for September SIC at 4-month lead near 0.30). This overall improvement is illustrated in Figs. 15c and 15b, which compares anomaly correlation reforecast skills for prediction of September SIC at 4-month lead in CanSIPSv1 and CanSIPSv2. As can be seen, the correlation skill averaged over sea ice covered regions is far higher in CanSIPSv2.

Figure 12c shows Had2CIS observations and CanSIPSv2 reforecasts of Arctic sea ice extent (SIE, defined as the summed area of Northern Hemisphere grid cells for which SIC ≥ 15%) for September, normally the month of minimum SIE, for various lead times. Large anomaly correlation at all lead times is substantially attributable to the strong decreasing trend in SIE, although it remains >0.5 at a 3-month lead when linear trends are removed (values in parentheses). The decreasing trend is captured fairly well in the CanSIPSv2 reforecasts although longer-lead predictions for the most recent years tend to be lower than observed. By contrast, CanSIPSv1 reforecasts at lead 3 show little decreasing trend due to the sea ice initialization deficiencies discussed above.

6. Teleconnections

In this section, we analyze two processes that are important for the forecast skill on the subseasonal to
seasonal time scales, which are ENSO and the MJO. Both processes influence extratropical weather and climate through atmospheric teleconnections.

a. ENSO

A major source of skill for seasonal prediction is the ENSO variability (e.g., Kumar and Hoerling 1995; Shukla et al. 2000; Derome et al. 2001). In order for a seasonal prediction system to be skillful, it needs to capture and predict the ENSO variability and the remote influence of ENSO (i.e., its related teleconnections). Figure 16 compares the forecast SST variability of the CanSIPSv2 models with that of the observation in the tropical Pacific. Here we focus on the boreal winter season, considering that the ENSO-related teleconnection is the strongest in the Northern Hemisphere during this season, when a strong extratropical upper-tropospheric westerly jet stream favors the two-dimensional Rossby wave propagation (e.g., Hoskins and Karoly 1981). Standard deviation of the DJF mean SST anomalies over the 30 years of 1981–2010 is calculated. For the forecasting models, seasonal means at 1-month lead (i.e., initialized on 1 November) are used. Both CanCM4i and GEM-NEMO capture the main features of the observations with maximum SST variability in the central to eastern equatorial Pacific. CanCM4i has maximum SST variability related to ENSO in the equatorial Pacific that is too strong and extended too far to the west, consistent with that in CanCM4 as discussed in Merryfield et al. (2013). GEM-NEMO appears to simulate well the SST variability pattern, but it also seems to extend a little too far west and its strength is slightly overestimated.

To analyze the ENSO-related teleconnection, linear regressions are calculated for DJF mean Z500 and T2m with respect to the Niño-3.4 index. Here we focus on the linear association between the atmospheric circulation and ENSO, although there exists a nonlinear component of the atmospheric response to tropical forcing which is normally secondary (e.g., Hoerling et al. 1997; Lin et al. 2007). Shown in Fig. 17 is the regression of DJF mean Z500 to the Niño-3.4 index. Both CanCM4i and GEM-NEMO are able to simulate the main features of the atmospheric circulation anomaly pattern associated with ENSO, which is similar to the PNA (e.g., Wallace and Gutzler 1981). CanCM4i is seen to overestimate the amplitude of the observed regression. The North Pacific negative Z500 anomaly center of CanCM4i tends to be too strong and shifted about 15° westward compared to the observations. Both CanCM4i and GEM-NEMO simulate the positive anomaly center over Canada too far to the west of that in the observations. Figure 18 shows the regression of DJF mean T2m to the Niño-3.4 index. The general patterns of the surface air temperature anomaly associated with ENSO in the two forecasting...
models are similar to the observations. Warm anomalies are seen over Canada during the positive phase of ENSO, as observed in previous studies (e.g., Ropelewski and Halpert 1986; Shabbar and Barnston 1996). However, the two forecasting models simulate the warm anomaly center in western Canada, instead of central Canada as in the observations. CanCM4i predicts significant cold anomalies in the northern Eurasian continent during El Niño events, but in the observations the signal is weak. It should be noted that the observational estimate of regression pattern (Fig. 18a) has more uncertainty than the model counterparts that are based on ensembles of 10 realizations.

To assess the impact of ENSO on the forecast skill, we examine the forecast skill of CanSIPSv2 in years with strong and weak ENSO signals, following an approach similar to Derome et al. (2001). Among the 30 years of hindcast, 15 years are selected as the extreme phase of ENSO (EPSON) years, which correspond to those years with absolute values of Niño-3.4 index greater than 0.7 standard deviation. The remaining 15 years with small absolute values of Niño-3.4 are grouped as the non-EPSON (or NEPSO) years. Figure 19 shows the correlation skill of 1-month lead DJF mean Z500 for the EPSON and NEPSO years in the CanSIPSv1 and CanSIPSv2 systems. It is clear that in the extratropics especially in the PNA region, the forecast skill in the EPSON years is superior to that in the NEPSO years. The influence of ENSO on the forecast skill is evident in both CanSIPSv1 and CanSIPSv2. Table 2 summarizes the forecast skill of 1-month lead DJF mean Z500 averaged over the globe, Northern Hemisphere (30°–90°N) (NH), tropics (30°S–30°N), and Southern Hemisphere (90°–30°S) (SH) during the EPSON and NEPSO years for CanSIPSv1 and CanSIPSv2. Under each correlation skill in the table is the percentage of the area with significant skill at the 0.05 level for that area. As can be seen, DJF mean Z500 forecasts in EPSON years are more skillful than NEPSO years in all regions. The difference is especially large for the extratropical Northern and Southern Hemispheres. For CanSIPSv2, the percentages of area with significant skill are 30.9% and 42.1% in NH and SH, respectively, in EPSON years compared to 4.8% and 7.1% in NEPSO years. In general, CanSIPSv2 outperforms CanSIPSv1 in both EPSON and NEPSO years.

The ENSO impact also extends to the forecast skill of the teleconnection patterns. As shown in Figs. 19c and 19d, the DJF mean Z500 skill in EPSON years has centers in the Pacific and North American region, contributing to the PNA skill. In CanSIPSv2, the correlation skill of the DJF (JFM) mean PNA index at 1-month lead is 0.67 (0.71) in EPSON years, which is statistically significant at the 0.01 level, comparing to 0.11 (0.25) in NEPSO years, which is not statistically significant. Although there are multiple possible sources for the NAO prediction skill, including anomalies in SST, snow cover, sea ice and stratospheric processes, it is possible that the ENSO variability is partly contributing to the NAO skill as well. In the ENSO teleconnection maps shown in Fig. 17, a band of negative Z500 anomaly is seen along the mid-latitude North Atlantic associated with El Niño, which may be related to the southern branch of the NAO dipole structure. From Figs. 19c and 19d, we see that there is also a high skill area in the midlatitude North Atlantic during EPSON years, indicating that ENSO is possibly contributing to the forecast skill of the NAO. The correlation skill of the DJF mean NAO index in EPSON years is 0.55 at 1-month lead in CanSIPSv2 is 0.55 in EPSON years, which is statistically significant at the 0.05 level, comparing to 0.08 in NEPSO years, which is not statistically significant.

b. MJO

Besides ENSO, the MJO also influences the global circulation and provides a source of skill on the subseasonal
to seasonal time scale (e.g., NAS 2016). For example, Lin and Brunet (2009) found that surface air temperature over Canada and eastern United States in winter tends to be anomalously warm 10–20 days following the MJO phase 3, which corresponds to enhanced convection in the equatorial Indian Ocean and suppressed convection in the western tropical Pacific. Using statistical models with the MJO as a predictor it is possible to obtain useful skill in predicting North American temperature anomalies beyond 20 days, especially for strong MJO cases (e.g., Yao et al. 2011; Rodney et al. 2013; Johnson et al. 2014). The MJO influences the variability of the NAO through its teleconnection, which in turn modulates European weather. Lin et al. (2009) observed that 10–15 days following MJO phase 3 (7), there is a significant increase of probability of occurrence of positive (negative) NAO. Similar results were reported in Cassou (2008).

Here we evaluate how the two CanSIPSv2 models simulate the MJO related teleconnections. Forecast daily Z500 anomalies for each ensemble member during the 30 years of hindcast from 1981 to 2010 are first calculated by removing the ensemble mean model climatology which is a function of lead time. Calculation is made separately for CanCM4i and GEM-NEMO. The forecast MJO index and Z500 anomalies are then

Fig. 17. Regression of DJF mean Z500 with Niño-3.4 for (a) ERA-Interim, (b) CanCM4i at 1-month lead, and (c) GEM-NEMO at 1-month lead. The value corresponds to one standard deviation of the Niño-3.4 index. The shaded areas are statistically significant at the 0.05 level according to a Student’s t test.
averaged over consecutive five day periods (pentads). We calculate the lagged composites of \( Z_{500} \) anomaly two pentads following the pentad-averaged MJO phase 3 and phase 7 that have amplitude greater than 1. This means that the composite \( Z_{500} \) anomaly corresponds to the period 11–15 days after the occurrence of MJO phase 3 or 7. The MJO cases are selected from individual ensemble members of the forecast during the first 20 days of forecast when there exists some useful skill of MJO in the two forecasting models as is seen in Fig. 14. To focus on the extended boreal winter season, the forecasts with initialization months from November to March are used. For CanCM4i, 447 cases of MJO phase 3 and 328 cases of MJO phase 7 are selected for the composites, whereas for GEM-NEMO the numbers are 467 and 389, respectively. For the ERA-Interim reanalysis, the composites are made with 60 MJO phase 3 cases and 52 phase 7 cases. The results are compared in Fig. 20. Shown at the upper-right corner of each panel is the composite NAO index. As can be seen, both CanCM4i and GEM-NEMO are able to capture the general features of the observed MJO-related teleconnection pattern (i.e., positive NAO 11–15 days after MJO phase 3 and negative NAO 11–15 days after MJO phase 7). However, the forecast NAO strength is weaker than the observations. Vitart (2017) reported that most S2S models tend to strongly overestimate the intensity of the MJO teleconnections in the North Pacific and underestimate its projections onto the positive or negative phase of the NAO over the North Atlantic basin.
This seems to be true for the teleconnections of MJO phase 7 for both CanSIPSv2 models, where the strength of the negative Z500 anomaly in the North Pacific is overestimated and the intensity of the positive Z500 anomaly near Greenland is underestimated. For the teleconnection after MJO phase 3, GEM-NEMO is able to simulate the North Pacific positive Z500 anomaly with a similar amplitude as the observations, while that in CanCM4i is still too strong. GEM-NEMO appears to capture the observed MJO teleconnection pattern and the intensity of the projected NAO better than CanCM4i. By comparing the MJO teleconnections in 10 S2S models, Vitart (2017) suggested that the strength of MJO teleconnections might be dependent on the horizontal resolution of the atmospheric component of the models, and that models with a higher horizontal resolution tend to produce stronger MJO teleconnections. It is possible that the stronger MJO teleconnections in GEM-NEMO than CanCM4i is related to the fact that the former has a higher horizontal resolution in the atmospheric component.

7. Summary and discussion

In this paper, the second version of the Canadian Seasonal to Interannual Prediction System (CanSIPSv2) is introduced. CanSIPSv2 became operational to produce seasonal predictions at the Canadian Meteorological Centre in July 2019, replacing CanSIPSv1. Like CanSIPSv1, the new system is a multimodel ensemble system, consisting of two global atmosphere–ocean coupled models. One of them has an NWP atmospheric component (i.e., the GEM model) coupled with the NEMO ocean model, to become GEM-NEMO. The other is previously existing CanCM4, the better performing coupled climate model in CanSIPSv1, with improved sea ice initialization, to become CanCM4i.

The ECCC official seasonal prediction is made by running GEM-NEMO and CanCM4i for 12 months near the beginning of each month. A total of 20 ensemble years.

<table>
<thead>
<tr>
<th></th>
<th>NEPSO</th>
<th>EPSO</th>
<th>NEPSO</th>
<th>EPSO</th>
<th>NEPSO</th>
<th>EPSO</th>
<th>NEPSO</th>
<th>EPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>CanSIPSv1</td>
<td>0.41, 41.9%</td>
<td>0.57, 59.4%</td>
<td>0.13, 5.8%</td>
<td>0.33, 26.1%</td>
<td>0.68, 76.5%</td>
<td>0.79, 88.2%</td>
<td>0.12, 4.5%</td>
<td>0.36, 35.3%</td>
</tr>
<tr>
<td>CanSIPSv2</td>
<td>0.45, 44.4%</td>
<td>0.59, 62.2%</td>
<td>0.15, 4.8%</td>
<td>0.36, 30.9%</td>
<td>0.72, 81.8%</td>
<td>0.80, 87.9%</td>
<td>0.20, 7.1%</td>
<td>0.40, 42.1%</td>
</tr>
</tbody>
</table>
FIG. 20. Two-pentad lagged composite of Z500 anomaly following MJO (left) phase 3 and (right) phase 7. The number on the top-right corner is the NAO index.

Fig. 20. Two-pentad lagged composite of Z500 anomaly following MJO (left) phase 3 and (right) phase 7. The number on the top-right corner is the NAO index.
members, 10 from each model, are produced. The two models take different approaches in the initialization for the forecasts. To calculate the forecast anomaly and to calibrate the seasonal forecast, the model climatology is estimated from the hindcast from the beginning of each month of the 30 years from 1981 to 2010. Verification is also performed on the forecasts. The performance of CanSIPSv2 is evaluated and compared with CanSIPSv1, based on the hindcast of 30 years from 1981 to 2010. Ensemble forecasts of seasonal averages of 2-m air temperature, 500-hPa geopotential height, precipitation rate, mean sea level pressure, 850-hPa temperature, and sea ice concentration are compared with that of the observations. Verification is also performed on the forecast skill of several climate indices, including the Niño-3.4, PNA, NAO, and MJO indices. It is found that CanSIPSv2 generally outperforms CanSIPSv1. The difference in the initialization procedure between the hindcast and forecast may affect the forecast quality.

The ability of the CanSIPSv2 models in capturing the ENSO and MJO teleconnections is assessed using the data of hindcasts. Both GEM-NEMO and CanCM4i are able to simulate the general features of Z500 and T2m anomalies, especially in the Pacific and North American region, associated with ENSO. Like in other seasonal forecasting systems (e.g., Derome et al. 2001), ENSO is the dominant contributor for seasonal forecast skill in CanSIPSv2, at least in boreal winter. The forecast skill of PNA is influenced by the strength of ENSO, as is the NAO to a lesser extent. On the subseasonal time scale, both GEM-NEMO and CanCM4i do a reasonably good job capturing the Northern Hemisphere extratropical Z500 anomalies following MJO phases that correspond to a dipole structure of convection anomaly in the equatorial Indian Ocean and western Pacific area (i.e., MJO phase 3 or 7).

The improved forecast skill of CanSIPSv2 over CanSIPSv1 results mainly from the replacement of CanCM3 by a better performing model, GEM-NEMO. The new sea ice initialization of CanCM4i clearly leads to better sea ice forecast skill than CanCM4, as demonstrated in section 5b(7) (Fig. 15). However, outside the polar regions, the performance of CanCM4i is in general similar to CanCM4 of CanSIPSv1. Although there is indication that changes in the Arctic sea ice can potentially influence the midlatitude atmospheric circulation and weather (e.g., Cohen et al. 2014; Coumou et al. 2018), it does not appear that the midlatitude forecast skill in CanCM4i benefits from the improved Arctic sea ice initial condition. It would be interesting for future studies to identify and understand factors that might influence the interaction between the Arctic sea ice and midlatitude weather.

The performance of CanSIPSv2 is in general comparable to the seasonal forecast systems of other operational centers. There are some aspects where CanSIPSv2 is outperforming. For example, Kim et al. (2012) assessed the DJF forecast skill of T2m at 1-month lead time for the ECMWF System 4 and NCEP CFSv2 and found that there is almost no skill near the east coast of North America (their Figs. 2a,b). Although there is some improvement in System 5 of ECMWF (Fig. 19a of Johnson et al. 2019), the correlation skill in eastern Canada is still less than 0.4. From our Fig. 3b, it is seen that CanSIPSv2 does produce correlation skill above 0.6 in eastern Canada and the adjacent North Atlantic area. Further studies would be needed to explore the source of skill over that region.

The hindcast output of CanSIPSv2 provides a large set of data for research on climate variability, seasonal predictability and prediction, as well as on model intercomparisons. The hindcast data for all initialization months from 1981 to 2010 are available at http://dd.weather.gc.ca/ensemble/cansips/grib2/hindcast/raw/. These data are monthly averages for each member of CanCM4i and GEM-NEMO, with variables including Z500, precipitation rate, mean sea level pressure, 850-hPa temperature, T2m, zonal and meridional winds at 850 and 200 hPa, and SST. They are provided at 1° × 1° resolution in grib2 format. In addition to the 30 years of 1981–2010 that is used to estimate the model climatology in the operation, we have extended the hindcast for all the initialization months from 2011 to 2018 for both CanCM4i and GEM-NEMO. Comparable hindcast and forecast data produced for the NMME and archived by International Research Institute for Climate and Society (IRI) is available at https://iridl.ldeo.columbia.edu/SOURCES/.Models/.NMME/.
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