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ABSTRACT

On 7 December 1992 NMC began operational ensemble prediction. The ensemble configuration provides 14 independent forecasts every day, verifying on days 1 through 10. The ensemble members are generated through a combination of time lagging [Lagged-Average Forecasting] and a new method, Breeding of Growing Modes (Toth and Kalnay). In adopting the ensemble approach, NMC explicitly recognizes that forecasts are stochastic, not deterministic, in nature. There is no single solution, only an array of possibilities, and forecast ensembles provide a rational basis for assessing the range and likelihood of alternative scenarios.

Given the near saturation of computer resources at NMC, implementation of ensemble prediction required a trade-off between model resolution and multiple runs. Before 7 December 1992, NMC was producing a single global forecast through 10 days with the highest-resolution (T126) version possible of its medium-range forecast model. Now, based on experiments that showed no adverse impact upon the quality of forecasts, the T126 model run is truncated to T62 resolution beyond day 6. The computer savings are used to generate the balance of the ensemble members at the lower T62 resolution. While these complementary runs are, on the average, somewhat less skillful when considered individually, it is expected that ensemble averaging will increase skill levels. More importantly, we expect that ensemble prediction will enhance the utility of NWP by (a) providing a basis for the estimation of the reliability of forecasts, and (b) creating a quantitative foundation for probabilistic forecasting.

A major challenge of ensemble prediction is to condense the large amounts of information provided by ensembles into a user-friendly format that can be easily assimilated and used by forecasters. Some examples of output products relevant to operational forecast applications are illustrated. They include the display of each member of the ensemble, ensemble mean and dispersion fields, "clustering" of similar forecasts, and simple probability estimates.

While this implementation of ensemble prediction is relatively modest (ensembles of 14 members for the forecasts encompassing days 1 through 10), it does provide the basis for development of operational experience with ensemble forecasting, and for research directed toward maximizing the utility of NMC's numerical guidance.

1. Introduction

A new era in operational numerical weather prediction (NWP), particularly as it relates to medium- and extended-range forecasting, began on 7 December 1992 when the National Meteorological Center (NMC) began performing daily ensemble predictions. Instead of a single prediction through day 10, the new system provides forecasters with 14 medium-range forecast (MRF) model predictions valid for the same 10-day period. The construction of the forecast ensembles is based on a combination of time lagging [Lagged-Average Forecasting (LAF), Hoffman and Kalnay 1983] and a new method, Breeding of Growing Modes (BGM) (Toth and Kalnay 1993).

The operational implementation of ensemble forecasting at NMC represents a fundamental change in its approach to NWP. Before 7 December 1992, a single global forecast to 10 days was computed once each day with the highest-resolution model possible (triangular truncation T126, equivalent to 105 km). This was a "deterministic" approach, in which computer resources were devoted to constructing the most accurate possible single forecast. Now, NMC has taken a more "probabilistic" approach, in which the same computer resources are used to provide sets of multiple integrations with lower-resolution (T62, equivalent to 210 km) versions of the MRF model.

In adopting the ensemble approach, we explicitly recognize that forecasts, especially for the the medium range (and beyond), should be considered stochastic, not deterministic, in nature. That is, because of the inevitable growth of differences between forecasts started from even very slightly different initial condi-
tions (Lorenz 1963), there is no single valid solution but rather a range of possible solutions. This is illustrated schematically in Fig. 1, where forecast trajectories starting from slightly perturbed initial conditions span a much larger range of possibilities after a few days of integration. As the figure suggests, the forecasts can be considered deterministic for the shorter ranges, since the solutions are close to each other, but, beyond a somewhat arbitrary time, one cannot ignore the fact that there is a range of plausible outcomes.¹

In general, the ensemble mean should provide a better forecast than most individual members, since some errors in the individual forecasts should cancel when averaged. More importantly, as suggested by Fig. 1, the divergence of forecasts within an ensemble can provide a means to estimate the range and likelihood of possible outcomes. For example, the forecasts may cluster into just a few solutions, and it may be possible to assign probabilities to the differing scenarios based on the number of forecasts in each cluster (denoted A and B in the schematic figure). By adopting the ensemble approach and allowing for the possibility of providing reliable information on forecast uncertainties, the ultimate goal of NMC shifts away from just maximizing the skill of model forecasts toward enhancing the total utility of NWP products.

In practice, operational ensemble forecasting is not a new concept. For years, forecasters at NMC and other operational centers have successfully used several numerical predictions, originating from different centers and/or different initial conditions, that encompass the same verification period (Tracton 1993). However, this approach generally has been subjective, and it has been based on the use of very few different forecasts [e.g., only NMC and European Centre for Medium-Range Weather Forecasts (ECMWF) forecasts are currently available for the 6–10-day forecast period]. The new ensemble forecasting scheme implemented at NMC provides an ensemble of 14 members. We can envision that with more computer resources ensembles of hundreds may be possible.

In section 2 we discuss experiments that justified the decision to trade-off model resolution beyond 6 days for multiple runs. Details of the new operational configuration are discussed in section 3. A major challenge for realizing the potential of ensemble prediction is to condense the vast amounts of information from ensembles into a coherent and user-friendly form. Section 4 presents some examples of displays of ensemble products that forecasters have found useful. Finally, even though the present implementation of ensemble forecasting is modest in number, because of the computational constraints, it allows us to start acquiring valuable operational experience and to perform further research on and development of the methodology and applications. A brief discussion of the methods that we have used compared with those implemented at other centers and a discussion of the possible evolution of NMC systems and further potential applications are presented in section 5.

2. Model resolution forecast experiments

Because of near saturation of the NMC Cray YMP-832 supercomputer during late 1992, it was not possible to begin ensemble forecasting by simply increasing the number of MRF predictions at the operational T126 resolution. Operational experience has shown that the use of higher horizontal resolution in NWP generally leads to improved forecasts. Indeed, high resolution is probably one of the most important reasons current forecast guidance is vastly superior to the guidance that was available a decade ago. One might expect, therefore, that simple truncation of horizontal resolution would lead to some loss of skill. However, it is important to remember that short synoptic waves are intrinsically predictable for periods shorter than longer waves. Thus, it is reasonable to believe that the largest benefit from very high model resolution, which mostly improves the quality or representation of shorter waves, will be attained primarily at short ranges.

¹ Even at short ranges, differences between forecasts in some parameters or fields can be operationally significant, and the stochastic nature of numerical predictions should be considered. This is discussed further in section 5.
To test this hypothesis, a series of experiments were performed in which 39 consecutive 10-day forecasts were generated at the operational T126 resolution (equivalent to 105 km) during the first 5 days. Beyond day 5, the resolution was truncated to T62 (210 km), a resolution at which the model runs about nine times faster. In comparison to the actual operational forecasts, the experimental runs were identical for the first 5 days, and differed beyond then only in the reduced horizontal resolution. In addition to comparing the operational [medium-range forecast (MRFS)] and truncated [medium-range forecast (MRFW)] models with one another, each was compared to a set of corresponding “pure T62” forecasts [medium-range forecast (MRFZ)], which were generated from a parallel T62 data assimilation cycle and run at T62 resolution throughout the 10-day prediction. (The parallel T62 cycle runs daily for model test and development purposes.) Note that MRFZ forecasts differ from MRFS and MRFW both due to the differences between operational and parallel data assimilations (i.e., the initial conditions) and to the model resolution used to produce the predictions.

As illustrated by the daily sequence of Northern Hemisphere anomaly correlation (AC) scores in Fig. 2a, the skill of the truncated model (MRFW) for the 6–10-day mean ($D + 8$) 500-mb height field, which is the key product used in the Climate Analysis Center’s (CAC) medium-range forecasts (Wagner 1989), was virtually indistinguishable from that of the operational T126 (MRFS) model. Both were generally better than the pure T62 (MRFZ) model. The rate of divergence between MRFS and MRFW predictions (forecast/forecast AC) beyond day 5 is small (Fig. 2b), and net differences are insignificant in the 6–10-day mean. Indeed, the MRFS and MRFW $D + 8$ charts are pattern correlated at greater than 0.98, whereas the corresponding correlation between MRFZ and MRFS is only 0.69. Note from Fig. 2b that the rate at which MRFZ diverges from MRFS beginning at day 0 is much larger than the divergence of MRFW from MRFS beginning at day 5. This suggests that difference between T62 (MRFZ) and T126 (MRFS) $D + 8$ forecasts is due more to differences in the data assimilation (perturbations of the initial conditions) than to the effects of model truncation.

An important question relevant to ensemble prediction is the variability of the forecasts. If the lower resolution had less variability, it would result in a diminished ability to sample properly the range of possible outcomes. To address this question, hemispheric charts were produced (not shown) of the standardized variance in the MRFS, MRFW, and MRFZ 500-mb daily height fields about their respective 6–10-day means. (Standardized here refers to normalizing values by the climatological variability.) The hemispheric means (0.352, 0.349, and 0.353, respectively) are virtually the same, with little difference apparent in the spatial distribution and magnitude of centers. Thus, overall, the lower resolution in either mode does not appear to have a significant impact on the variability of forecasts in the 6–10-day range.

In summary, these results indicated that it would be possible to truncate the T126 MRF operational model to T62 beyond 5 days without jeopardizing the quality of the operational MRF run from 0000 UTC and, therefore, it would also be possible to use the computer savings for ensemble forecasting. Moreover, the results showed that the pure T62 forecasts are only slightly less skillful than the T126/T62 truncated model and possess comparable variability. Hence, the T62 model is a viable choice for generating the ensemble members to complement the operational runs. How this translates to the specifics of the new operational configuration is the subject of the next section.

3. The new operational scheme

Figure 3a shows the configuration of the global forecasts available at NMC before 7 December 1992. Two independent data assimilation cycles were routinely performed: one at T126 resolution (operational system) and the other at T62 (used for model development and parallel tests). The T126 and T62 forecasts through 10 days were generated from the respective 0000 UTC initial conditions. Also, the “aviation” (AVN) forecasts were produced at high resolution (T126) from 1200 UTC analyses, but only through 3 days. Thus, even if one includes the experimental parallel cycle, only two global NMC forecasts were available for the 6–10-day forecast period.

Given no additional computer resources, it was obvious that ensemble forecasting with more members was possible only by reducing the resolution of the operational 10-day forecasts. As demonstrated in section 2, it was possible to do so with virtually no loss in skill by truncating the model to T62 after 5 days of high (T126) resolution. For a reasonably sized ensemble, additional predictions would have to be made with T62 resolution. Section 2 indicates this was a viable proposition, especially with the presumption that the relatively small loss of skill at medium ranges would be offset by the increased information content of the ensembles.

The other major consideration was the strategy for providing initial state perturbations. The BGM method developed at NMC (Toth and Kalnay 1993) provided an efficient means for generating perturbations that reflect the fast-growing modes present in the analysis cycle. As compared to random perturbations, for example, perturbations generated by BGM considerably enhance prospects for reasonable sampling of divergent solutions.

With the foregoing ideas in mind, we chose the ensemble configuration shown in Fig. 3b, which is “computer resources neutral” when compared to the pre-
Fig. 2. (a) Sequence of Northern Hemisphere AC scores for the operational T126 (MRFS), truncated T126/T62 (MRFW), and pure T62 (MRFZ) D + 8 (6–10-day mean) 500-mb height fields (solid, dashed, dotted, respectively). Cases 1–39 are from initial conditions for 18 February–27 March 1992. (b) Decay curve for the 39-case average Northern Hemisphere agreement (AC) between MRFW (dashed) and MRFZ (dotted) with MRFS (solid).
vious operational system (Fig. 3a). It combines BGM perturbed forecasts with overlapping predictions from time lagging (LAF), where initial differences are the model short-range forecast errors. All predictions are 12 days long, so that with time lagging of up to 2 days the net result is 14 forecasts available through 10 days every day. The nominal MRF predictions from 0000 UTC are now truncated from T126 to T62 beyond day 6, and the 3-day AVN forecasts started from 1200 UTC are extended beyond 3 days with the T62 model. In addition, we use the T62 analysis cycle in the following way: a control forecast is run daily (as before), and the BGM perturbations are added and subtracted from the analysis to provide initial conditions for two additional forecasts.

A disadvantage of LAF is that the perturbations are not similar in size. The "older" forecasts have larger perturbations and, therefore, tend to be less skillful than the later or "younger" forecasts. This problem can be alleviated by weighting the different members as a function of the relative skill of the newer versus older predictions (Dalcher et al. 1988). The key advantage of LAF is that runs that complement those produced from the latest 0000 UTC initial conditions ("today") take advantage of earlier operational runs and do not have to wait for "today's" analysis to begin. Thus, while in theory BGM or alternative methods [e.g., Scaled Lagged-Average Forecasting (SLAF), Ebisuzaki and Kalnay (1991)] could be used to generate additional sets of perturbed analyses valid "today," it is computationally infeasible now to substitute them for the older time-lagged predictions.

For the present, the ensemble forecasts are available only for use and evaluation within NMC.\(^2\) They are considered routinely in the CAC's thrice weekly medium-range 6–10-day predictions. Although this application was the primary motivation for implementing ensemble prediction, the potential use in preparing the 3-, 4-, and 5-day products of NMC's Meteorological Operations Division is also being evaluated. Finally, it should be pointed out that two times a month the ensemble members are extended to encompass forecast periods through 15 days for use as guidance in the preparation of CAC's operational monthly outlooks.

Examples of output from ensembles relevant to operational forecast applications are presented in the next section. Most of these products were developed in conjunction with an earlier NMC experiment in ensemble prediction. In that experiment, the ensembles consisted of nine members produced solely by time lagging with 6-h spacing of forecasts over a 2-day period. Although some results of that study are presented in section 4, we expect to document it more completely in the near future. Suffice it to say that the results of the experiment were encouraging in demonstrating the utility of the products described herein, especially with regard to the potential reliability of probability estimates.

4. Operational forecast applications

A major challenge of ensemble prediction is to condense large amounts of information into a coherent user-friendly form. The goal is to provide forecasters with succinct and operationally meaningful forecast output that displays the essential aspects of the range and likelihood of alternative scenarios. The output products can range from display of each prediction and measure of ensemble "spread," through ensemble means and "clustering" of similar members, to explicit estimates of the probability of some event or distribution of a given parameter. This output could be applied to virtually any product derived from the model

\(^2\) NMC plans in the near future to include these forecasts within a file server accessible by interested users.
forecast. Examples are the 500-mb height and 1000/500-mb thickness anomalies, occurrence of major cyclogenesis and the envelope of possible storm tracks, measures of blocking versus zonal flow regimes, the occurrence of precipitation, and the position of the 540 dam “rain/snow” line.

Illustrations of some products are presented herein with the understanding that there are many additional and/or alternative outputs, and that continued interaction among forecasters within and outside NMC is essential for optimizing the products’ development and utility. Also, we acknowledge that much of what is presented has roots in the seminal paper by Epstein (1971), who showed several graphical results of stochastic predictions to demonstrate how information on uncertainty can be depicted and to illustrate the
value of specific information on uncertainty. In addition, these products also reflect the recommendations of the ECMWF Workshop on New Developments in Predictability (1992a) and the ECMWF Third Workshop on Meteorological Operational Systems (1992b).

a. Individual forecasts, ensemble mean, and “spread”

Figure 4 presents the individual $D + 8$ (6-10-day mean) 500-mb height/anomaly charts from 0000 UTC 3 February 1993 ("today"). They are identified as 1–14, in accord with the nomenclature of Fig. 3b. The set of charts is clearly cumbersome but provides forecasters with the complete picture for reference when considering condensed output. The first of the condensed output is the ensemble mean prediction (Fig. 5), which here is simply the arithmetic average of the 14 predictions. A weighted averaging scheme with weights that reflect the relative skill of individual members is under development (Van den Dool and
Rukhovets 1993). Ideally, that is, with a perfect model and a large set of initial perturbations that adequately sample uncertainties in the analysis, the ensemble mean should provide on average the best single forecast by filtering the unpredictable components of the individual predictions. In the real world of imperfect models

3 Even in this case, the ensemble forecast is only one outcome of a probability distribution. On average, however, it should be more skillful than any other arbitrarily selected member of the ensemble.

and limited samples, the filtering effect of ensemble averaging has proven generally to be rather small (e.g., Murphy 1990; Brankovic et al. 1990; Tracton et al. 1989). Toth and Kalnay (1993) report that ensemble means, constructed simply as the average of two BGM perturbed forecasts, scored 2% higher than the control (T62) forecasts in the day 5 500-mb AC over the Northern Hemisphere, and 3% over the Southern Hemisphere. Preliminary verifications show that the skill of the complete 14-member (unweighted) ensem-
ble mean $D + 8$ predictions, as was also true in the
nine-member ensemble experiment referred to above,
is just about the same as "today's" (i.e., the latest)
MRF forecast. However, giving most weight to the five
forecasts made from the two latest analysis times (i.e.,
the 12-h-old AVN forecast, the latest MRF forecast,
and the control and two BGM forecasts at lower res-
olution) increases the skill somewhat over the un-
weighted mean.

Whether or not weighting significantly improves the
skill of the ensemble mean prediction, we expect that
the larger gain from ensemble forecasting will come
from information on uncertainties. The first example
of output addressing forecast uncertainty is the ensem-
ble "spread" (Fig. 6), which is expressed here as the
standard deviation of the $D + 8$ 500-mb height pre-

Fig. 4. (Continued)

Fig. 5. Ensemble mean $D + 8$ 500-mb height and anomaly forecast
for 3 February 1993, with shading and units as in Fig. 4.

Fig. 6. Ensemble spread, defined as the standard deviation of the
14 $D + 8$ 500-mb height predictions (Fig. 4) about the ensemble
mean (Fig. 5), normalized by the climatological standard deviation;
shaded areas correspond to spread greater than 0.6.
dictions about the ensemble mean normalized by the climatological standard deviation. The spread chart displays the geographical distribution of the variability within the ensemble and, therefore, provides a regional measure of the forecast uncertainty. The operative hypothesis is that the larger the spread, the wider the range of possibilities and, therefore, the smaller the level of confidence in any particular outcome. The shading indicates regions where the spread is approaching or exceeds 1.0, that is, where the degree of uncertainty is comparable to the climatological variability. These are areas where there is a low signal-to-noise ratio and, therefore, little or no confidence in the forecasts. For example, with reference to the individual predictions shown in Fig. 4, the small ensemble spread in Fig. 6 implies relatively high confidence in the predictions of the largely zonal circulation over the United States. By contrast, large spread indicates essentially no confidence in forecasts of the cyclonic circulation south of Kamchatka, and of the potential for blocking just to the north.

It should be noted that there is an element of subjectivity and user dependence when appraising the significance of differences among ensemble members. What constitutes a significant difference between forecasts for some purposes may be irrelevant for other applications. For example, if Fig. 6 were the 1000/500-mb thickness rather than 500-mb height, the equivalent of 30 m in spread might be considered small in general but could be crucial to the level of confidence in rain versus snow situations. Considerations like these, of course, apply not just to the ensemble spread but to most other alternative products representing divergence among the individual ensemble predictions.

The relationship between spread and confidence just described is often referred to as a relationship between spread and skill; however, because, a priori, any given forecast is only one arbitrary member of a probability distribution, correlations between spread and forecast skill are generally less than expected (Van den Dool 1992). That is, spread reflects more the overall degree of uncertainty than the skill of any particular forecast, which by chance may be a skillful or unskillful member of the ensemble.

b. Objective clustering

The next level of output available to forecasters moves beyond an overall measure of confidence, the ensemble spread, to presentations that specifically address the range and likelihood of the differing scenarios encompassed by the ensembles. The first of these involves clustering, that is, objectively grouping together ensemble members that are similar in some respect. In this preliminary effort, we use a simple and somewhat heuristic clustering algorithm. Based on 500-mb hemispheric ACs, we find the two predictions that are least similar (smallest AC among all possible pairs). This pair defines the range of forecast possibilities. Next, we identify the ensemble members that are “similar” (defined as having an AC > 0.60) to each of these extremes to form the first two clusters. Of the remaining forecasts, the two most similar are found, and members similar to them are grouped to form the next cluster. The process continues until there is no longer any set of at least two forecasts that are similar. The clustering algorithm precludes any forecast from belonging to more than one cluster. The final step is to obtain the mean of the forecasts comprising each cluster.

Figure 7 presents the results of applying this procedure to the set of charts shown in Fig. 4. The individual members comprising each cluster mean are indicated by a “1” (yes) or “0” (no) in the appropriate position of the 14 slots along the top of each chart. The first two clusters are the means formed around the two predictions identified as least similar. Here, cluster 1 contains seven forecasts, while cluster 2 consists of only a single prediction (i.e., there is no forecast similar to it). Two additional clusters (clusters 3 and 4), which consist of two forecasts each, are formed from the remaining ensemble members.

Ideally, the number of forecasts in each cluster should reflect the relative likelihood of which will verify most closely to actual events. From this perspective, cluster 1 suggests the most probable scenario. For example, the broader-scale trough associated with the low south of Greenland is more likely to extend southward over the eastern United States than southeastward over the mid-Atlantic, as in cluster 2. The model indicates the latter scenario, though, is possible and cannot be ruled out. Of course, whether this sort of reasoning provides consistently reliable estimates of possible outcomes must await a long period of operational experience with ensemble prediction. However, the results from the nine-member ensemble experiment were encouraging, and this is reflected in the objective verification of probabilities shown in section 4d.

It is evident that there is considerable latitude in clustering with regard to the field or quantity compared, the measure used to judge similarity, and criteria for binning. Similar procedures could be applied to 1000-mb height [or mean sea level pressure (MSLP)], for example, with groupings based upon root-mean-squared differences over limited regions. Figure 8 displays the dominant cluster of the 1000-mb height field predictions over the eastern United States from 10 March 1993 (“today”) and verifying 14 March 1993. This cluster, which consists of a clear majority (10) of forecasts, including 2-day-old MRF and T62 runs (6-day forecasts), points toward the major East Coast storm that since has become known as the “Blizzard of ’93.” At the other extreme (not shown), a single
perturbation run showed little development and, thus, introduced some element of uncertainty.

Other examples of the clustering procedure (not shown) are bin forecasts using some measure of circulation regime, such as the Pacific–North American index (Wallace and Gutzler 1981) or a measure of blocking activity (e.g., Lejenas and Okland 1983). Also, note that clustering can be done with respect to similarities in the temporal evolution of features and/or quantities, as well as to spatial comparisons.

c. Graphical clustering

Figures 9 and 10 illustrate additional charts that condense the information of Fig. 4 and provide quick
visualization of the possible solutions. Figure 9 displays
on the same base map the location and magnitude of
anomaly centers from all 14 predictions. Inspection
immediately reveals the consistency or lack of it in the
forecast placement and intensity of centers. One can
view this as a type of clustering, in that the number of
anomaly centers within groups suggests the relative
degree of confidence in prediction of the centers. Thus,
for example, the ensemble clearly suggests a greater
chance for a positive anomaly over northern Europe
than over the Balkans. Note, however, that verification
of one does not preclude the other (i.e., both centers
could verify). This differs from the foregoing, where,
for example, clusters that indicate zonal versus blocking
flow over the same region (at the same time) are mu-
tually exclusive.

Figure 10 displays a composite chart of the 564-dam
contour from all 14 forecasts. Similar maps with con-
tours that reflect higher- and lower-latitude circulations
are available to the forecaster (not shown). Visual in-
spection of Fig. 10 reveals that the degree of consistency
among ensemble members ranges from virtual una-
nimity in the circulation over the western Pacific to a
wide envelope of possibilities over Europe. Even there,
however, a clear majority of forecasts favor the nor-
erly zonal flow as compared to the cutoff circulations
farther south suggested by some predictions.

Outputs like those in Figs. 9 and 10 can be applied
readily to a sequence of daily charts and, thereby dis-
play the evolution of systems and growth of differences
among forecasts. By way of example, Figs. 11 and 12
present the day 3, 4, 5, and 6 1000-mb height centers
(equivalent to MSLP centers) and 558-dam 500-mb
countours for the 3 February case. Note that many fore-
casts suggest development of a low center over the
northern Gulf of Mexico and subsequent movement
toward the northeast. These developments occur in re-
sponse to the evolving 500-mb short wave over the
southeastern United States. There are clearly differing
versions of these events (more so than in the 10 March
case) as a function of the particular ensemble member.
The significance of the differences depends upon the
specific requirements of the user. Collectively, the en-
semble predictions suggest a strong likelihood of a ma-
jor weather event affecting the east coast of the United
States. There is much less agreement and, therefore,
confidence in prediction of details in the timing and
amplitude of the event. Of course, this just reflects the
general limited predictability of smaller-scale features
beyond a few days in advance. However, while this is
true in general, it is not always so, and consistency in
the details among ensemble members can indicate the
exceptions (i.e., indicate a signal in the noise of gen-
erally unpredictable components).

Ideally, considerations like those discussed in this
section should provide reliable estimates of uncertain-
ties. As noted in regard to the objective clustering,
however, whether they do so consistently in reality must
await evaluation over an extended period of operational
experience.
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FIG. 9. Fourteen-member composite of 3 February 1993 positive (+) and negative (-) D + 8 500-mb anomaly centers; amplitude of centers is in meters.

d. Probability forecasts

The products described in section 4c lend themselves primarily to qualitative statements about the relative likelihood of different possible outcomes. Ensemble forecasting can also provide the basis for quantitative estimates of probabilities. The first example (Fig. 13) displays the probability over the Northern Hemisphere of the $D + 8$ 500-mb height anomaly exceeding 0.5 times the climatological standard deviation. Probability estimates here are defined simply as the percentage of predictions out of the total 14-member ensemble that satisfy this (somewhat arbitrary) criterion. Cross-hatched and hatched areas indicate probabilities of greater than 50% for positive and negative anomalies, respectively. Unshaded regions are those where there is no majority among ensemble members in the sign and specified magnitude of the predicted anomaly. For
example, in Figure 13 there is near unanimity in the outlook for large positive anomalies over the Northwest Territories; greater than a 70% chance for negative anomalies over Baja, California, and no consensus in the predictions between these areas. To the extent that sensible weather elements are linked to the height anomaly field, as via Klein specification equations (Klein 1985) in CAC's medium-range forecast operations (Wagner 1989), the probabilities convey the degree of confidence in those elements. Also, it is often possible to infer the height anomaly patterns in uncertain regions via teleconnections (O'Connor 1969; Namias and Clapp 1981) from the high-confidence areas.

Probabilities like those already mentioned, which reflect the spread among ensemble members (e.g., Fig. 6), can be obtained for individual days and/or 5-day means directly for any model field by simply counting the number of members in the ensemble falling within specified categories. Examples include the chances for
Fig. 11. Fourteen-member composite of 1000-mb high (H) and low (L) centers for days 3, 4, 5, and 6 from 3 February 1993.

Amplitude of centers is in meters.
Fig. 12: Fourteen-member composite of the 558 dam contour for days 3, 4, 5, and 6 from 3 February 1993.
Fig. 13. Ensemble forecast probabilities exceeding 50% for the D+8 500-mb standardized height anomalies from 3 February 1993 greater than +0.5 (cross hatched) and less than −0.5 (hatched).

Temperature (or layer thickness) anomalies to be above or below given threshold values (see Fig. 14, for the March 1993 case) and the odds for precipitation to exceed some specified amount (not shown). Output can be presented in map form, such as in Figs. 13 and 14, or for specific point locations. Finally, the change in probabilities over time suggests trends in levels of confidence and degree of predictability. For a given ensemble, probabilities will generally decrease over the forecast period, and for some specified minimum level of confidence (e.g., climatological expectation), one can assess the usable length of the forecast. Conversely, for a fixed verifying date, the probabilities will generally increase as the initial time (“today”) gets closer and the ensemble members tend to agree more with one another. For some lower threshold of uncertainty, one
can decide when it is reasonably safe to become a believer.

Unlike many products derived from ensembles, quantitative evaluation of probability forecasts is relatively straightforward via Brier (1950) and/or ranked probability scores (Epstein 1969). However, our operational experience to date is not long enough to provide meaningful verifications. Therefore, for purposes of illustration, Fig. 15 presents from the nine-member ensemble experiment a "reliability" diagram of a 34-case average observed frequency versus forecast probability of $D + 8$ 500-mb height anomalies. The diagram reflects a major component of the Brier skill score (Murphy 1985) with the ideal being values lying along the forecast equals observed diagonal. The results show that even for this limited nine-member, LAF (no breeding) ensemble strategy, the forecast probabilities provide fairly reliable estimates of the actual frequency of significant (>0.5 std dev) height anomalies. The correlation between predicted and observed frequencies, 0.77 and 0.73 for above- and below-normal categories, respectively, indicates a fairly linear relationship. However, the slope is less steep than the diagonal in both categories, which reflects a bias toward overconfidence in the predictions. Forecast probabilities are greater than observed frequencies for likely occurrences and less than observed when unlikely. To the extent that biases of this sort are systematic, the probability estimates can be calibrated to enhance their credibility.

5. Discussion

With the operational implementation of ensemble prediction, NMC explicitly recognizes that forecasts are inherently stochastic, that is, probabilistic in nature. There is no unique solution, only an array of possibilities, which ensemble forecasting attempts to sample. The objective is to provide reliable estimates of the range and likelihood of those possibilities. To the extent this objective is achieved, the utility of NWP is expected to increase by providing users the information necessary to weigh uncertainties in making decisions. This represents a major shift in the primary goal of NWP research, with the focus now toward maximizing the utility of forecasts and not just the average level of model skill.

From the discussion in the previous sections it is clear that there are several major questions related to ensemble prediction that need to be addressed in an operational center. The first is the extent to which computer resources should be invested in higher model resolution and more advanced physical parameteriza-

![Fig. 15](image-url)
tions versus satisfying the need for multiple runs. Certainly, it would be desirable to use the most accurate model with the least systematic error in order to explore alternative forecast scenarios, given uncertainties in initial conditions. Thus, for example, a model that performs better in predicting the depth of cyclones and frequency of blocking is less apt to bias ensemble members toward unlikely outcomes in sampling the intensity of storms or blocking activity. The question is, What level of accuracy is sufficient given that model improvements and multiple runs inevitably compete for computer resources?

Fortunately, in the implementation described here, we found a compromise that provided the necessary computer resources for ensemble forecasting without sacrificing the quality of the original operational predictions. The nominal 0000 UTC MRF run is truncated beyond day 6 from T126 to T62 resolution, based on experiments that showed no adverse impact upon forecasts. This is because the benefit of the higher resolution is obtained in the analysis cycle and in the first few days of the forecast, when the shorter scales are still predictable. The computer savings are used to produce the complementary runs with T62 model resolution beginning at day 0 or, in the case of the AVN extension, day 3 (Figs. 3a and 3b). Although these T62 runs are individually slightly less skillful on average, they provide the potential for increased information from additional forecasts. Similar compromises may be required in the future.

A second major question is the choice of methodology for generating the perturbed set of initial conditions. As discussed by Toth and Kalnay (1993), the BGM approach has shown considerable promise for representing the fast-growing errors present in the analysis and, therefore, for providing a representative sampling of forecast scenarios. The BGM scheme, the SLAF scheme, and the singular modes method implemented at ECMWF (Palmer et al. 1992; Lorenz 1965) are clearly better than simple Monte Carlo forecasting, which cannot represent well the initial growing errors. All three methods have the advantage over time lagging (LAF) that, in principle, a large number of realistic initial perturbations of similar size can be created and used for ensemble forecasting. In practical terms, however, all of these methods require waiting until "today's" analysis is completed before beginning the multiple runs. LAF has the advantage that some of the complementary forecasts are created during the previous day's operational cycle, and therefore, distribute the computer load more efficiently in time (Fig. 3b). Hence, coupling a limited number of BGM runs with time lagging was the only operationally feasible approach to produce a reasonably sized (14 member) sampling of initial conditions. Whether this ensemble size and configuration is adequate for the purpose of obtaining realistic estimates of possible outcomes remains to be determined.

A third major question addressed in this paper is how to condense the enormous amount of information from forecast ensembles into displays that can be "digested" and interpreted easily by forecasters and, therefore, are useful in an operational setting. We have provided several examples of such user-friendly displays, but they certainly do not exhaust all possibilities, nor are they necessarily the most effective ways to express the information available from ensembles. The products derived from ensembles obviously should be tailored to suit the particular application. The key challenge is to transform what, given a single forecast, can be expressed only as categorical statements into meteorologically more useful estimates of the chances for realizing several possible scenarios.

Overall, the present NMC implementation of ensemble prediction is relatively modest: 14-member ensembles through the 10-day forecasts. However, it does provide a basis for the development of necessary operational experience with ensemble forecasting and for research directed toward maximizing the utility of NMC's numerical guidance. A key element for success in ensemble prediction is the sustained interaction between NMC and outside users. To this end, NMC plans to make the raw ensemble data and some of its products routinely available as soon as communications permit. Evaluation of the present implementation, including feedback from outside users, will form the basis for development of future systems (after the acquisition of a class 7 supercomputer), and for increased use of graphical displays in interactive workstations. We expect to document results of this evaluation and provide information on changes in the operational configuration in a timely fashion.

Finally, while the implementation described here was directed toward medium-range forecasting, it should be clear that the fundamental concepts apply equally well to short-range forecasting. Although the divergence among short-range predictions resulting from uncertainties in the initial state is smaller than at longer lead times, for some parameters (e.g., quantitative precipitation, stability indexes), even small differences are operationally significant. In other words, there is a stochastic element even in the short-range numerical forecasting. We expect that in the future, with expanded computer resources, it will be possible to perform short-range ensemble forecasting by running a regional, high-resolution model (either theEta model, Miesinger et al. (1992) or the Regional Spectral Model, Juang and Kanamitsu (1993)) within each of the members of the ensemble of global forecasts.
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