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This PDF file give the reason why we apply Pearson correlation on the whole dataset rather than the train set.
The supplement of the feature selection process.

In the feature selection process, we applied the Pearson correlations on the whole datasets rather than the train sets. We gave the following reasons.

1) Feature selection process is usually based on model (e.g., random forest, logistic regression) and statistical metric (e.g., coefficient). For feature selection based on statistical metric, the correlation is reliable in the statistical sense if the linear correlation is statistically significant. Furthermore, in our perception, no paper used cross-validation for feature selection based on statistical metric. Cross-validation is usually used to avoid overfitting in machine learning methods (used for regression, classification). We indeed used out-of-bag error to avoid overfitting issue in random forest regression.

2) We randomly chose 16 pixels, and calculated both the coefficient on the whole data (see red line in Figure S1) and the coefficient on the training data (70% of the whole data, see blue line in Figure S1). We could figure that the difference between these two coefficient is small, and don’t changed the most important explaining variables selected.
Figure S1. Pearson coefficient of target variable (i.e., POCC) and independent variables (i.e., lagged precipitation and lagged pressure). The red lines is the coefficient on the whole data and the blue line is the coefficient on the training data (70% of the whole data)