Adaptive Blending of Probabilistic Precipitation Forecasts with Emphasis on Calibration and Temporal Forecast Consistency

MARTIN REMPEL,* PETER SCHAUMANN,b REINHOLD HESS,a VOLKER SCHMIDT,b AND ULRICH BLAHAKa

a Deutscher Wetterdienst, Offenbach, Germany
b Institute of Stochastics, Ulm University, Ulm, Germany

(Manuscript received 14 March 2022, in final form 25 July 2022)

ABSTRACT: A wealth of forecasting models is available for operational weather forecasting. Their strengths often depend on the lead time considered, which generates the need for a seamless combination of different forecast methods. The combined and continuous products are made in order to retain or even enhance the forecast quality of the individual forecasts and to extend the lead time to potentially hazardous weather events. In this study, we further improve an artificial neural network–based combination model that was recently proposed in a previous paper. This model combines two initial precipitation ensemble forecasts and produces exceedance probabilities for a set of thresholds for hourly precipitation amounts. Both initial forecasts perform differently well for different lead times, whereas the combined forecast is calibrated and outperforms both initial forecasts with respect to various validation scores and for all considered lead times (from +1 to +6 h). Moreover, the robustness of the combination model is tested by applying it to a new dataset and by evaluating the spatial and temporal consistency of its forecasts. The changes proposed further improve the forecast quality and make it more useful for practical applications. Temporal consistency of the combined product is evaluated using a flip-flop index. It is shown that the combination provides a higher persistence with decreasing lead times compared to both input systems.
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1. Introduction

The term adaptive blending stands for the search of an optimal lead-time- and position-dependent weighting between two or more forecasts that cover different forecast ranges or are based on different forecast models, for example, different configurations of numerical weather prediction (NWP). The term blending represents a part of the so-called seamless prediction, where this term was originally introduced by Palmer et al. (2008) to describe the combination of weather prediction and climate modeling as a unified topic. In the course of time, the definition of seamless prediction was extended to also include interactions with biogeophysical components (Hazeleger et al. 2012) and, more generally, to describe the interactions between weather, climate, and the Earth system (Brunet et al. 2010). A recent publication by Ruti et al. (2020) defines seamless prediction as a whole value cycle enclosing configurations of numerical weather prediction (NWP). The goals of SINFONY to achieve this combination are twofold and address two parts of the definition of seamless prediction mentioned above. First, the generation of information is addressed by individually improving both forecasting methods—nowcasting and NWP—in such a way that in terms of a verification metric the gap between each of them is narrowed. Based on these improvements, the development and implementation of tailor-made combination methods will lead to a user-oriented unique forecast including condensed information of both individual forecasts. Moreover, the interaction with users is addressed by using the feedback of hydrological services and forecasters to further improve the products.

Nowcasting and NWP forecasts can provide valuable guidance for users on different lead-time scales (Heizenreder et al. 2015; Hess 2020). Many common precipitation nowcasting methods rely on the Lagrangian persistence approach, whereby the latest field of observed reflectivities or estimated rain rates is extrapolated in space and time by a previously determined motion vector field (Germann and Zawadzki 2002). Due to this purely advective approach, the dynamic uncertainty induced by growth and decay of precipitation patterns is not considered. Thus, the quality of such forecasts is high as long as the Lagrangian persistence assumption is valid (Zawadzki et al. 1994). The prediction of specific weather events depends on their spatial extent (Venugopal et al. 1999) and can reach from minutes when considering small-scale phenomena (e.g.,
single thunderstorms) up to hours at length scales of several hundred kilometers (Foresti and Seed 2014).

The physical evolution of precipitation fields is, on the other hand, explicitly simulated by NWP models. However, one source of forecast errors of the latter can be found in initial and boundary conditions as well as in inexact solutions of approximated physical equations due to finite resolutions in time and space. Nicolis et al. (2009) showed that subgrid parameterizations of cloud microphysics are especially important for precipitation forecasting. However, shortcomings in such a parameterization lead to deficiencies in simulated rainfall intensities (Stephan et al. 2008).

Despite these error sources, NWP forecasts are able to outperform the forecast quality of precipitation nowcasting techniques 2–3 h after initialization, as it will be shown in section 4. Therefore, the seamless combination aims to create a unique and consistent forecast in which the best skill is retained and the amount of information is condensed regardless of location and lead time (Brunet et al. 2015).

Vannitsem et al. (2021) present, among others, an overview of methods to combine forecasts of nowcasting and NWP and further point out that this combination may take place in physical or probability spaces. The weighting mentioned above can be based on a long-term comparative verification of both initial forecast systems. This is done in physical space by Golding (1998) in Nimrod, one of the first combination schemes, or in a probability space by Kobler et al. (2012). Haiden et al. (2011) utilized in integrated nowcasting through comprehensive analysis (INCA) a simple linear weighting function, in which the weight for NWP forecasts increases from 0 at the beginning to 1 at a lead time of +4 h. The Short-Term Ensemble Prediction System (STEPS; Seed 2003; Seed et al. 2013) in its implementation by Bowler et al. (2006) quantifies in real time not only tendencies in a sequence of the latest observations, but also the skill of an NWP forecast to adjust weights for combining the nowcast extrapolation and the NWP forecast, depending on lead time and spatial length scale. A forecast ensemble is then generated by replacing nonpredictable scales with spatial correlated random noise. Moreover, the emergence of nowcasting ensemble techniques allows the use of the ensemble spread as an objective combination metric. Based on this, for example, Nerini et al. (2019) implemented an ensemble Kalman filter for the iterative combination of NWP forecasts and precipitation nowcasting extrapolations. Johnson and Wang (2012) as well as Bouttier and Marchal (2020) carried out combinations of multimodel ensembles.

With focus on nowcasting approaches based on machine learning (ML) techniques, many studies use model information as an additional predictor. In Han et al. (2017), radar observations combined with data of the Variational Doppler Radar Analysis System (VDRAS) are utilized to train a support vector machine (SVM) for answering the question whether there will be reflectivity > 35 dBZ within a box in the next 30 min based on the information in the adjacent boxes. Ukkonen et al. (2017) utilize an artificial neural network (ANN) with lightning and reanalysis data as input to evaluate thunderstorm predictors for Finland. An overview about machine learning approaches with focus on nowcasting is given by, for example, Prudden et al. (2020) and Cuomo and Chandrasekar (2021).

Besides accuracy, calibration, and spatial consistency, temporal consistency is also desired for operational forecasts. Here and in the following, the notion temporal consistency is not to be understood as the time-dependent correlation structure of a single forecast. Rather, it describes the variability between a number of model runs for a fixed valid time that is also often referred to as jumpiness. Ideally, there is a large uncertainty in early forecasts that decreases with time so that forecasts converge toward the observations and become more and more confident. However, in practice, it is often observed that updated forecasts for one specific time and location exhibit spurious jumps due to forecast errors. This is a problem for meteorologists, who want to rely on the most topical numerical forecast and may need to revise their opinion accordingly, especially in case of weather warnings. It seems to be very unreasonable if a warning is issued, canceled soon thereafter, and may be even reissued again, see, for example, Griffiths et al. (2019).

In the present paper two forecast systems are combined (nowcasting and NWP); each one has its own characteristics in temporal consistency, which affect the consistency of the combined product. The transition from nowcasting to NWP with larger forecast lead time may likely result in additional inconsistencies, since the systematic errors of the two systems differ. Moreover, the method of combination itself may introduce additional inconsistencies, for example, if individual architectures or configurations are used for the neural networks for each forecast step. Therefore, it is considered important to control the temporal consistency of the combined product. Ideally, spurious jumps are reduced by the combination; however, at least it should prevent additional inconsistencies from being introduced by the method of combination.

Several metrics have been introduced to assess temporal forecast inconsistency of a sequence of forecasts. Zsoter et al. (2009) construct a spatial inconsistency index that consists of the differences of two forecast fields normalized by their variability. They then define a flip-flop as an oscillation of that index of two consecutive forecasts around its mean of the entire sequence of forecasts. The forecast convergence score described by Ruth et al. (2009) comprises the count of forecast oscillations around a significance threshold and includes information about the convergence toward the following forecast as well as the magnitude of the oscillations. The convergence index of Ehret (2010) is a combination of counts of oscillations exceeding a significance threshold and counts of nonconvergent forecasts. The metric introduced in Richardson et al. (2020) is based on the average of all ensemble differences of consecutive model initializations. To compute the difference, the divergence function associated with the continuous ranked probability score (CRPS) is utilized. Griffiths et al. (2019) add up the distances between consecutive forecasts over a forecast sequence and divide the sum by the range of the forecasts.

To run and maintain an ML-based precipitation forecasting system in daily operations can be facilitated if the applied
architecture of the ML system is simple and robust against changes in the training dataset. Furthermore, the training dataset should contain only few predictors that, besides that, are easy to maintain. Therefore, we would like to address the following issues with the present study. First, we want to assess the forecast quality of the set of hyperparameter optimized ANNs introduced in Schaumann et al. (2021), when they are trained on an alternative high-resolution dataset. The dataset comprises forecasts of DWD’s ensemble-based precipitation nowcasting scheme STEPS-DWD (Reinoso-Rondinel et al. 2022) and ensemble forecasts of an experimental setup of the operational high-resolution short-term NWP model Icosahedron Nonhydrostatic (ICON-D2) for the SINFONY project. Second, we want to explore to which extent the forecast inconsistency (jumpiness) can be reduced by the proposed set of ANN architectures, and whether it is further reduced if only one common ANN architecture is applied to all forecast lead times.

The remainder of the paper is structured as follows. Section 2 gives a brief overview of the utilized datasets. In section 3, we briefly review some of our previous work and explain which changes are made to the combination model in the present paper. Then, in section 4, the new combination model is validated, and the effects of each change are discussed. Finally, section 5 summarizes our study and draws some conclusions.

2. Data

The present study assesses the effects on forecast quality, when the set of hyperparameter optimized ANNs introduced in Schaumann et al. (2021) is trained on a dataset with higher resolution and input forecasts from other ensemble forecast models. For this purpose, we utilize DWD’s ensemble-based precipitation nowcasting scheme STEPS-DWD as well as ensemble forecasts of an experimental setup of the operational high-resolution short-term NWP model ICON-D2, both developed in the framework of SINFONY. The training dataset considered in the present study focuses on summertime heavy rainfall events and consists of data for three monthly time periods (from 26 May to 26 June 2016, from 1 to 23 June 2019, and from 3 June to 16 July 2020). In the following these datasets will be described in more detail.

a. STEPS-DWD

The probabilistic Radarvorhersage [RADVOR (radar forecast)] forecasts from our previous study are replaced by the new ensemble precipitation nowcasting method STEPS-DWD. The latter is based on the well-established STEPS approach (Seed 2003; Bowler et al. 2006; Seed et al. 2013; Foresti et al. 2016) and has been adapted and improved for DWD purposes within the framework of SINFONY. The forecasts are based on composites of radar reflectivities obtained by DWD’s radar network, which is depicted in Fig. 1 by the envelope of all radar measuring ranges. Furthermore, rain rates are derived by a method for quantitative precipitation estimation (QPE) that uses individual relations between radar reflectivities and rain rates for different types of hydrometeors (Steinert et al. 2021). STEPS-DWD is configured for the present study to consist of a cascade of first-order autoregressive processes on 12 spatial scales and to apply a new localization approach (Pulkkinen et al. 2020; Reinoso-Rondinel et al. 2022) for the estimation of the autoregressive parameters on each individual scale. Individual realizations of the ensemble are then generated by imprinting spatially correlated fields of stochastic noise in regions with precipitation. The spatially recomposed fields are then extrapolated by a constant vector backward scheme (Germann and Zawadzki 2002) based on a predetermined motion vector field. Nowcasts are computed every 30 min out to 6 h ahead with a temporal resolution of 5 min. The original fields with a spatial resolution of $1 \times 1$ km$^2$ are interpolated onto the coarser NWP grid ($2.2 \times 2.2$ km$^2$). Afterward, the extrapolated rain rates are accumulated to hourly rainfall amounts. For lead times less than one hour, accumulations are computed also from radar-based QPE products, so that at the start of each extrapolation forecast, the hourly rainfall amount consists of the radar-based QPE products from the immediately preceding hour. This precipitation accumulation is used as the ground truth.

b. ICON-D2-EPS

Compared to the previous study (Schaumann et al. 2021) in which we used statistically postprocessed NWP forecasts as input for the neural network, we now switch to raw NWP ensemble forecasts computed by an experimental setup of the ICON model (Zängl et al. 2015) in limited area mode (LAM) on a central-European domain with a horizontal grid spacing of $\Delta x \approx 2.2$ km and 20 forecast ensemble members. This deep-convection-allowing setup is called ICON-D2. Besides conventional observation data and Mode-S aircraft measurements, 3D volume radar reflectivities and radial winds are assimilated by DWD’s kilometer-scale ensemble data assimilation system (KENDA), which implements a localized ensemble transform Kalman filter (Schraff et al. 2016; Bick et al. 2016). Note that 40 members are used for the assimilation, while the first 20 members serve as initial conditions for the forecasts. Lateral and upper boundary conditions are provided by ICON-EU ensemble forecasts (larger trans-European domain, grid spacing 6.5 km, parameterized deep convection). For cloud microphysics the operational conventional one-moment scheme is used. Ensemble forecasts are initialized every 3 h and run up to 12 h ahead. From these forecasts we use hourly precipitation sums at each forecast hour.

3. Model and methods

In Schaumann et al. (2021), an ANN-based model for the combination of two probabilistic forecasts, which produces calibrated and consistent probabilities, has been proposed as a generalization of the so-called logistic regression, triangular functions, and interaction terms (LTI) model (see Schaumann et al. 2020). The term probabilistic forecast refers to probabilities for the occurrence of binary events, that is, the exceedance of precipitation thresholds. With a given probability space $(\Omega, \mathcal{F}, P)$, a probabilistic forecast $P: \Omega \rightarrow [0, 1]$ for a
random event $E: \Omega \rightarrow [0, 1]$ is considered to be calibrated when $p \approx \mathbb{E}(E|P = p)$ for all $p \in [0, 1]$. This is a desirable property since, colloquially said, we expect the event to occur with the forecasted probability. The relationship between $p$ and $\mathbb{E}(E|P = p)$ of a forecast model is expressed in its reliability diagram. When considering a set of probabilistic forecasts $P_1, P_2, \ldots$ for binary events $E_1, E_2, \ldots$ with $\mathbb{P}(E_1 \geq E_2 \geq \cdots) = 1$, we call the forecasts $P_1, P_2, \ldots$ consistent if it holds that $\mathbb{P}(P_1 \geq P_2 \geq \cdots) = 1$. In case of the exceedance of increasing precipitation thresholds, we know that a higher threshold can only be exceeded, if all lower thresholds are exceeded, too, and therefore the forecasted probabilities should be monotonously decreasing.

In this section, we propose a few improvements of the ANN model and call the new version the combined, calibrated, consistent (C³) model.

a. Architecture and properties of the C³ model

In its current form, the C³ model consists of several feed-forward neural networks, each one for the combination of forecasts with respect to a specific lead time.

All neural networks considered in the C³ model consist of four types of layers arranged in the following order: 0–5 convolutional layers, one dense layer, one triangular functions layer, and one dense layer with softmax activation function, see Fig. 2.
The combined forecast is calibrated and consists of consistent probabilities for each precipitation threshold.

The specific hyperparameters of each neural network are determined individually by a hyperparameter optimization algorithm; see Tables 1 and 2. For more details about the triangular layer or the hyperparameter optimization algorithm, see Schaumann et al. (2021).

b. Training and validation

The first 3 weeks of the available dataset are used as a warm-up period on which the model is trained only. For the remaining dataset, a rolling-origin scheme (Armstrong and Grohman 1972) is applied. This is an iterative approach that simulates how new information becomes incrementally available for training over time in an operational setting. The available dataset is divided by a point in time $t$ into two parts, where $t$ represents the presence. The part of the dataset before $t$ is considered to be in the past and therefore available for training, while the data after $t$ are considered to be future and is used for the validation of the model. Over the course of the training and validation process, $t$ is iteratively moved from the beginning to the end of the dataset, where in each step of the rolling-origin scheme the model is trained on the past data and validated on the future data.

c. Increase in spatial resolution

In the present paper, in order to increase the resolution of the combined forecast, two new initial forecasts are considered: STEPS-DWD and ICON-D2. Both have a spatial resolution of $2.2 \times 2.2$ km$^2$, whereas the datasets previously used in Schaumann et al. (2021) have a resolution of $20 \times 20$ km$^2$. As the input of the ANN consists of data for a fixed number of grid points determined by the convolutional layers, the spatial range of the input data shrinks when the resolution of the datasets is increased. To compensate for the finer grid, one could increase the size or dilution of the convolutional layers. Here, dilution refers to a method, where only every Nth row and column of the input data are passed on to the network, that is, a dilution of 2 doubles the spatial range of convolutional layers along the $x$ and $y$ axis without increasing the number of data points. However, it turned out that adapting the size of the convolutions to the finer grid did not result in better validation scores. Similarly, diluting the convolutions did not lead to better validation scores and additionally introduced artifacts to the combined forecast. Due to the gaps introduced by a dilution of $N > 0$, smaller structures in the
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FIG. 2. The utilized network architecture (green) and the input and output data (blue) as a schematic representation adapted from Schaumann et al. (2021). The arrows depict the flow of information. Note that the input data in this study are forecasts from STEPS-DWD and ICON-D2.

The triangular functions layer transforms each scalar $x_i$ of its input in such a way that each neuron $j$ of the following dense layer can be interpreted as a sum of functions $S_{ij}(x_1) + \cdots + S_{ijn}(x_n)$, where the functions $S_{ij} : [0, 1] \rightarrow \mathbb{R}$ are linear splines determined by the weights of the dense layer. Compared to the linear combination of inputs $w_1x_1 + \cdots + w_nx_n$ without triangular functions, a sum of linear splines gives the network far more flexibility in how it models the relationship between the inputs $x_1, \ldots, x_n$ and the outputs of the following dense layer.

As a loss function the categorical cross entropy is used. The softmax layer produces a discrete probability distribution for the events that precipitation occurs either between two consecutive thresholds or below/above the lowest/highest threshold. Based on the discrete probability distribution a probability for the exceedance of each threshold is computed.

TABLE 1. Selected configurations of hyperparameters for different lead times based on the results of Schaumann et al. (2021).

<table>
<thead>
<tr>
<th>Lead time</th>
<th>No. of convolutional layers</th>
<th>Kernel size</th>
<th>Convolutional activation</th>
<th>Convolutional regression</th>
<th>Convolutional output length</th>
</tr>
</thead>
<tbody>
<tr>
<td>+ 1 h</td>
<td>4</td>
<td>3</td>
<td>elu</td>
<td>$5 \times 10^{-7}$</td>
<td>14</td>
</tr>
<tr>
<td>+ 2 h</td>
<td>4</td>
<td>3</td>
<td>elu</td>
<td>$5 \times 10^{-6}$</td>
<td>6</td>
</tr>
<tr>
<td>+ 3 h</td>
<td>4</td>
<td>3</td>
<td>relu</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>+ 4 h</td>
<td>1</td>
<td>9</td>
<td>elu</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>+ 5 h</td>
<td>1</td>
<td>9</td>
<td>elu</td>
<td>$5 \times 10^{-6}$</td>
<td>12</td>
</tr>
<tr>
<td>+ 6 h</td>
<td>2</td>
<td>6</td>
<td>sigmoid</td>
<td>0</td>
<td>4</td>
</tr>
</tbody>
</table>
input forecast influence every $N$th grid point in the output, while neighboring grid points are unaffected. This leads to repeating patterns in the combined forecast. Therefore, we did not change the convolutions for the results obtained in the present paper.

d. Full utilization of the sampling window with an NaN mask

Due to technical reasons, the neural network in Schaumann et al. (2021) requires its input to have a rectangular shape and no missing data. Since the precipitation nowcasting forecasts are based on radar composites, which are shifted according to a motion vector field, parts may be shifted outside of the sampling window. Temporary radar outages further reduce the available data. Depending on shape and location of the area with available data, the largest usable rectangle might be considerably smaller than the area with available data itself. To utilize the whole dataset for the present paper, all values that are not a number (NaN) are replaced by the value $-1$ and a Boolean field that flags grid points with missing data is used as an additional input to the neural network. Instead of discarding part of the dataset, this approach allows the model to learn to ignore the values of $-1$.

e. Forecast persistence and consistency

Repeated runs of a forecast model at different starting times produce a sequence of forecasts with different lead times for the same valid date. In general, these forecasts become increasingly accurate with decreasing lead time and the ideal evolution would be a trend from inaccurate or climatological values to a more accurate forecast with decreasing lead times. However, due to random (nonsystematic) forecast errors, the trend is often not monotonous for the individual cases. Sometimes, older forecasts are more accurate than newer updates and spurious jumps in the forecasts appear. These inconsistencies or jumps are especially harmful for warning management. A weather warning that is issued for a specific date and time, canceled later on (based on a new forecast run), and then possibly issued again with the next forecast, is not considered trustworthy and can hardly be communicated to the public.

In the present study, we consider the flip-flop index $\text{FFI}$ introduced by Griffiths et al. (2019) as a metric for temporal forecast consistency and investigate how the input forecasts and the combined product behave with decreasing lead time. This index is defined by

$$
\text{FFI}(V_{ij}) = \frac{\sum_{k=1}^{L-1} |V_{i,k+1} - V_{i,k}| - [\max_j(V_{ij}) - \min_j(V_{ij})]}{L - 2},
$$

where $V_{ij} = (V_{ij},...,V_{Lj}) \in \mathbb{R}^L$ is a vector of predictions for grid point $i, j$ and for the same valid time, with $L > 2$ lead times. The FFI is normalized by $L - 2$, which is the length of the vector minus first and last point and thus the maximum number of predictions that can be not monotonous with respect to their respective predecessor and successor. Note that $\text{FFI}(V_{ij}) = 0$ indicates a perfect flip-flop index and is achieved by forecasts that converge monotonously in time. Forecasts with an oscillating pattern $V$ are penalized resulting in a flip-flop index $\text{FFI}(V_{ij}) > 0$.

The FFI is evaluated for each grid point $i, j$ individually and averaged over the whole evaluation period as mentioned in section 4c.

4. Results

a. Lead-time-dependent investigation on model performance

We want to assess whether the C³ model with its new implementations and the high-resolution input datasets is still able to produce high-quality forecasts, where we want to emphasize the core features of its forecasts: combination, calibration, and consistency. For this, we computed the bias, Brier skill score, reliability, sharpness, and the area under the relative operating characteristic (ROC) curve (AUC) over the whole evaluation period for the C³ model with two different hyperparameter settings to assess the importance of lead-time-dependent hyperparameters (C³: lead-time dependent, and $C^3_{\text{LT}1}$: only from lead time + 1 h) as well as for both individual input forecast systems STEPS-DWD and ICON-D2.

We chose these metrics to get some easily interpretable indicators regarding the

1) systematic model error,
2) forecast quality in terms of systematic model errors and random forecast errors,
3) conditional frequency bias,
4) forecast resolution, and
5) discrimination ability.

If we call the exceedance of an arbitrary threshold an event, all of these metrics are based on the gridboxwise actually
observed event occurrence and/or the forecasted event probability. Thus, the bias describes the mean error (ME) of the forecasted event probabilities and indicates the unconditional systematic model error. The Brier skill score (BSS) consists of the mean-squared error (MSE), representing the Brier score (BS) itself, divided by a reference BS that is based on the sample climatology. The values of BSS reach from $-\infty$ up to 1, whereas values of 1 and 0 depict a perfect forecast and the climatologic forecast, respectively. Further, the reliability indicates how far the reliability diagram of a forecast deviates from the ideal line, that is, the reliability is the weighted mean of the squared differences between the reliability diagram and the ideal line for each bin, where the weights are the number of forecasts within each bin. Ideally, the predicted probability is equal to the observed relative frequency in which case the reliability diagram is equal to the ideal line and the reliability is equal to zero. Therefore, the reliability provides information about the frequency bias of the forecasted event probabilities and represents a measure for the calibration of an ensemble forecast. The sharpness characterizes the unconditional distribution of the probability forecasts and provides information about the forecast resolution, that is, the ability to predict extreme values close to 0 or 1. It is represented by the variance of the forecasts. The last metric considered is the AUC, which provides information about a forecast’s ability to discriminate between events and nonevents.

The results obtained for the bias are depicted in the first column of Fig. 3 for both configurations of the C3 model, STEPS-DWD, and ICON-D2, as a green, red, yellow, and blue line, respectively. All four forecast techniques exhibit a nearly lead-time-independent systematic error. However, the event probability for the lowest threshold of 0.1 mm hourly rainfall amount is overestimated by ICON-D2 forecasts by 1 percentage point, whereas the extrapolations of STEPS-DWD reveal a slight underestimation by 1 percentage point. For higher thresholds, these systematic errors of STEPS-DWD and ICON-D2 diminish as the frequency of event occurrences within the evaluation period decreases. The forecasts of both configurations of C3 are bias free in the first two hours. Afterward, they exhibit only a small difference from zero, whereas C3 tends toward ICON-D2, and C3LT1 toward STEPS-DWD. These results imply that the model is able to reduce systematic errors caused by the input forecasts with respect to the ground truth. This bias correction can be seen as one part of a forecast calibration.

To assess the forecast quality in due consideration of the combination aspect, the results obtained for the BSS are illustrated in the second column of Fig. 3, in the same way as the bias. Here, the BSS of the precipitation nowcast extrapolations of STEPS-DWD starts with a high skill, since they start from the observation, but decrease rapidly since growth and decay processes of precipitation are not represented. Errors in initial and boundary conditions cause that the NWP forecasts
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of ICON-D2 start with a lower skill. However, the decrease with increasing lead time is not that pronounced due to the explicit simulation of the dynamical evolution. The intersection of both curves denotes the point when the quality of nowcast extrapolations sinks below those of the NWP forecasts and occurs around 2.5 h after initialization. The forecast quality in terms of BSS of both C3 models outperforms each individual input forecast technique at all lead times. Furthermore, the different hyperparameter settings only have a small effect on forecast quality, so that an optimal combination of the two input forecasts is achieved with both C3 models at all lead times. However, the approximately 0.1 higher BSS values should be treated with caution, since convolution-induced spatial smoothing of the forecasts [as discussed by, e.g., Cuomo and Chandrasekar (2021)] leads to better scores of continuous verification metrics.

If such smoothing effects decisively affect the forecasts of our C3 models, it should be visible in the reliability, since the frequency of predicted high probabilities is decreased, whereas the frequency of observed events for forecasted intermediate probabilities increases. At first, the area enclosed by the reliability curves and the aforementioned ideal course is depicted for each of the forecast systems in the third column of Fig. 3, again in the same manner as the bias. For STEPS-DWD, this area size reveals an increase with lead time, whereas that of the ICON-D2 forecasts is nearly constant. Note that we utilize raw NWP output data that is uncalibrated. The area size of both C3 models is smaller than those of the two input forecasts indicating that the curves are closer to the ideal course and, therefore, the combined forecasts are more reliable than the forecasts of the input systems. However, the size of the area fluctuates for the two C3 models at later lead times. This may be an indicator for shortcomings in the calibration due to the choice of triangular functions. The forecast calibration depends on the number of these triangular functions, which is equal to 9 for +1 h and only 5 and 3 for +4 h/+6 h and +5 h, respectively (cf. Table 2).

Nevertheless, the forecast sharpness of both C3 models is reduced compared to the forecasts of ICON and STEPS-DWD for all exceedance thresholds and lead times, as shown in the fourth column of Fig. 3. This may have several reasons. On one hand, the raw input forecast ensembles reveal a wider range of probabilities even for hourly rainfall amounts above 5 mm. Thus, the sharpness is increased, but at the expense of reliability. On the other hand, the increasing forecast uncertainty for higher lead times and the training on less frequent events lead to a loss of probabilities close to 1, which reduces the sharpness. However, the C3 models exhibit a higher AUC compared to ICON and STEPS-DWD forecasts, which is shown in the fifth column of Fig. 3. This may indicate an improved discriminating ability between events and non-events, albeit this result should be treated with caution. Not only the missing high probability values, but also the low event base rate may be misleading. A further investigation on the discrimination ability of the C3 forecasts based on an improved AUC as described by Ben Bouallégue and Richardson (2022) may provide more reliable results.

To get a more detailed insight at the conditional bias, the reliability diagrams of the four forecast systems are depicted in Fig. 4 for the lead times +1, +3, and +6 h and five thresholds from 0.1 up to 5 mm. In addition, below each reliability diagram, the frequency histograms for each of the forecasts are depicted to give an evaluation of the forecast sharpness.

Both the extrapolation nowcasts of STEPS-DWD and the forecasts of ICON-D2 are overconfident over the entire range of thresholds and lead times. The overconfidence of ICON-D2 forecasts increases especially with the threshold since the frequency of observed events is not only lower due to the higher threshold but may also be reduced due to errors in location. Besides the missing representation of the dynamics of precipitation in fSTEPS-DWD forecasts, their spread is small leading to that overconfidence. The results obtained for both combination models are well calibrated for all depicted thresholds at a lead time of +1 h. With increasing lead time, the C3 forecasts remain calibrated, though, high probabilities are no longer forecasted. However, at a lead time of +3 h, the forecasts of the C3 model exhibit structures that can be connected with the spatial smoothing. For the C3 model, such a structure is only visible for a threshold of 2 mm at a lead time of +6 h.

These results show that even with the new dataset forecasts of both models C3 and C3 LT1 are well-calibrated in terms of bias correction and reliability, consistent for the range of thresholds, and that they are composed of the optimal combination of the two input forecast systems STEPS-DWD and ICON-D2. Furthermore, the forecast calibration may be able to reduce the impact of convolution-induced spatial smoothing.

b. Investigation of spatial patterns in systematic model error and forecast quality

We want to investigate possible reasons for systematic model errors in the forecasts of STEPS-DWD and ICON-D2 and how the combined forecasts reduce these errors. Further, we want to explore whether spatial patterns are visible in the forecast quality. For this, the spatially resolved biases for lead times of +1 and +3 h are illustrated in Figs. 5a and 5b, respectively. The spatially resolved BSS is depicted in Figs. 6a and 6b for identical lead times.

The results for STEPS-DWD are shown in the left columns of Figs. 5 and 6. The nowcast extrapolations exhibit at a lead time of +1 h that the slight underestimation discussed in the previous section occurs almost over the entire domain. Only in regions close to radar sites that are covered by a single radar (cf. Fig. 1) an overestimation is visible. The underestimation may be caused by a loss of power induced by the way the spatially correlated stochastic noise fields are generated (see, e.g., Atencia and Zawadzki 2014). The overestimation may be due to rain rates estimated in different heights, for example, when rain rates estimated at maximum range of a given site are advected and compared to near-surface estimates of the respective radar site. A further reason could be attenuation caused by heavy precipitation directly at the radar site. With increasing lead time, errors due to the forecast field shifting
lead to an underestimation in the western and southern part of the domain, whereas the missing of dynamical evolution increases the systematic error in the entire domain. The BSS reveals no distinct spatial pattern. However, some of the radar sites and also the Alps are visible, which is caused by a lower event occurrence due to radar outages, attenuation effects and/or beam blocking. With increasing lead time, the aforementioned strong decrease in the BSS is visible.

The spatially resolved results for ICON-D2 forecasts are shown in the second columns from the left of Figs. 5 and 6. Here, the bias not only depicts systematic model errors but also systematic errors between the simulated surface precipitation sum and the QPE used as ground truth. Therefore, the overestimation mentioned above can be attributed to typical radar and compositing shortcomings. First, the strong overestimation over the Alps is caused by beam blocking. Second, range attenuation and ground clutter can be seen at the Borkum radar site in the northwest due to a positive bias at long ranges and a local negative bias close to the radar site. For the radar site located at the Feldberg in the southwest a height difference where rain rates are simulated/estimated may be a reason for the underestimation of hourly precipitation sums. This underestimation is more distinct for a threshold of 1 mm. Nevertheless, the overestimation in the western part of the domain, which is noticeable especially for the threshold of 0.1 mm, could be attributed to meteorological phenomena. For a higher lead time the main patterns remain the same, however, with a higher magnitude. In addition to the aspects mentioned above for the spatially resolved BSS of STEPS-DWD, the range attenuation is more distinct for the
FIG. 5. Spatial distribution of the bias (%) averaged over the considered period for (a) +1- and (b) +3-h lead time. Depicted from left to right are STEPS-DWD, ICON-D2, and the combination model ($C^3$) with different architectures. The right column shows the difference between $C^3$ and $C^3_{LT1}$. 
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Fig. 6. As in Fig. 5, but for the BSS.
BSS of ICON-D2, especially at a threshold of 1 mm. For later lead times, the decrease is not that pronounced as for STEPS-DWD.

The spatially resolved results for the C3 models are shown in the right columns of Figs. 5 and 6. One the one hand, it can be seen that the biases are reduced in terms of magnitude compared to both input forecast systems for +1 h lead time and both thresholds of 0.1 and 1 mm. However, the spatial patterns induced by the shortcomings of the radar-based QPE composite are still visible in the bias. On the other hand, even at this lead time some spatial patterns are comparable to those of ICON-D2. For example, the overestimation induced by beam blocking at the Alps and the range attenuation of the Borkum radar. This means that the deficits of the composite used as ground truth, for example, lower estimated rainfall amounts in regions covered just due to one radar and deviations due to ground clutter, are not learned by the C3 model. In addition, the C3 model forecasts are constrained by both input forecasts so that they are the result of the best possible combination. For a lead time of +3 h, the spatial bias patterns are closer to that of ICON-D2-EPs, although the overestimation in the western part of the domain is reduced and the underestimation in the range of the Feldberg radar is even more pronounced for the threshold of 0.1 mm. Therefore, even with a higher weighting toward ICON-D2-EPs, the systematic overestimation in the western part is reduced by the C3 model. However, the differences in hourly rainfall amount caused by the aforementioned height difference of the Feldberg radar are not reduced since STEPS-DWD forecasts exhibit an underestimation as well. The systematic error of the CLT1 model is only slightly below that of the C3 model, which is shown in the right column of Fig. 5. The spatially resolved values of BSS of the C3 forecasts are above the BSS of each input forecast systems for both thresholds and lead times in the entire domain. The spatial structures caused by the QPE composite are also visible in the results of the C3 model, additionally indicating that those shortcomings are not learned by the C3 model.

c. Temporal consistency of the combined forecasts

Another question is how the temporal consistency of the combined forecasts compares to those of both initial forecasts, and how it is affected by the hyperparameter choice of the C3 model. The flip-flop index (FFI) given in Eq. (1) is averaged over the evaluation period and visualized in Fig. 7 for both initial forecast systems STEPS-DWD (STEPS) and ICON-D2 (ICON), the combination model (C3), as well as the modified combination model (C3LT1). The C3 model has lead-time-dependent hyperparameters in order to provide maximal adaptation. To control whether lead-time-dependent architectures affect temporal consistency for a sequence of forecast updates that are valid for the same date, the C3LT1 model uses the hyperparameters of the lead time +1 h of the C3 model for all lead times +1, ..., +6 h.

The FFI of the probabilities for the events that hourly precipitation exceeds the thresholds 0.1 and 1 mm is presented in Fig. 7a as average over the evaluation period. To better understand what the FFI values mean in our case, a brief example is given. A sequence of forecasts is optimal in terms of temporal consistency if it follows the shortest distance between its minimum and its maximum. This distance is scaled by the maximum number of possible flip-flops within the sequence and is used as a reference value. A FFI of 0.03 indicates that the difference in event probabilities between two consecutive forecasts at a given grid box is on average 3 percentage points larger than the reference value. Many cases with no precipitation in forecast and observation reduce the average FFI. To account for this effect, Fig. 7b depicts the average FFI under the condition that the observed hourly precipitation is at least 0.1 mm, which leads to much larger values compared to the unconditional FFI in Fig. 7b.

The technique of STEPS-DWD consists of two main components that may affect the temporal consistency in different ways. First, a set of first-order autoregressive processes is considered that replace signals on spatial scales that are no longer predictable by spatially correlated noise. Second, an advection scheme is used that extrapolates the forecast fields based on a predetermined motion vector field. As can be observed in Fig. 4, STEPS-DWD forecasts are overconfident especially for longer lead times and higher thresholds, a convergence from climatological event probabilities toward observed event frequencies seems to appear less likely. Moreover, differences between estimated motion vector fields (e.g., lower magnitude, errors in direction) for different lead times may lead to spatial shifts of the predicted precipitation pattern. These spatial shifts may lead to a double penalty problem, when the precipitation patterns of two consecutive forecasts do not align, that is, both predict precipitation at two different locations, which results in high absolute differences between both locations. Additionally, the temporal evolution of precipitation is not covered by such an extrapolation forecast, that is, the observed stage of precipitation is extrapolated in time ignoring growth and decay processes. Therefore, any difference in observed precipitation frequency between two consecutive hours leads to an increase in FFI. Furthermore, due to the most common westerly winds and the advection of precipitation, values at the west border of the domain fade out with constant advection since the precipitation data cover only Germany. At a threshold of 1 mm, effects of beam blocking and range attenuation, as discussed above for bias and BSS, are more apparent.

The temporal consistency of NWP precipitation forecasts in convective situations may be affected by the time of convective initiation, the simulated dynamical evolution of precipitation, and also by the location of airmass boundaries or convergence lines. When we consider the unconditional FFI for the ICON-D2 (ICON) forecasts in Fig. 7a, they reveal two regions in which the unconditional FFI is elevated. First, this is a region in northwestern Germany that can be attributed to uncertainties in the location of airmass boundaries or convergence lines. This can also be seen in the conditional FFI in Fig. 7b. Second, this concerns the upland regions and the Alps that could be an indicator for the prediction uncertainty of orographically induced precipitation. However, this is less pronounced in the conditional FFI, where the largest values
FIG. 7. Flip-flop index (FFI) averaged (a) over the whole evaluation period and (b) over the evaluation period under the condition that the observed hourly precipitation is at least 0.1 mm. Note that the color scales of each subplot cover different value ranges. The FFI is depicted for both initial forecast systems STEPS-DWD (STEPS) and ICON-D2 (ICON), the combination model (C$^3$) as well as the modified combination model (C$^3_{LT1}$) using the hyperparameters determined for $+1\ h$ for all lead times. The right column shows the difference between C$^3$ and C$^3_{LT1}$. For the sake of clarity, only the flip-flop indices for the thresholds of 0.1 and 1 mm are shown.
can be found in Bavaria. One reason for the reduction of the conditional FFI compared to the unconditional FFI over the Alps may be the frequency bias in observed events due to the previously discussed beam blocking.

Both combination models significantly improve the FFI for both thresholds and with respect to unconditional and conditional averaging. The $C^3$ model has slightly higher FFI values than the $C^3_{LT1}$ model, reflecting that the lead-time-dependent architecture contributes to the FFI. Compared to the much larger FFI values of both input systems, however, this contribution can be assumed to be insignificant. Moreover, temporary radar outages affect the unconditional FFI, which can be seen in the eastern part of the domain for the radar sites Dresden and Eisberg (cf. Fig. 1).

d. Forecast animations

The supplementary material includes animations showing +3-h probabilistic forecasts of the input techniques STEPS-DWD (STEPS; second column from the left) and ICON-D2 (ICON; third column) as well as the combination model ($C^3$; fourth column) and the modified combination model ($C^3_{LT1}$; fifth column). Figure 8 illustrates an example of these animations. Depicted are the exceedance probabilities for hourly precipitation of at least 0.1 mm (upper row) and 1 mm (lower row). The forecasts were initiated at 1400 UTC 4 June 2020, and the corresponding observed threshold exceedances are shown in the first column of Fig. 8.

The STEPS-DWD forecasts exhibit less spread at a threshold of 0.1 mm compared to those of ICON-D2. This corresponds to the results shown in the reliability diagrams of Fig. 4, where STEPS-DWD is overconfident. However, the area covered by probabilities is close to that of the observation, showing that the dynamical evolution of the precipitation field in this case barely affects the extrapolation forecast. Solely, the precipitation band from Switzerland to Bavaria is less covered by STEPS-DWD. In contrast, this precipitation band is more pronounced in the ICON-D2 forecast. However, the observed precipitation in the center of Germany is not predicted by the ICON-D2 forecast.

Both combination models, $C^3$ and $C^3_{LT1}$, exhibit a robust mixture of both input forecasts and provide rather similar results for a threshold of 0.1 mm. Artifacts at the edges of the radar network and also small-scale NWP features (e.g., over the Vosges) are more pronounced in the $C^3$ forecast. However, the probabilities of the $C^3_{LT1}$ forecast are higher for both thresholds. Especially for the threshold of 1 mm one can see a maximum of about 0.5 for the $C^3$ model. This corresponds to the results shown in the reliability diagrams of Fig. 4 and can be attributed to the low number of triangular functions (cf. Table 2).

5. Conclusions
a. Summary of results

Considering forecasts of hourly rainfall of an advection-based precipitation nowcasting ensemble and of a NWP ensemble system, one can have, on the one hand, radar outages or relocations of radar sites and, on the other hand, updates of the NWP model. A simple architecture in combination with a rolling-origin training scheme can make a ML-based seamless precipitation forecasting system robust against those changes in the training dataset and is thus able to support the
operational running of a forecasting system. In addition, the training dataset should contain only few and easy maintainable predictors. To reinforce these demands, we extended the combination model presented in Schaumann et al. (2021) in order to improve its forecast quality and to make it suitable for an operational setting. Furthermore, we evaluated the forecast quality of the hyperparameter optimized combination model, when trained on a new high-resolution dataset. This dataset consists, on the one hand, of forecasts of DWD’s ensemble-based precipitation nowcasting algorithm STEPS-DWD (Reinoso-Rondinel et al. 2022) and, on the other hand, of ensemble forecasts produced by an experimental setup of the operational high-resolution short-term NWP model ICON-D2.

The validation results for the new dataset show that the combination model and its modification achieve similar scores as for the previously considered dataset (Schaumann et al. 2021). More precisely, we were able to show that our C^3 models are indeed consistent over the whole range of threshold exceedances considered in this study. The forecasts represent an optimal combination of the input forecasts of STEPS-DWD and ICON-D2, which is indicated by a higher Brier skill score over all thresholds and lead times. The impact of spatial smoothing caused by convolutions is reduced by the C^3 models. That is effected, first, due to the utilization of probabilities based on hourly rainfall amount and, second, due to the forecast calibration. The reliability diagrams of the combination models are well calibrated for all lead times and at least for the two lowest thresholds. The only diagrams affected by the smoothing mentioned above are those of the thresholds of 1 and 2 mm, for the C^3 model at +3 h and for the C^1_LT1 model at +6 h. However, in case of the C^3 model this may be attributed to the low number of triangular functions.

In an operational setting robust and interpretable forecasts are important, that is, a forecast model should not only achieve high aggregate validation scores, but also produce spatially and temporally consistent forecasts. For this, we investigated the performance of both initial models and the combination models by considering spatially resolved validation scores, to see how well each model performs at single grid points. The spatially resolved scores of bias and BSS reveal typical shortcomings of radar measurements and radar compositing, for example, range attenuation that was not corrected due to the operation of a single-polarization radar, beam blocking, and temporary radar outages. However, the resulting spatial patterns are also visible in those results of the C^3 models, indicating that these deficits are not learned by the latter models, since these deficits are also present in the ground truth.

Finally, we considered the flip-flop index as a measure of temporal consistency. The obtained results show that both combination models produce forecasts with spatially more homogeneous validation scores and an improved flip-flop score. However, some spatial artifacts remain along the boundaries of radar coverage areas, which is likely due to the radar composite being used as ground truth. A possible alternative ground truth for verification could be station measurements. Moreover, we tested a modification (C^3_{LT1}) of the C^3 model that led to increased sharpness and a slight improvement of the flip-flop score over the C^3 model.

b. Outlook

The current combination model produces probabilities for the exceedance of thresholds at single grid points. However, for weather warnings it would be useful to predict probabilities for the exceedance of thresholds within predefined areas (e.g., river basins or municipal territories). As a next step we will investigate how the current combination model can be modified in order to predict such area-dependent exceedance probabilities.

Additionally, we will extend the underlying dataset by the winter months 2021/22 to investigate the performance of the combination model for different seasons, and whether additional predictors like orography, wind information, local forecast variance or ensemble spread improves the combined forecast.
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