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ABSTRACT

Some forecasters apparently subscribe to a model of the subjective probability forecasting process in which their judgments are expressed in terms of "second-order" probabilities. First, we briefly consider the nature of these second-order probabilities and describe the second-order model, and then we demonstrate that strictly proper scoring rules encourage forecasters who subscribe to the second-order model to make their forecasts correspond to their expected judgments.

1. Introduction

In the standard model of the subjective probability forecasting process, a forecaster expresses his judgment concerning (say) the occurrence of (measurable) precipitation in terms of a number $p$ ($0 \leq p \leq 1$). Further, this model prescribes that the forecaster modifies $p$ when he receives additional relevant information. However, recent discussions with National Weather Service forecasters indicate that this model may not provide an adequate description of the behavior of certain forecasters. Apparently, these forecasters express their judgments in terms of a probability distribution $F(p)$ on the probability $p$, and modify $F(p)$ upon the receipt of additional relevant information. Since $p$ is itself a probability, the distribution $F(p)$ consists of "second-order" probabilities. Thus, we can refer to the standard model as a first-order model and to the model which involves second-order probabilities as a second-order model.

Strictly proper scoring rules have been formulated as a means of encouraging a forecaster who subscribes to the first-order model to make his forecast correspond to his judgment. Specifically, in the presence of a strictly proper scoring rule, such a forecaster can maximize his expected score only if he makes his (precipitation probability) forecast $r$ correspond exactly to his judgment $p$. The purpose of this paper is to investigate the effect of strictly proper scoring rules on the behavior of forecasters who subscribe to the second-order model.

We briefly consider the nature of second-order probabilities and describe the second-order model in Section 2. In Section 3 we investigate the effect of strictly proper scoring rules on the behavior of forecasters who subscribe to the second-order model for both a special and the general situation. Section 4 consists of a brief summary and conclusion.

2. Second-order probabilities and the second-order model

As indicated in Section 1, the distribution $F(p)$ consists of second-order probabilities. These probabilities can be thought of as expressing, in quantitative, probabilistic terms, the forecaster's "uncertainty" over the possible judgments concerning the occurrence of precipitation. For example, a particular forecaster on a particular occasion may believe that "the probability that the precipitation probability $p$ is 0.2 is greater than the probability that $p$ is 0.5." Savage (1954, pp. 57–60) raises certain questions of a theoretical nature related to the introduction of second-order probabilities as a means of expressing this uncertainty.
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ever, a discussion of these questions, and their implications for subjective probability forecasting, is beyond the scope of this paper. We simply assume that situations may exist in which the introduction of second-order probabilities is appropriate from a meteorological point of view and reasonable from a probabilistic point of view.

In order to indicate the nature of the effect of additional information on second-order probabilities, consider an occasion on which, in the forecaster’s judgment, the probability (of precipitation) \( p \) has a uniform distribution on the interval \([0.2, 0.5]\). That is, in the forecaster’s judgment, the value of \( p \) lies in the interval between 0.2 and 0.5, inclusive, and all sub-intervals of this interval of equal length are equally likely to contain \( p \). Then,

\[
F(p) = \begin{cases} 
1 & \quad p > 0.5 \\
(10/3) (p - 0.2), & \quad 0.2 \leq p \leq 0.5 \\
0 & \quad p < 0.2 
\end{cases}
\]

Note that the forecaster’s expected judgment \( E(p) \) is 0.35. Now, suppose that the forecaster receives an additional “item” of information, as a result of which he revises his judgment. In particular, suppose that his revised judgment is \( F'(p) \), where

\[
F'(p) = \begin{cases} 
1 & \quad p > 0.4 \\
10(p - 0.3), & \quad 0.3 \leq p \leq 0.4 \\
0 & \quad p < 0.3 
\end{cases}
\]

That is, in the forecaster’s judgment, \( p \) is now uniformly distributed on the interval \([0.3, 0.4]\). Note that \( E'(p) \) = 0.35 \( = E(p) \). Thus, this particular item of information has “sharpened up” the forecaster’s judgment; however, the forecaster’s expected judgment has not been changed. In general, of course, an item of information may “sharpen up” or “spread out” a forecaster’s judgment and may or may not result in a change in his expected judgment.

3. The second-order model and strictly proper scoring rules

In this section, we investigate the effect of strictly proper scoring rules on the behavior of forecasters who subscribe to the second-order model for both a special and the general situation.

a. Special situation

Consider a two-state, i.e., “precipitation—no precipitation,” situation in which the forecaster’s judgment concerning the occurrence of precipitation is expressed in terms of a probability distribution \( F(p) \) and in which the scoring rule of concern is the probability score \( PS \) (Brier, 1950), a strictly proper scoring rule (Murphy and Epstein, 1967). When his forecast probability (of precipitation) is \( r \), the forecaster receives a score \( PS(r) \), where

\[
PS(r) = \begin{cases} 
2(1-r)^2 & \quad \text{if precipitation occurs} \\
2r^2 & \quad \text{if no precipitation occurs}
\end{cases}
\]

Then, the expected (probability) score is \( E[PS(r,p)] \), or simply \( E(PS) \), where

\[
E(PS) = \int_0^1 PS(r,p) dF(p),
\]

or

\[
E(PS) = \int_0^1 \{r[2(1-r)^2] + (1-r)(2r^2)\} dF(p),
\]

or

\[
E(PS) = 2(1-2r) \int_0^1 pdF(p) + 2r^2 \int_0^1 dF(p),
\]

or

\[
E(PS) = 2(1-2r)E(p) + 2r^2.
\]

Now, differentiating \( E(PS) \) with respect to \( r \) and setting the result equal to zero yields

\[-4E(p) + 4r = 0,
\]

or

\[r = E(p).
\]

Thus, the forecaster minimizes\(^6\) his expected score by making his forecast \( r \) correspond to his expected judgment \( E(p) \).

b. General situation

Consider a \( K \)-state situation in which the forecaster’s judgment is expressed in terms of a \( K \)-dimensional probability distribution \( F(p) = F(p_1, \cdots, p_K) \) defined on the \((K-1)\)-dimensional simplex \( P \), where

\[
P = \{(p_1, \cdots, p_K) \mid p_k \geq 0, \sum_k p_k = 1; k = 1, \cdots, K\}.
\]

Let \( S_j(r) \) denote the score assigned by a strictly proper scoring rule \( S \) to a forecast \( r = (r_1, \cdots, r_K) \), where \( r_k \geq 0 \) and \( \sum_k r_k = 1 \) (\( k = 1, \cdots, K \)), when state \( j \) obtains. Then, the forecaster’s expected score is \( E[S(r,p)] \), or simply \( E(S) \), where

\[
E(S) = \int_p S(r,p) dF(p),
\]

or

\[
E(S) = \int_p \left[ \sum_{j=1}^K p_j S_j(r) \right] dF(p),
\]

or

\[
E(S) = \sum_{j=1}^K S_j(r) \int_p p_j dF(p),
\]

or

\[
E(S) = \sum_{j=1}^K S_j(r) E(p_j).
\]

\(^6\) The probability score is defined in such a way that a smaller score is "better," and, as a result, the forecaster is concerned with minimizing his expected score. Note that \( \partial [E(PS)] / \partial r > 0 \).
The form of $E(S)$, in (1), indicates that $E(p_i)$ plays the same role in the second-order model as $p_i$ itself plays in the first-order model (Winkler and Murphy, 1968, p. 754; Staël von Holstein, 1970, p. 360; Murphy, 1970, pp. 919–920). Thus, the forecaster maximizes $E(S)$ by setting $r_j$ equal to $E(p)$, i.e., by setting $r_j$ equal to $E(p_i)$ for all $j$.

4. Summary and conclusion

In this paper we have briefly considered the nature of second-order probabilities and described a second-order model of the subjective probability forecasting process. Then we have demonstrated that a forecaster’s expected judgment $E(p)$ plays the same role in a second-order situation in which his judgment is expressed in terms of a probability distribution $F(p)$ as the judgment $p$ itself plays in the standard, first-order situation. In particular, strictly proper scoring rules, in the second-order situation, encourage the forecaster to make his forecast $r$ correspond to his expected judgment $E(p)$.

In conclusion, we note that this result can be extended to situations in which higher-order models are appropriate (although such an extension is of theoretical rather than practical interest). In particular, for an $N$th-order model, a forecaster whose judgment is expressed in terms of an $N$th-order probability distribution maximizes his expected score, in the presence of a strictly proper scoring rule, by setting his forecast $r$ equal to the $(N-1)$st order expected value of $p$.
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