Multiparameter Raman Lidar Measurements for the Characterization of a Dry Stratospheric Intrusion Event
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ABSTRACT

The University of Basilicata Raman lidar system (BASIL) is operational in Potenza, Italy, and it is capable of performing high-resolution and accurate measurements of atmospheric temperature and water vapor based on the application of the rotational and vibrational Raman lidar techniques in the ultraviolet region. BASIL was recently involved in the 2005 International Lindenberg campaign for Assessment of Humidity and Cloud Profiling Systems and Its Impact on High-Resolution Modeling (LAUNCH 2005) experiment held from 12 September to 31 October 2005. A thorough description of the technical characteristics, measurement capabilities, and performances of BASIL is given in this paper. Measurements were continuously run between 1 and 3 October 2005, covering a dry stratospheric intrusion episode associated with a tropopause folding event. The measurements in this paper represent the first simultaneous Raman lidar measurements of atmospheric temperature, water vapor mixing ratio, and thus relative humidity reported for an extensive observation period (32 h).

The use of water vapor to trace intruded stratospheric air allows the clear identification of a dry structure (∼1 km thick) originating in the stratosphere and descending in the free troposphere down to ∼3 km. A similar feature is present in the temperature field, with lower temperature values detected within the dry-air tongue. Relative humidity measurements reveal values as small as 0.5%–1% within the intruded air. The stratospheric origin of the observed dry layer has been verified by the application of a Lagrangian trajectory model. The subsidence of the intruding heavy dry air may be responsible for the gravity wave activity observed beneath the dry layer.

Lidar measurements have been compared with the output of both the fifth-generation Pennsylvania State University–National Center for Atmospheric Research (PSU–NCAR) Mesoscale Model (MM5) and the European Centre for Medium-Range Weather Forecasts (ECMWF) global model. Comparisons in terms of water vapor reveal the capability of MM5 to reproduce the dynamical structures associated with the stratospheric intrusion episode and to simulate the deep penetration into the troposphere of the dry intruded layer. Moreover, lidar measurements of potential temperature are compared with MM5 output, whereas potential vorticities from both the ECMWF model and MM5 are compared with estimates obtained combining MM5 model vorticity and lidar measurements of potential temperature.

1. Introduction

According to the Brewer–Dobson model (Brewer 1949), circulation in the upper troposphere and stratosphere can be described as an organized upward mass transport from the troposphere to the stratosphere in the tropics followed by a transport to the extratropics in the stratosphere and a downwelling from the stratosphere to the troposphere at middle and high latitudes (Holton et al. 1995). Tropopause folds are the dominant and most efficient mechanism of stratosphere–troposphere exchange (STE) in the middle latitudes. Tropopause folds are events in which the boundary between the stratosphere and the troposphere temporary folds into the troposphere, frequently leading to dynamical instability, enhanced turbulence (Shapiro 1980), and chemical...
mixing between the two layers. Tropopause folds lead to
the intrusion into the troposphere of stratospheric air
that sinks into the baroclinic zone beneath the upper-
tropospheric jet stream. Folds usually take place on the
western flank of cut-off low systems. Clean, dry strato-
spheric air, rich in ozone and potential vorticity (PV), is
transported downward to tropospheric levels. Strato-
spheric air intruding into the troposphere forms fila-
mentary features in ozone (Reid and Vaughan 1991;
Galani et al. 2003), water vapor (Appenzeller and Davies
1992), and temperature profiles. These filaments can
subside deep into the troposphere (Stohl and Trickl
1999), triggering severe weather events (Massacand et al.
2001) and high wind speeds at the surface (Goering et al.
2001). Finally, these features are destroyed by turbulence
(Shapiro 1980), which can be generated by convection,
breaking gravity waves, and wind shear. The lifetime of
the filaments is also influenced by radiation (Forster and
Wirth 2000) and molecular diffusion, which ultimately
determine the time scales of dry stratospheric air mixing
with surrounding tropospheric air (Shapiro 1980).
Raman lidars with water vapor and temperature
measurement capabilities are very suitable tools to re-
solve the spatial and temporal scales of these atmos-
spheric features and to provide information about their
evolution. The use of these systems allows us to ac-
curately trace stratospheric air intruding into the trop-
osphere. In this study, we illustrate and discuss the
measurements carried out by a rotational–vibrational
Raman lidar system to characterize a stratospheric air
intrusion event on its way down to the lower tropo-
sphere. Water vapor lidar measurements during strato-
spheric intrusions and tropopause fold events have been
reported by Hoinka et al. (2003), D’Aulerio et al. (2004),
Flentje et al. (2005), and Di Girolamo et al. (2008).
However, the present paper represents, to our knowl-
edge, the first reported measurements of these phe-
nomena based on the application of a lidar system with
both water vapor and temperature measurement ca-
pabilities. Simultaneous atmospheric temperature and
water vapor mixing ratio measurements, and conse-
quently relative humidity, are reported and discussed for
an extensive observation period (32 h) covering night-
time, daytime, and the transitions between the two.
In this paper, the rotational and the vibrational
Raman lidar techniques are applied for the first time
together in a UV lidar system, making this a completely
eye-safe system. Previous papers reporting simultaneous
lidar measurements of both rotational and vibrational
Raman scattering performed by a single lidar system
or by collocated lidar systems were based on measure-
ments in the visible (532 nm; see, e.g., Mattis et al. 2002).
It is noteworthy that the UV region is safer than the
visible region in terms of hazard for eye injury, with a
threshold for the thermal retinal damage that is 3–4 orders
of magnitude lower. Specifically, the maximum allowed
exposition of the human eye to 1–100-ns laser pulses is
31–100 J m$^{-2}$ in the spectral region of 315–400 nm,
whereas it is only 5 mJ m$^{-2}$ in the 400–700-nm region
(IEC 2001). UV laser beams used in most lidar appli-
cations, as in the present system, result to be eye safe
within a few hundred meters of the laser source.
Although stratosphere–troposphere exchange pro-
cesses associated with midlatitude tropopause folding
episodes have been widely studied over the last four
decades using both observations and numerical models
(e.g., review in Stohl et al. 2003), a limited number of
papers focuses on the study of the evolution of deep
intrusion events based on both measurements and mod-
eling (e.g., Cristofanelli et al. 2003; Roelofs et al. 2003;
Zanis et al. 2003; Flentje et al. 2005). In this paper, lidar
measurements are compared in terms of water vapor
mixing ratio with simulations from the fifth-generation
Pennsylvania State University–National Center for
Atmospheric Research (PCU–NCAR) Mesoscale Model
(MM5) and the European Centre for Medium-Range
Weather Forecasts (ECMWF) global model and in terms
of potential temperature with MM5. Additionally, po-
tential vorticity computations from both ECMWF and
MM5 are compared with estimates obtained combining
MM5 model vorticity and the lidar measurements of
potential temperature.
The paper is organized as follows: In section 2, we
briefly describe the Raman lidar system setup and the
methods of analysis and calibration of lidar data. In
section 3, a brief description of the mesoscale model is
provided, and the meteorological situation is described in
section 4. Results are outlined and discussed in section 5
and summarized in section 6.

2. BASIL

Lidar measurements presented in this paper were
performed in Potenza, Italy (40°38′45″N, 15°48′32″E,
730 m above mean sea level), by the University of
Basilicata Lidar system (BASIL) from the Department
of Environmental Engineering and Physics (DIFA). The
major feature of BASIL is represented by its capability
to perform high-resolution and accurate measurements
of atmospheric temperature, in both daytime and night-
time, based on the application of the rotational Raman
lidar technique in the UV (Behrendt and Reichardt 2000;
Di Girolamo et al. 2004; Behrendt 2005; Di Girolamo
et al. 2006). Besides temperature, BASIL is capable to
provide measurements of particle backscatter at 355
and 532 nm, particle extinction at 355 nm, particle

Unauthenticated | Downloaded 07/30/22 05:03 AM UTC
depolarization at 355 nm, and water vapor mixing ratio (Whiteman 2003a,b) in both daytime and nighttime. Relative humidity measurements are obtained from the simultaneous measurements of water vapor and temperature. This wide set of measured parameters makes this system particularly suited for the study of meteorological processes and the characterization of aerosol and cloud microphysical properties.

The experimental setup of BASIL was described in few previous papers (Maestri et al. 2009, submitted to Atmos. Res.; Griaznov et al. 2007; Fiorucci et al. 2008). However, more detailed descriptions of the system design, methods of data analysis, procedures for calibration, and characteristics of the lidar system uncertainty in terms of both random and systematic errors are provided here.

BASIL makes use of a neodymium-doped yttrium aluminium garnet (Nd:YAG) laser source equipped with second and third harmonic generation crystals and capable of emitting pulses at 355 and 532 nm, with single pulse energies of 250 and 300 mJ, respectively; a pulse repetition rate of 20 Hz; and a pulse duration of 5–6 ns. The beam divergence is 0.5 mrad [full width at half maximum (FWHM)] and the beam diameter is 8 mm. Laser beams at 355 and 532 nm are simultaneously transmitted in the atmosphere along the zenith. To meet eye-safety requirements, only a small fraction of the 532-nm laser energy (5 mJ) is transmitted into the atmosphere, whereas the remainder is sent into an optical dump. Considering 5 mJ m⁻² as the maximum allowed exposition of the human eye to 5–6-ns laser pulses at 532 nm (IEC 2001), eye-safety conditions are reached at 2250 m. On the contrary, the laser beam at 355 nm is transmitted unattenuated. In fact, considering a maximum allowed exposition of 50 J m⁻² to 5–6 ns laser pulses at 355 nm, eye-safety conditions are reached within 160 m of the laser source.

The receiver is built around a telescope in Newtonian configuration (40-cm diameter primary mirror). Collected radiation is split into eight portions by means of dichroic or partially reflecting mirrors; specifically, two portions are fed into the detection channels used for temperature measurements; two other portions are sent to the water vapor and nitrogen Raman channels; another two portions are fed into the 355- and 532-nm elastic channels; and a fraction of the signal entering the 355-nm channel is split into two additional portions to allow the detection of the parallel and cross-polarized elastic signals used for the determination of particle depolarization. Signal selection is performed by means of narrowband interference filters, whose specifications are reported in Table 1. Signal detection is accomplished by means of photomultipliers located in cascade with each interference filter, whereas detected signals are sampled by means of photon-counting units. The vertical and temporal resolutions of the rough data are 30 m and 1 min, respectively. A block diagram of the system is provided in Fig. 1.

The photon-counting electronics used in BASIL for signal detection has a maximum measurable count rate of 350 MHz, which corresponds to a minimum pulse-pair resolution time of 2.9 ns. For count rates higher than 10 MHz, a count-saturation correction scheme has to be applied to correct for the nonlinear response of these devices. Assuming the counting system to be non-paralyzable, the following correction algorithm is used:

\[
N_{\text{real}} = \frac{N_{\text{obs}}}{1 - \tau N_{\text{obs}}},
\]

where \(N_{\text{obs}}\) is the observed count rate; \(N_{\text{real}}\) is the actual count rate; and \(\tau\) is the value of the resolving time, also called counting system dead time. This correction scheme is usually applied to \(N_2\) Raman signals and rotational Raman signals up to an altitude of \(\sim4\) km. In the determination of counting system resolving time, contributions from different components of the receiving system must be considered, with photomultipliers usually playing an important role. The considered photomultipliers have a very short rise of 0.7 ns for an overall pulse width not exceeding 2 ns (FWHM), which characterizes them as high-speed response photomultipliers. This value is less than the nominal resolving time of the counting system (2.9 ns). The resolving time of each photomultiplier/discriminator/counting unit was determined empirically based on the procedure originally proposed by Donovan et al. (1993), as modified by
Whiteman et al. (1992) and Whiteman (2003a). For this purpose, we considered two sets of atmospheric signals: full-strength signals and signals acquired with 20% neutral density filters in front of the detector. An assumption was made that the same atmospheric and instrumental conditions were present during the measurement of both signals. The nonparalyzable correction algorithm in expression (1) was applied to both the full- and reduced-strength signals, considering different values of the resolving time. We tested values of $\tau$ in the range of 2.0–3.0 ns, with steps of 0.2 ns. The ratio of the count-corrected reduced-strength signals to the count-corrected full-strength signals was then computed for the different values of $\tau$. For each photomultiplier, the resolving time value that yields curves that are most nearly constant with altitude was the chosen value for final correction. Determined values are found to be in the range of 2.8–3.0 ns.

The correction algorithm in expression (1) is applicable when the true count rate is not exceeding $\tau^{-1}$ (Mielke 2005). The maximum observed count rate that was experienced during the present measurements was $\sim$130 MHz, whereas typical values during measurements were much smaller (50 MHz). Considering a resolving time $\tau$ of 2.9 ns, the maximum correction factor is 1.61 and the maximum true count rate is 210 MHz, whereas the typical correction factor and typical true count rate are 1.17 and 58 MHz, respectively. Maximum and typical true count rates are well below the value of $\tau^{-1}$ (350 MHz) indicated by Mielke. An error of $\pm 0.1$ ns in the estimate of $\tau$ may lead to a systematic error in water vapor mixing ratio measurements of 3% and 0.7% at maximum and typical count rate levels, respectively. However, it is to be noticed that the correction algorithm in expression (1) is applied before the calibration procedure (illustrated later); thus, potential systematic errors in the application of the correction algorithm are removed in the calibration procedure and residual errors associated with the application of the count-saturation correction scheme are finally included inside the calibration error (3%–5%).

Temperature measurements are performed by BASIL through the application of the rotational Raman lidar technique in the UV (Di Girolamo et al. 2004), which is based on the detection of pure rotational Raman
scattering from oxygen and nitrogen molecules in the proximity of the laser wavelength ($\lambda_{\text{lo}} = 354.3$ nm and $\lambda_{\text{hi}} = 352.9$ nm). Atmospheric temperature can be obtained from the power ratio of high-to-low quantum number rotational Raman signals $R(T)$ through the application of the analytical expression

$$R(T) = \frac{P_{\text{hi}}(z[T])}{P_{\text{lo}}(z[T])} \approx \exp\left(\frac{\alpha}{T} + \beta\right), \quad (2)$$

where $P_{\text{hi}}(z)$ and $P_{\text{lo}}(z)$ are the background-subtracted low ($\text{lo}$) and high ($\text{hi}$) quantum number rotational Raman signal intensities, respectively, from the scattering volume at altitude $z$ in the anti-Stokes branch.

The calibration function $\exp(\alpha/T + \beta)$ in Eq. (2), exactly valid for two individual lines, is in good approximation also valid for BASIL, where rotational Raman signals include several lines. The calibration constants $\alpha$ and $\beta$ in Eq. (2) can be determined through the comparison of lidar data with simultaneous and collocated measurements (e.g., radiosonde data). In the case of BASIL, radiosondes (Vaisala RS92) released from the nearby Italian National Research Council (CNR) Institute of Methodologies for Environmental Analysis (IMAA) ground station (8.2 km away; west–southwest direction) were considered and the comparison was carried out for an extended measurement sample in the altitude region up to 5–10 km above mean sea level (in what follows, when not specified, altitudes are intended above mean sea level).

The Raman lidar technique for the determination of the water vapor mixing ratio profile has been extensively discussed in literature (for a review, see Whiteman 2003a,b). The water vapor mixing ratio $x_{\text{H}_2\text{O}}(z)$ can be obtained from the power ratio of water vapor to molecular nitrogen vibrational Raman signals through the application of the analytical expression

$$x_{\text{H}_2\text{O}}(z) = k \frac{P_{\text{H}_2\text{O}}(z)}{P_{\text{N}_2}(z)} \Delta T_{\text{H}_2\text{O} - \text{N}_2}, \quad (3)$$

where $P_{\text{H}_2\text{O}}(z)$ and $P_{\text{N}_2}(z)$ are the background-subtracted water vapor and molecular nitrogen Raman signal intensities, respectively; $k$ is the lidar system calibration coefficient; and $\Delta T_{\text{H}_2\text{O} - \text{N}_2}$ is the differential transmission term, which accounts for the different atmospheric transmission at the two Raman wavelengths $\lambda_{\text{H}_2\text{O}} = 407.5$ nm and $\lambda_{\text{N}_2} = 386.7$ nm. Here, $\Delta T_{\text{H}_2\text{O} - \text{N}_2}$ is primarily caused by Rayleigh scattering and can easily be determined based on the use of radiosonde or standard-atmospheric profiles of number density. For the present measurements, we considered collocated radiosonde launches and number density profiles at the times and altitudes of the lidar data were obtained from linear interpolation of the radiosonde data (more details on this interpolation procedure are illustrated in section 5, when discussing Fig. 11). An additional component of $\Delta T_{\text{H}_2\text{O} - \text{N}_2}$ is associated with wavelength dependence of particle extinction, which is usually very small (1%–2%); for the present measurements, this component was determined from simultaneous and collocated lidar measurements of particle extinction at 355 nm based on the procedure proposed by Whiteman (2003b). The error affecting the estimate of $\Delta T_{\text{H}_2\text{O} - \text{N}_2}$ is found to not exceed 1%.

The use of narrowband interference filters for the selection of the $\text{H}_2\text{O}$ and $\text{N}_2$ Raman signals requires a proper accounting for the temperature dependence of $\text{H}_2\text{O}$ and $\text{N}_2$ Raman scattering. For the filter configuration of BASIL (filter widths $\Delta \lambda_{\text{H}_2\text{O}} = 0.25$ nm and $\Delta \lambda_{\text{N}_2} = 1.0$ nm FWHM), the magnitude of this effect varies from 0% to 2.5% in the temperature range observed between the surface and 10 km (Whiteman 2003a). To remove this systematic effect, a height-dependent correction term was applied to the data (Whiteman 2003a). This correction term was determined from simultaneous temperature lidar measurements (Whiteman 2003a; Whiteman et al. 2006), assuming the interference filters to have a Gaussian shape (the filter specs in terms of center wavelength and width are included in Table 1) and considering the Raman spectroscopic information reported in Avila et al. (1999). The residual error after correction is expected to not exceed 0.5%.

The calibration coefficient $k$, for BASIL, was determined by comparing water vapor mixing ratio data from lidar and radiosondes for an extended measurement sample in the altitude region of 3–7 km. For this purpose, the radiosondes released from the nearby IMAA ground station were considered again. The selection of the altitude region of 3–7 km comes from the necessity to exclude boundary layer data from the comparison because, in the boundary layer, the effects of water vapor heterogeneity may be large for the two sites, which are 8.2 km apart.

Relative humidity over water $\text{RH}(z)$ is defined as

$$\text{RH}(z) = \frac{e(z)}{e_{\text{s}\text{H}_2\text{O}}(z)}, \quad (4)$$

where $e(z)$ is the vertical profile of the water vapor partial pressure and $e_{\text{s}\text{H}_2\text{O}}(z)$ is the vertical profile of the saturation pressure over water. The water vapor partial pressure $e(z)$ is related to the water vapor mixing ratio $x_{\text{H}_2\text{O}}(z)$ through the expression (Mattis et al. 2002)

$$e(z) = x_{\text{H}_2\text{O}}(z) \frac{p(z)}{e + x_{\text{H}_2\text{O}}(z)}, \quad (5)$$
Based on recommendations from World Meteorological Organization (WMO 2000, appendix A), $e_{S_{H2O}}(z)$ can be expressed as:

$$e_{S_{H2O}}(z) = 10^a[d(1-273.16/T(z)) + b\log[T(z)/273.16] + c[1-10^{8[T(z)/273.16-1]}] + d[1-10^{4[T(z)/273.16-1]}] + e[10^{-0.622(T(z)-273.16)}] + f[10^{-0.78614(T(z)-273.16)}] + g],$$

where $a = 10.79574$, $b = -5.02800$, $c = 1.50475 \times 10^{-4}$, $d = -8.2969$, $e = 0.42873 \times 10^{-3}$, $f = -4.769955$, and $g = 0.78614$.

The value of $e_{S_{H2O}}(z)$ depends solely on atmospheric temperature $T(z)$, which is measured by BASIL, whereas $e(z)$ can be obtained from $x_{H2O}(z)$, again measured by BASIL, and $p(z)$ can be obtained from radiosonde data or from surface pressure measurements hydrostatically scaled to the lidar altitude levels $z$. In the present work, we considered pressure information from radiosondes; pressure profiles at the times and altitudes of the lidar data were obtained from linear interpolation of the radiosonde data (more details on this interpolation procedure are illustrated in section 5, when discussing Fig. 11).

The use of a very compact optical design reduces significantly the differences between the overlap functions of the H$_2$O and N$_2$ Raman signals used to estimate the water vapor mixing ratio. Nevertheless, small differences between the two overlap functions in the lower 1500 m may be quantified through the application of the so-called N$_2$ calibration procedure (Whiteman et al. 1992), which consists of an N$_2$ Raman filter in both the H$_2$O and N$_2$ channels. In the application of this procedure, if dichoric mirrors are used for the partitioning of the signals, then these have to be removed to eliminate potential polarization effects and they must be substituted by partially reflecting mirrors, which have transmission efficiencies that are wavelength and polarization independent. In the present system, the beam splitter used to separate the H$_2$O and N$_2$ Raman signals is characterized by a high reflectivity (~90%), which guarantees that most of the H$_2$O Raman signal is deflected into the H$_2$O Raman channel, and a low transmission (~10%), which allows to feed a limited portion of the N$_2$ Raman signal—which is too strong and needs to be attenuated in any case—into the N$_2$ Raman channel. This calibration procedure is applied at the beginning and end of each measurement session of BASIL. In case of high water vapor horizontal homogeneity, an alternative estimate of the overlap function ratio is obtained from the comparison of lidar with simultaneous and collocated radiosonde measurements. Estimates of the overlap function from these two calibration procedures have been compared and deviations from the two estimates were found to not exceed 2%.
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humidity measurements can then be determined from the random uncertainty affecting temperature and water vapor mixing ratio measurements through the expression (Mattis et al. 2002)

\[
\Delta RH(z) = \sqrt{\left( \frac{\partial RH}{\partial e} \frac{\partial e}{\partial x_{H_2O}} \right)^2 \Delta x_{H_2O}^2(z) + \left( \frac{\partial RH}{\partial e} \frac{\partial e}{\partial T} \right)^2 \Delta T^2(z)}.
\]

(9)

This expression neglects the error contribution associated with pressure uncertainties, which is much smaller than the other terms.

Statistical errors for temperature, water vapor mixing ratio, and relative humidity measurements are represented in Figs. 2a–c, respectively. Nighttime and daytime performances are determined for the dataset under consideration. Specifically, nighttime performances were determined at 0000 UTC 2 October 2005, whereas daytime performances were determined at 0700 UTC 2 October 2005. Vertical and temporal resolutions can be traded-off to improve measurement precision, with random error in Eqs. (7)–(9) being inversely proportional to the square root of both the vertical and temporal resolutions. Precision estimates in Figs. 2a–c are based on vertical and temporal resolutions of 300 m and 10 min, respectively.

For nighttime operation, the statistical uncertainty affecting temperature measurements \(\Delta T(z)\) is between 0.2 and 1 K up to 7.5 km and is less than 1.5 K up to 9 km. For daytime operation, \(\Delta T(z)\) is less than 1 K up to 5.5 km and less than 5 K up to 8 km, with a maximum precision of 0.2 K at 1.6–2.0 km. At nighttime, the percent random error affecting water vapor mixing ratio measurements, \(\Delta x_{H_2O}(z)/x_{H_2O}(z)\), is less than 1% up to 3 km and less than 10% up to 9 km. For daytime operation, \(\Delta x_{H_2O}(z)/x_{H_2O}(z)\) is less than 20% up to 5.5 km (with the only exception of the data points within the dry layer, where values reach up to \(\sim 50\%)\) and less than 100% up to 8.5 km. The random error for relative humidity measurements, \(\Delta RH(z)\), at night, is less than 3% up to 6.7 km and less than 5% up to 9 km, with \(\Delta RH(z) < 1\%\) between 1.8 and 5 km and with values not exceeding 0.5% in the dry layer. For daytime operation, \(\Delta RH(z)\) is less than 3% up to 4 km and less than 10% up to 5.5 km, with values not exceeding 0.5% in the dry layer. Finally (not shown), random error affecting night time particle backscatter measurements at 355 nm is \(\sim 5\%\) up to 2 km and less than 20% up to 10 km, whereas for daytime measurements it is \(< 10\%\) up to 2 km and less than 30% up 10 km; random error affecting nighttime particle extinction measurements is \(5\%\) up to 2 km and less than 20% up 10 km, whereas for daytime measurements it is \(< 10\%\) up to 2 km and less than 50% up 10 km.

Besides random errors, which limit measurement precision, several sources of systematic error have to be considered to assess measurement accuracy. In temperature measurements, laser frequency fluctuations resulting from thermal drifts inside the laser cavity \((-0.1 \text{ cm}^{-1} \text{ K}^{-1})\) can lead to a systematic bias not exceeding 0.1 K (Di Girolamo et al. 2004), whereas filter position drifts associated with thermal drifts are also \(< 0.1 \text{ K}\) for filters contained in a thermally controlled environment (Di Girolamo et al. 2006). A bias of \(-0.2 \text{ K}\) is associated with the uncertainty in the estimate of the calibration coefficients [radiosonde biases, different air masses being sensed by the radiosonde and the lidar, and the assumption of the calibration function in Eq. (2) to be valid for large portions of the rotational Raman spectrum]; this uncertainty includes the residual error associated with the application of the count-saturation correction scheme already discussed. An additional bias source may be associated with slight receiver misalignments leading to different overlap functions in the two RR channels [as mentioned earlier, this may lead to an additional uncertainty of 1%–2% in the overlap region (i.e., in the lowermost 1.5 km), which translates into a temperature bias of \(< 2 \text{ K}\)].

In water vapor mixing ratio measurements, a systematic error is associated with the estimate of the calibration coefficient (3%–5%), again including the residual error associated with the application of the count-saturation correction scheme already discussed. An additional bias (\(< 0.5\%)\) is associated with the use of narrowband filters (see earlier discussion). The systematic errors associated with the determination of the differential transmission term \(\Delta T_{H_2O}\) is less than 1%, whereas the residual bias after correcting for differences in the overlap functions of the \(\text{H}_2\text{O}\) and \(\text{N}_2\) Raman signals (important only in the lowermost 1.5 km) is less than 2%.

3. Mesoscale modeling

MM5, version 3 (Grell et al. 1994; Dudhia 1993) was operationally running over Italy at Centro di Eccellenza Tecniche di Telerilevamento e Modellistica Numerica per la Previsione di Eventi Meteo Severi (CETEMPS)—University of Aquila during the 2005 International
Lindenberg campaign for Assessment of Humidity and Cloud Profiling Systems and Its Impact on High-Resolution Modeling (LAUNCH 2005). MM5 is a limited-area, nonhydrostatic, terrain-following sigma-coordinate model designed to simulate or predict mesoscale and regional-scale atmospheric circulation. The configuration used for this study, based on CETEMPS group knowledge, is as follows (Paolucci et al. 1999): 3 two-way nested domains (grid size is 27 km for the mother domain D1, whereas it is 9 and 3 km for the nested domains D2 and D3, respectively) with high resolution over southern central Italy (Fig. 3) and 29 vertical sigma levels from the surface to 100 hPa. The Medium-Range Forecast parameterization for the PBL (Troen and Marht 1986) is used together with convective parameterization (Kain and Fritsch 1993; Ferretti et al. 2000) on domains D1 and D2. The Reisner1 (Reisner et al. 1998; Serafin and Ferretti 2007) mixed-phase scheme is used as a resolvable-scale microphysics scheme. Radiative parameterization accounts for longwave and shortwave interactions with explicit cloud and clear air, yielding atmospheric temperature tendencies and surface radiation fluxes. As noted in the results section, a higher-resolution simulation is also performed to better highlight the wave structure over BASIL. For this specific simulation, the domain configuration is modified with the addition of a higher-resolution domain (grid size = 1 km) centered over Potenza.

The ECMWF analyses are used for the initial and boundary conditions; the model simulation considered in this study starts at 1800 UTC 1 October and lasts for 48 and 33 h for the 3- and 1-km-resolution runs, respectively. The MM5 meteorological fields are compared with lidar measurements, and the results are discussed in the following sections. Model simulations are performed without assimilating lidar measurements, because they are used only for comparison. Moreover, the assessment of the impact of the assimilation of lidar data on model output (Wulfmeyer et al. 2006; Grzeschik et al. 2008) is out of the goals of this work and will be the objective of a forthcoming paper based on the use of data from multiple lidar stations.

4. Meteorological situation

Besides the MM5 model domains, Fig. 3 also shows the Spinning Enhanced Visible and Infrared Imager (SEVIRI) channel 5 image for 1800 UTC 1 October 2005, which reveals the cold dry air entering central Italy from the east and then moving southeastward (dark tongue in the figure). SEVIRI channel 5 covers the spectral range 5.35–7.15 μm, which includes a major absorption band for water vapor, and it is primarily used to monitor water vapor in the upper troposphere, with a weighting function peaking at ~350 hPa (i.e., ~8 km). The cold air intrusion is associated with intense cyclogenesis over the Tyrrhenian Sea, producing a cut-off low over western Greece. At the same time, heavy precipitations took place in northern Italy, whereas precipitations reached the observation area later on 3 October 2005.

The low-level cyclogenesis and the upper-level cut-off low are clearly shown by the ECMWF analysis of the 500-hPa geopotential height (Fig. 3, red contour lines) and the 850-hPa wind field (Fig. 3, black arrows) at 1800 UTC 1 October 2005. Note that ECMWF relative humidity analysis at 850 hPa (not shown) correctly reproduces the dry-air tongue, but also misplaces it. In fact, the dry-air tongue appears displaced westward (~200 km) with respect to satellite data, as well as with respect to the lidar data illustrated in the next section.

FIG. 2. (a) Random error affecting temperature, (b) water vapor mixing ratio, and (c) relative humidity measurements by BASIL for nighttime (0000 UTC 2 Oct 2005) and daytime operation (0700 UTC 2 Oct 2005). Precision estimates are based on vertical and temporal resolutions of 300 m and 10 min, respectively.
5. Results

a. Lidar observations of the intruded stratospheric air and the underlying wave activity

The measurements illustrated in this paper were performed in the framework of LAUNCH 2005, which was held in the period 12 September–31 October 2005. During this period, BASIL collected ~250 h of measurements distributed over 13 intensive observation periods (IOPs) and 25 days. The main goal of LAUNCH 2005 was the assessment of the impact of variational data assimilation into an operational high-resolution weather forecasting model from a network of ground-based water vapor lidars in comparison to microwave profilers.

Figure 4 illustrates the time evolution of the water vapor mixing ratio over a period of ~32 h from 1805 UTC 1 October to 0215 UTC 2 October 2005. Measurements were stopped shortly afterward because of the onset of thick clouds and precipitation. The figure covers both night-to-day and day-to-night transitions, with the daytime portion clearly distinguishable at the center of the measurement record with noisy data above ~4 km (black regions represent unrealistic values). Figure 4 is plotted as a succession of 10-min-averaged consecutive profiles. To reduce signal statistical fluctuations, vertical smoothing is applied to the data to achieve an overall vertical resolution of 75 m up to 5 km and of 150 m above 5 km. Random error in the nighttime portion is less than 2% up to 3 km and less than 15% up to 9 km, whereas random error in the daytime portion is less than 40% up to 6 km and less than 100% up to 7.5 km.

Two distinct dry laminae are observed between 1805 UTC 1 October and ~0630 UTC 2 October 2005: an upper lamina with a vertical extent of 1–1.5 km showing a descending trend from an initial altitude of 6–7 km down to ~3 km and a lower lamina with an almost-stable altitude of 2–2.5 km and a vertical extent of 0.5–1 km. The upper lamina is found to descend with an apparent fall speed of 220–250 m h$^{-1}$, and it is identified to be associated with the intrusion of dry stratospheric air, as confirmed by the back-trajectory analysis discussed later in this section (illustrated in Fig. 13). The two laminae appear to merge into a single lamina after 0630 UTC and vanish around 1430 UTC 2 October 2005, possibly destroyed by turbulence generated by convection and breaking gravity waves. Note that the lidar system detects the dry-air tongue as it moves over the system, and
the SEVIRI image at 1500 UTC 2 October (not shown here) indicates that this tongue is still present east of Potenza after it has passed the lidar site. Lidar data are in phase matching with satellite data; in fact, the dry-air tongue is clearly visible in Fig. 3 at the same time (1800 UTC) of the lidar measurements, when the elevated dry layer was first detected at an altitude of 6–7 km. Figure 4 shows large humidity gradients near the intrusion, with very dry air within the intrusion \( q = 0.05 \text{ g kg}^{-1} \); i.e., 80 ppmv) and very moist air above 3 km before the arrival of the intrusion \( q \) in excess of 2 g kg\(^{-1} \); i.e., 3200 ppmv). Values of \( q \) found within the intrusion are consistent with air masses originating in the lowermost stratosphere and progressively mixing while penetrating down through the troposphere (see discussion in section 5b concerning the progressive dilution of the dry intruded stratospheric air based on back-trajectory analysis). Increased values above 3 km before the arrival of the intrusion are consistent with deep convection, which rapidly transports moist air from the PBL into the upper troposphere.

A portion of Fig. 4 that specifically focuses on the nighttime portion of the dry intrusion event is depicted in Fig. 5. This extends for a period of ~14.5 h from 1805 UTC 1 October to 0825 UTC 2 October 2005. Data in this figure are characterized by higher vertical and temporal resolutions (60 m and 1 min, respectively), which allow us to highlight the fine structures of the water vapor field. As a drawback, the selection of higher vertical and temporal resolutions than the ones used in Fig. 4 leads to higher noise levels in the upper troposphere. Figure 5 also illustrates the MM5 model simulation of potential vorticity (black contour lines), vertical wind velocity \( w \) (white arrows) and equivalent potential temperature \( \theta_e \) (gray and black contour lines), and ECMWF model simulation of the tropopause height (yellow line corresponding to \( 2 \times 10^{-6} \text{ m}^2 \text{ s}^{-1} \text{ K kg}^{-1} \) surface). The tropopause height is found to decrease during the measurement period, as a result of the folding process. Results reveal that the dry-air intrusion observed in the lidar data is in very good correlation with the MM5 potential vorticity isoline of \( 1 \times 10^{-6} \text{ m}^2 \text{ s}^{-1} \text{ K kg}^{-1} \), with MM5 properly reproducing the dynamical structures associated with the stratospheric intrusion episode.

Lidar data in Fig. 5 also reveal the presence of waves in the low troposphere, which may have been triggered by the subsiding heavy dry air intruded from the stratosphere. Gravity waves can be generated by geostrophic adjustment in the vicinity of a tropopause fold (Zhang et al. 2001; Bertin et al 2001; Koch and Lu 2006). Observed waves may also be generated by flow over mountain ridges (Neiman et al. 2001), as Potenza is surrounded by several low-elevation mountains and orographically induced waves are often observed. The propagation of gravity waves is clearly highlighted by the wavy structure of the humidity filaments observed between 1.5 and 6 km from the beginning of the measurement period to approximately 0000 UTC 2 October 2005.
A wave activity is also visible in the MM5 output. Specifically, the MM5 high-resolution (1 km) simulation centered over BASIL (Fig. 6) shows the pressure perturbation field at 2030 UTC 1 October 2005 at an altitude of 5.5 km (red lines), which highlights the wave structure of this field. Isolines are oriented along the northwest–southeast direction, whereas throats in these isolines are oriented normally to this direction; this indicates that phase direction of waves is northwest–southeast (light blue line) and that wave fronts (dashed black lines) are approximately northeast–southwest oriented.

The wave activity is also confirmed by the MM5 output of both $w$ and $\theta_e$ in Fig. 5. The presence of an intense wave activity at these levels is shown by the alternation of cells with positive and negative values of $w$; isolines of $\theta_e$ also suggest a strong stable stratification (i.e., fluid density decreasing with altitude), which is a suitable condition for gravity wave propagation. Moreover, for altitudes above 4 km, $\theta_e$ appears to be modulated by the wave activity. To properly highlight wave structures, MM5 data shown in Fig. 6 and those for vertical wind velocity and equivalent potential temperature illustrated in Fig. 5 are obtained from a model simulation performed with a horizontal resolution of 1 km.

The lack of microbarograph data does not allow for a rigorous vector analysis; therefore, a coarse analysis of the wave parameters is performed by using the lidar measurements of the water vapor mixing ratio, radiosonde soundings, and MM5 model output. Additionally, lidar measurements of particle backscatter are considered to reveal and interpret cloud formation mechanisms.

Gravity wave wavelength can be inferred from the MM5 simulation in Fig. 6, suggesting a value of 20–30 km, which is obtained as the separation of two consecutive wave fronts. As a result of gravity wave propagation, high-frequency oscillations with an amplitude of 200 m are found in the altitude region 2–3.25 km in the vertical profile of temperature (Fig. 7) provided by the upper-air sounding released at 2351 UTC from the nearby CNR IMAA station. This figure also illustrates the simultaneous temperature profile from BASIL (vertical resolution of 30–150 m and temporal resolution of 5 min), which reveals similar oscillations in the same altitude region.

Statically stable environments, such as the nocturnal boundary layer, support gravity wave propagation. Wave frequencies for internal gravity waves must be at an altitude less than the Brunt–Väisälä frequency, or buoyancy frequency.
where $\theta_v$ is the virtual potential temperature and $g$ is the gravity acceleration at the surface.

Figure 8 illustrates the time evolution of the Brunt–Väisälä frequency as obtained from lidar measurements of potential temperature for the same 14.5-h period as in Fig. 5. The vertical and temporal resolutions of the temperature data are 300 m and 10 min, respectively. In the altitude region where waves are observed (1.5–6 km), frequencies are found to be less than $1.8 \times 10^{-2}$ Hz, which corresponds to wave periods in excess of 6 min.

Wave period and amplitude can be inferred from the wavy structure of the humidity filaments present in the lidar data of the water vapor mixing ratio (Fig. 5). Specifically, wave period is determined as the temporal separation between two wave maxima, whereas wave amplitude is determined as half the vertical distance between a wave minimum and maximum. Wave period and amplitude are found to be 35 min and 200 m, respectively. The wave period value is confirmed by MM5 vertical wind velocity data in Fig. 5 before 2100 UTC in the altitude region 2–3.5 km, where it can be obtained as a time separation of consecutive cells with positive (or negative) values of $w$. The wave period value is compatible with the already-reported Brunt–Väisälä values in the region of waves (in excess of 6 min). Phase velocity is estimated from the gravity wave period, as determined by lidar measurements, and the wavelength, as estimated from MM5 simulations, and it is found to be 10–14 m s$^{-1}$.

Figure 9 illustrates the lidar measurements of atmospheric temperature over the same 14.5-h period of Fig. 5. The vertical and temporal resolutions of the temperature data are 300 m and 10 min, respectively. Temperature data reproduce the tongue-shaped feature present in the humidity field, with colder temperatures observed within the dry-air tongue. Figure 10 illustrates the relative humidity field obtained from the simultaneous lidar measurements of the water vapor mixing...
ratio and atmospheric temperature. Here again, the vertical and temporal resolutions are 300 m and 10 min, respectively. When determining the lidar profiles of relative humidity, the pressure information from radiosondes is used. Four radiosondes were launched (1809 and 2351 UTC 1 October and 0556 and 1212 UTC 2 October 2005) that cover the 14.5-h period of these measurements. Pressure profiles at the times and altitudes of the lidar data are obtained from linear interpolation of the radiosonde data. Alternatively, pressure profiles are obtained from scaling surface pressure through the application of the hydrostatic equation. Relative humidity values as small as 0.5%–1% are observed within the upper lamina of the intruded stratospheric air, whereas the lower lamina (2–2.5 km) is characterized by relative humidity values of 5%–10%. Similar values of relative humidity as small as 0.5%–1% were also observed in intruded stratospheric air by D’Aulerio et al. (2004).

Clouds form as a result of humid air advection and uplift; uplift is determined by gravity wave activity. The presence of gravity wave–induced clouds is observed in Fig. 11, which illustrates the time evolution of particle backscatter at 355 nm. Clouds appear as out-of-range backscatter values between 1.6 and 2.0 km at ~2250 UTC and last until ~2340 UTC. Note that lidar measurements of the water vapor mixing ratio, temperature, and relative humidity reported in this paper (Figs. 4, 5, 9, 10) are performed inside and beyond the clouds because cloud optical thicknesses are small (not exceeding 0.2).

Horizontal advection of humid air is observed at levels were clouds are found to form (i.e., at 1.6–2.0 km). This is revealed by the increasing values present in the water vapor mixing ratio at these levels during the evening on 1 October (see Figs. 4, 5, 14). As a result of humid air advection and nighttime radiative cooling, relative humidity in the vertical region of 1.6–2.0 km increases from values of 20%–30% around 1800 UTC to values slightly less than 100% around 2250 UTC (Fig. 10). Clouds form when saturation conditions are reached. Then, after 2250 UTC, gravity waves contribute to the cloud formation process by providing the air uplift—with consequent adiabatic cooling—that allows for water condensation onto aerosols and the formation of cloud particles. It is noteworthy that gravity waves are present also before 2250 UTC, but the air uplift associated with these waves before 2250 UTC does not lead to the formation of clouds because of the smaller relative humidity values of the air masses sampled at these times (see Figs. 11, 10).

b. Trajectory analysis

A Lagrangian trajectory model is used to identify the origin of the observed dry layer. The trajectory analysis is performed using the National Oceanic and Atmospheric Administration Air Resources Lab (NOAA/ARL) Hybrid Single Particle Lagrangian Integrated Trajectory (HYSPLIT) transport and dispersion model (Draxler and Rolph 2003). Meteorological data from the National Centers for Environmental Prediction (NCEP)–NCAR global reanalyses are used as model input. Figure 12 illustrates the backward trajectories ending at 1800 UTC 1 October 2005, the time when the lidar measurements were started and the elevated dry layer was first observed at an altitude of 6–7 km. The backward trajectories are ending at altitudes of 5, 5.5, and 6 km above ground level (AGL), and they are extending back in time for 96 h. The trajectories clearly reveal (Figs. 12a,b) that the air mass observed in Potenza at 5–6 km AGL descended from an altitude of 7–9 km AGL over Scandinavia. Additionally, forward trajectories starting in Potenza at 1800 UTC 1 October 2005 from altitudes...
of 5–6 km AGL are found to descend to 4–5 km AGL in the following 12 h (Fig. 12c).

All the previously discussed trajectory results (Figs. 12a–c) confirm the descending trend of the stratospheric intruded air observed by lidar. The trajectories of the sounded air masses were also verified at a later time. Backward trajectories show that the air masses found at altitudes of 3.5–4.5 km AGL at 0000 UTC 2 October 2005 had moved 96 h earlier from an altitude of 5.5–7.5 km AGL, again over Scandinavia (Fig. 12d), whereas forward trajectories starting at the same time and altitudes are found to descend to 2.5–3.5 km AGL in the following 12 h (Fig. 12e), reproducing the air descending trend observed by lidar.

The HYSPLIT Lagrangian model has the possibility to track a variety of meteorological parameters along the backward/forward trajectories. Exploiting this model option, the variability of the water vapor mixing ratio along the back trajectories is determined. Specifically, the water vapor mixing ratio decreases along the back
trajectories from values of 0.065, 0.044, and 0.028 g kg$^{-1}$ at 6, 6.5, and 7 km AGL, respectively, found by the HYSPLIT model at 1800 UTC 1 October 2005 to values in the range 0.005–0.03 g kg$^{-1}$ found 36 h earlier in the altitude region of 8–10 km AGL. This result suggests the occurrence of a progressive mixing of the air masses penetrating down through the troposphere.

Furthermore, trajectory analysis results in Fig. 13 reveal that the dry layer at 2–2.5 km AGL is formed by air masses that have stationed at almost the same altitude in the previous 72 h; therefore, it did not intrude from higher levels. This result supports the hypothesis that the lower dry-air lamina is not part of the air intruded from the stratosphere.

c. Comparison of lidar versus MM5 and ECMWF

1) Water vapor mixing ratio

Comparisons in terms of the water vapor mixing ratio between lidar measurements and both the MM5 mesoscale and ECMWF global models are illustrated in Fig. 14, with the MM5 simulation in the top panel, the ECMWF analysis in the bottom panel, and the lidar measurements in both panels as contour lines. Model simulations cover the 48-h period from 1800 UTC 1 October 2005, whereas lidar measurements are reported only for the time interval when these are available (from 1805 UTC 1 October to 0215 UTC 3 October 2005). MM5 is able to simulate the presence of a dry...
layer, which subsides and reaches an altitude of \(~3\) km at approximately 0900 UTC 2 October. This result compares reasonably well with the time series measured by BASIL. Specifically, lidar measurements indicate that the dry-layer tongue penetrates in the troposphere \(~1\) km deeper than predicted by MM5. Additionally, lidar data indicate that the dry-layer tongue persists for a longer period (2–3 h) than predicted by MM5. MM5 does not appear to be able to reproduce the very low water vapor mixing ratios inside the filament: at around a 3-km altitude, the modeled water vapor mixing ratio is 2–3 times larger than the lidar measurements, whereas deviations between lidar and MM5 are only a factor of 1.5–2 in the upper portion of the layer. These results reveal a reasonably good capability of the MM5 model to simulate the evolution of the dry-air tongue intruding from the stratosphere.

On the other hand, the ECMWF analysis of the water vapor mixing ratio (Fig. 14, bottom) shows a poor agreement with both the MM5 simulation and lidar data. ECMWF fails to predict the wedge shape of the intruded dry-air tongue and its deep penetration into the lower troposphere. Values of the water vapor mixing ratio inside the dry layer are remarkably higher than those measured by lidar or produced by MM5. Additionally, ECMWF output appears to be vertically mismatched with respect to both MM5 and lidar measurements, with the latter two detecting the dry-layer tongue 1–3 km deeper in the troposphere than ECMWF.

These results reveal that the higher-resolution model allows to better simulate dry stratospheric air intrusion episodes associated with tropopause folding events, as well as to predict their destruction by turbulence. However, improvements in the simulation could probably come from real-time three-dimensional variational data assimilation (3DVAR) or 4DVAR assimilations of lidar measurements of the water vapor mixing ratio in this model.
2) POTENTIAL TEMPERATURE

The comparison between MM5 output and lidar measurements in terms of potential temperature is illustrated in Fig. 15, where lidar measurements are shown as a color map and MM5 data are illustrated as contour lines. The figure covers the period of 1800 UTC 1 October to 0800 UTC 2 October 2005. When determining lidar profiles of potential temperature, pressure information from radiosondes is used, with pressure profiles at the times and altitudes of the lidar data obtained from linear interpolation of the radiosonde data. The vertical and temporal resolutions of the lidar data are the same as in Fig. 9 (300 m and 10 min, respectively). The model sampling time is 1 h, while vertical resolution is few meters in the PBL, decreasing upward in the free troposphere. Lidar data clearly reveal the variability of potential temperature associated with the stratospheric intrusion episode, which reproduces the tongue-shaped feature present in the humidity field, with lower potential temperature values observed within the dry-air tongue. This variability is only partially reproduced by MM5. Additionally, lidar measurements of potential temperature show the presence of a marked gradient in the altitude region of 1.4–1.8 km, which identifies the residual layer top (i.e., the top of the statically neutral region). Potential temperature from MM5 does not show as clear of a signal as the one detected by lidar, but a stratification in the lower layers is clearly reproduced as well as a change in the stratification rate from 1 to 2 October.

3) POTENTIAL VORTICITY

PV is defined (Ertel 1942) as

$$PV = \frac{\zeta_\theta + f}{\frac{1}{g \left( \frac{\partial \rho}{\partial \theta} \right)}},$$

where $\zeta_\theta$ is the vertical component of relative vorticity on an isentropic surface, $f$ is the Coriolis parameter, and $\theta$ is the potential temperature.
PV is a widely used parameter to estimate the tropopause altitude and quantify the degree of mixing/exchange between the troposphere and stratosphere. In extratropical regions, the tropopause altitude is in very good correspondence with a surface of constant PV with a value of $2 \times 10^{-6}$ m$^2$ s$^{-1}$ K kg$^{-1}$ (Hoerling et al. 1991).

PV from MM5 for the same 14-h period of Fig. 15 is illustrated in Fig. 16 as gray and black contour lines, whereas the one for ECMWF is shown as white contour lines. Both models locate reasonably well, both spatially and temporally, the PV gradients associated with the stratospheric intrusion episode, but this is better defined by MM5. However, values of PV inside the dry-air tongue for both models (not exceeding $2 \times 10^{-6}$ and $1.5 \times 10^{-6}$ m$^2$ s$^{-1}$ K kg$^{-1}$ for MM5 and ECMWF, respectively) are found to be slightly lower than those usually found in intruded stratospheric air (D’Aulerio et al. 2004).

A combined lidar–MM5 estimate of PV (color map in Fig. 16) can also be obtained through expression (11), using lidar measurements of potential temperature (vertical resolution of 300 m and temporal resolution of 10 min) and model data for all other parameters. The PV increase associated with the stratospheric intrusion episode is better reproduced by the lidar-assisted MM5 estimate than by either MM5 alone or ECMWF, with larger PV values within the dry-air tongue (up to $2.5–3.0 \times 10^{-6}$ m$^2$ s$^{-1}$ K kg$^{-1}$). The uncertainty affecting the lidar-aided MM5 estimates of PV, as a result of the random uncertainty affecting lidar measurements of potential temperature, is 10%–15% in the 3–7-km region. However, lidar-aided MM5 estimates of PV rely on MM5 model vorticity data, which can be affected by both systematic and statistical uncertainties. These may ultimately induce an additional error on the estimate of PV (~5%).

6. Summary

The Raman lidar system BASIL has been used to study a dry stratospheric intrusion episode associated with a tropopause folding event. Lidar measurements of water vapor mixing ratio and temperature carried out from 1 to 3 October 2005 revealed the presence of a cold dry-air tongue descending from the upper troposphere deep into the lower troposphere. Relative humidity
values as small as 0.5%–1% were observed within the intruded air. The stratospheric origin of the dry-air tongue was verified through a Lagrangian trajectory model. Lidar measurements also allowed monitoring of the presence of propagating gravity waves beneath the dry layer, possibly generated by the subsiding heavy dry air, which generates density fluctuations. Gravity waves are found to trigger the formation of low-level clouds. This study demonstrates that Raman lidars with water vapor and temperature measurement capabilities are very suitable tools to resolve the spatial and temporal scales typical of stratosphere–troposphere exchange mechanisms.

Lidar measurements have been compared with the outputs of both the MM5 and ECMWF models in terms of water vapor mixing ratio. The MM5 output compares reasonably well with the measurements by BASIL, both spatially and temporally, properly simulating the dynamical processes that generate the narrow dry filament, whereas ECMWF output reveals a poorer agreement with observations. The agreement between lidar observations and MM5 simulations, in terms of potential temperature, is good. However, the variability of potential temperature associated with the stratospheric intrusion event is only partially reproduced by MM5. For what concerns potential vorticity, its variability associated with the stratospheric intrusion event is reproduced by both MM5 and ECMWF. Nevertheless, an improvement in MM5 capability to reveal this variability is obtained if lidar measurements are used for estimating potential temperature, besides a general increase of the noisiness of the data.

Results in this paper reveal the large potential of coupling/assimilating Raman lidar measurements of water vapor mixing ratio both in global– and high-resolution mesoscale models. Additionally, the demonstrated capability of Raman lidars to provide measurements that—in conjunction with high-resolution mesoscale models—allow monitoring the variability of potential vorticity with high time and space resolution makes them ideal tools to study tropopause folding events and monitor baroclinic instabilities.
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