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ABSTRACT

A time-dependent physical model whose initial condition is only approximately known can predict the evolving physical state to only within certain error bounds. In the prediction of weather, as well as its ocean counterpart, quantifying this uncertainty or the predictability is of critical importance because such quantitative knowledge is needed to provide limits on the forecast accuracy. Monte Carlo simulation, the accepted standard for uncertainty determination, is impractical to apply to the atmospheric and ocean models, particularly in an operational setting, because of these models’ high degrees of freedom and computational demands. Instead, methods developed in the literature have relied on a limited ensemble of simulations, selected from initial errors that are likely to have grown the most at the forecast time. In this paper, the authors present an alternative approach, the polynomial chaos method, to the quantification of the growth of uncertainty. The method seeks to express the initial errors in functional form in terms of stochastic basis expansions and solve for the uncertainty growth directly from the equations of motion. It is shown via a Lorenz model that the resulting solution can provide all the error statistics as in Monte Carlo simulation but requires much less computation. Moreover, it is shown that the functional form of the solution facilitates the uncertainty analysis. This is discussed in detail for the tangent linear case of interest to ensemble forecasting. The relevance of the uncertainty covariance result to data assimilation is also noted.

1. Introduction

It has long been recognized in weather forecasting that the slightest error in the initial state of the forecast may lead to a rapid unrestrained growth of forecast errors, eventually rendering the forecast unreliable (Lorenz 1963). Such an outcome clearly has implications to ocean and climate model predictions as well, which, similar to weather forecasting, must rely on observations to approximate the initial states. To what degree a model prediction can be considered reliable, therefore, must be judged in terms of the errors that are quantifiable throughout the predictive calculation and the tolerable limits for such errors.

To the extent that the initial state is only approximately known, and its uncertainty is defined by a probability distribution of the errors, Monte Carlo simulation (MC) is the accepted standard for establishing the uncertainty of model prediction. However, the method can be impractical...
Anderson (1997) by using the models of Lorenz (1963, 1984). He showed that the subspace spanned by the dominant error vectors in the ensemble may not be enough to capture the forecast spread and other higher moments of error statistics. Whether this conclusion carries over to realistic operational forecast models remains to be seen.

In this paper, we consider an alternative approach to the quantification of error growth, which is computationally more efficient and under certain circumstances can be as accurate as MC, as will be shown; moreover, it is capable of providing a functional description of the uncertainties not possible with MC. The approach is based on the polynomial chaos (PC) expansions, a particular form of stochastic basis expansion, which has been applied in various disciplines to study statistical behaviors of systems containing random parameters (Ghanem and Spanos 1991). The word “chaos” in this context is independent of the notion of chaos in reference to extreme sensitivity to initial conditions; the approach is applicable to both linear and nonlinear systems. We will apply the method to the Lorenz (1984) model to show how the random errors can be expressed in terms of the stochastic basis expansion, and how the coefficients of the expansion, which relate the initial errors to uncertainties at any given future time, can be obtained through direct integration of the governing equations. The model of Lorenz (1984) and his earlier model (Lorenz 1963) have been developed to produce chaotic behaviors and unpredictability similar to those found in the realistic, complex, ocean and weather models but with only 3 degrees of freedom. The study of forecast uncertainty in the literature has since in general begun with an investigation of one of his models, often the earlier version (Lorenz 1963). Here, the use of the PC method and the Lorenz (1984) model to study forecast uncertainty follows this established approach.

The PC method and its application to the Lorenz model are discussed in section 2, with additional details about the methodology provided in the appendix. In section 3, the result of the PC analysis is compared to that of direct MC simulation of the Lorenz model. Specifically, we show the extent to which the variance, covariance, and probability density of the uncertainty can be obtained accurately with low-order PC expansions. Additionally, it is shown that the first-order PC expansion is closely related to the tangent linear approximation of a model, and the coefficients of the first-order expansions correspond to the “propagator” of the tangent linear model. In this regard, the PC method can also be useful in the tangent linear analysis of the forecast uncertainty of interest to the ensemble forecasting.

Statistical quantification of uncertainties of realistic weather/ocean model forecasts is an enormous challenge because of the high number of degrees of freedom of a real physical system and its implied high dimensionality of the uncertainty space. This same challenge also confronts the PC approach. In the conclusion section, we discuss how an existing strategy for addressing the high dimensionality may be used in conjunction with PC. Although the high dimensionality is still a challenge, studies in the literature to understand forecast uncertainties have continued with reduced models of limited degrees of freedom. The PC method is equally practical to apply to such reduced models. This application is perhaps of more immediate interest, as PC functional representation of the uncertainties is more complete and amenable to analysis than the existing approaches, such as those based on tangent linear modeling and MC-like simulation of the reduced models. We illustrate an additional PC’s application in the conclusion section with an analysis of the sensitivity of the uncertainty to change in initial errors, and we also point out that the full statistics derived from PC expansions, in particular the error covariance function, are potentially of interest to statistically based data assimilation.

Although the focus of the present study is on the uncertainty growth due to initial errors, it will become evident from our discussion that the PC analysis is equally applicable to the uncertainty growth associated with uncertain physical parameters in a model, should such errors need to be included in the uncertainty quantification. We should also point out that the Lorenz model and other oscillatory systems of low degrees of freedom have been studied previously in the PC literature (Le Maitre et al. 2004; Wan and Karniadakis 2005; Najm 2009) to develop special techniques that address the uncertainty of oscillation comparable in size to the oscillatory signal itself. The present study is concerned only with the initial error growth to a few tens of percent of the signal amplitude as in a typical forecast study.

2. The Lorenz model and its PC representation

Let $t$ denote time and $F$ and $G$ denote constant forcing amplitudes. The Lorenz (1984) model for the evolution of the three state variables, $(X, Y, Z)$, representing the spectral amplitudes of three basic modes of motion, is

$$
\frac{dX}{dt} = -Y^2 - Z^2 - aX + aF,
\quad (1a)
$$

$$
\frac{dY}{dt} = XY - bXZ - Y + G, \quad \text{and} \quad (1b)
$$

$$
\frac{dZ}{dt} = bXY + XZ - Z, \quad (1c)
$$

where $a$ and $b$ are fixed constant parameters. The model’s initial condition in this study can be cast in the form
\[
X(t = 0) = X_0 + \sigma_1 \xi_1, \quad Y(t = 0) = Y_0 + \sigma_2 \xi_2, \\
Z(t = 0) = Z_0 + \sigma_3 \xi_3, 
\]

which represents a situation where the initial value of the vector \( \mathbf{X} = (X, Y, Z)^\ast \), for example, when derived from observations, may contain some errors or uncertainties that cause the observed \( \mathbf{X} \) to differ from the initial “exact” or “true” state, \( \mathbf{X}_T(t = 0) = (X_0, Y_0, Z_0)^\ast \) by an amount, \( \mathbf{x}(t = 0) = (\sigma_1 \xi_1, \sigma_2 \xi_2, \sigma_3 \xi_3)^\ast \) (all bold face letters here and below denote column vectors or matrices and the superscript \( \ast \) denotes their transpose). Such errors are typically random. For this study, as in Lorenz (2005), these random initial errors are assumed to be independent and have Gaussian distributions, with standard deviations \( \sigma_1, \sigma_2, \) and \( \sigma_3, \) and zero-mean values; thus, \( \xi_1, \xi_2, \) and \( \xi_3 \) are Gaussian random variables of zero mean and unit variance. The integration of (1a)–(1c) requires a specific starting value for each \( X, Y, \) and \( Z. \) In Monte Carlo simulation, the starting values are generated randomly from the population of \( \xi_1, \xi_2, \) and \( \xi_3, \) and one realization of \( \mathbf{X} \) is obtained from (1a)–(1c) for each randomly generated vector \( \xi = (\xi_1, \xi_2, \xi_3)^\ast \).

Given that each \( \xi \) produces a specific \( \mathbf{X}, \) it follows that \( \mathbf{X} \) is inherently a function of \( \xi, \) and that the statistics of \( \mathbf{X} \) and of its functions \( f(\mathbf{X}) \) are formally defined by the probability density functions (pdfs) of \( \xi_1, \xi_2, \) and \( \xi_3. \) For example, the nth moment of \( f(\mathbf{X}) \) is

\[
\langle f(\mathbf{X})^n \rangle = \left( \frac{1}{\sqrt{2\pi}} \right)^3 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(\mathbf{X}) e^{-\xi_1^2/2 - \xi_2^2/2 - \xi_3^2/2} d\xi_1 d\xi_2 d\xi_3, 
\]

in the sense of a weighted inner product \( \langle \psi_l \psi_l \rangle = \langle \psi_l^2 \rangle \delta_{ij} \), where \( \delta_{ij} \) is a Kronecker delta function, and the inner product is defined by (3). Then one can represent the state variables in the form

\[
\mathbf{X}(t) \cong \sum_{k=0}^{P} \alpha_k(t) \psi_k(\xi_1, \xi_2, \xi_3) = \alpha_0 + \alpha_1 \xi_1 + \alpha_2 \xi_2 + \alpha_3 \xi_3 + \cdots \text{higher-order terms},
\]

where \( \alpha_k = (\alpha_k, \beta_k, \gamma_k) \) is a function of \( t \) only, and the summation is truncated at the polynomial order \( r. \) Let \( n = 3 \) be the dimension of \( \xi. \) Then the upper limit of the summation is \( P = (r + n)!(r!n!)^{-1}. \) Supplementary details regarding the PC expansion are given in the appendix. By substituting (4) into (1a)–(1c) and taking the inner product of \( \psi_k \) and (1a)–(1c) while noting \( \langle \psi_l \psi_l \rangle = \langle \psi_l^2 \rangle = \delta_{ij}, \) where \( \delta_{ij} \) is the Kronecker delta function, the Lorenz Eqs. (1a)–(1c) can be transformed to a set of nonlinear, coupled equations for \( \alpha_k \) accurate to the rth order:

\[
\frac{d\alpha_k}{dt} = -\sum_{i=0}^{P} \sum_{j=0}^{P} M_{ijk} (\beta_j \beta_j - \gamma_i \gamma_j) - a \alpha_k + a F \delta_{0k}, 
\]

\[
\frac{d\beta_k}{dt} = \sum_{i=0}^{P} \sum_{j=0}^{P} M_{ijk} (\alpha_i \beta_j - b \alpha_i \gamma_j) - \beta_k + G \delta_{0k}, 
\]

\[
\frac{d\gamma_k}{dt} = \sum_{i=0}^{P} \sum_{j=0}^{P} M_{ijk} (\alpha_i \beta_j + \alpha_i \gamma_j) - \gamma_k,
\]
where \( M_{ijk} = \langle \psi_i \psi_j \psi_k \rangle / \langle \psi_i^2 \rangle \), and \( k = 0, 1, 2, \ldots, P \). The initial conditions consistent with (2) are as follows: \( \alpha_0 = X_0, \alpha_1 = \sigma, \alpha_{k>1} = 0; \beta_0 = Y_0, \beta_1 = 0, \beta_{k>2} = 0; \) and \( \gamma_0 = Z_0, \gamma_1 = 0, \gamma_{k>3} = 0; \) for simplicity, \( \alpha_1, \alpha_2, \) and \( \sigma_3 \) in (2) are assumed here to have the same value \( \sigma \).

At the initial time, when the pdf of the random function is used also as the weight function in the definition of the weighted inner product of the PC basis function, the PC representation is the most efficient, that is, having the fastest convergence (Najm 2009). However, the pdf initially used for the PC expansion is often not preserved over time in an evolving nonlinear system. This necessitates inclusion of increasingly higher-order terms in the expansion, as the system evolves, to improve the approximation. In the present case, the growth of the uncertainty starting with an initial Gaussian error pdf is investigated for different PC orders up to the fifth order as discussed below.

3. Results

The numerical integration of (5a)–(5c) is performed with a Runge–Kutta scheme for the polynomial order of \( r = 1 \) (or \( P = 3 \)) to \( r = 5 \) (or \( P = 55 \)). The coupling parameter \( M_{ijk} \) in (5a)–(5c) is evaluated numerically in a separate step, and the evaluation has been automated. The other parameter values used in (5) are \( a = 0.25, b = 4.0, F = 8.0, \) and \( G = 1.23 \) as in Lorenz (2005). The MC result used to evaluate the PC accuracy is obtained from \( 10^6 \) realizations. The sample size in Lorenz (2005) is \( 10^5 \). We have additionally computed MC statistics with \( 10^7 \) realizations to ascertain that the MC statistics from \( 10^6 \) realizations have in fact sufficiently converged.

a. Mean and variance

The mean of \( X \), that is, \( \langle X \rangle \), is simply the zeroth-order coefficient \( \alpha_0(t) \). However, the uncertainty is defined here as \( \delta X = X - X_T \), with respect to \( X_T \), the “exact” prediction in the absence of error. Absence of error corresponds to the condition \( \xi(t = 0) = 0 \). It should be noted that \( X_T(t) \) is not equal to \( \langle X \rangle = \alpha_0(t) \) for an evolving nonlinear system subject to uncertain initial conditions. Accordingly, the “variance” of \( X \) with respect to \( X_T \) is \( \langle \delta X^2 \rangle \). Plotted in Figs. 1a and 1b, respectively, are the magnitude of the difference \( \delta X = |\alpha_0 - X_T| \) and the root-mean-square value \( \text{rms}(\delta X) = \sqrt{\langle \delta X^2 \rangle} \) as a function of time for PC of the order \( r = 1, 2, \) and 5. Also shown are the benchmark MC results obtained from \( 10^6 \) realizations, that is, \( 10^6 \) integrations of (1a)–(1c). In contrast, the PC equations (5a)–(5c) need to be integrated only once for each of the PC coefficients, which means that in Figs. 1a and 1b only four integrations of (5a)–(5c) are required for \( r = 1 \) curve, 10 for \( r = 2 \) curves, and 56 for \( r = 5 \) curves.

The initial uncertainty for all the cases begins at day 0 with \( \sigma = 10^{-2} \), with corresponding \( \text{rms}(\delta X) = \sqrt{3} \sigma \) and \( \delta X = 0 \). During the first 20 days or so, when \( \delta X \approx 10^{-2} \) and \( \text{rms}(\delta X) \approx 0.1 \), there is virtually no difference in the growths of \( \delta X \) and \( \text{rms}(\delta X) \) between PC and MC. This means that for small initial uncertainties with \( \sigma \) less than \( 10\% \), the first-order PC, \( (r = 1) \) alone is sufficient.
to capture the statistics of the subsequent uncertainty growth up to $\text{rms}(\delta X) < -0.1$. Above 0.2, the first-order PC result begins to deviate from MC; the approximate point of departure is indicated by the first arrow from the left, at which point the second-order and fifth-order PC curves still agree with the MC result. However, around day 30 the second-order PC also departs from MC. Finally, around day 35, the fifth-order PC departs from MC. At this point, the $\text{rms}(\delta X)$ is well above 0.5, or 50% of the standard deviation ($\sim 1.0$) of the temporal variation of $X_I$ itself, an uncertainty large enough that it would normally justify the termination of the predictive calculation. The foregoing comparison of the PC results confirms that PC approximations improve with increasingly higher order of PC expansion. Perhaps what is most interesting in this comparison is how well the order-one ($r = 1$) PC expansion is able to reproduce the MC statistics up to $\text{rms}(\delta X) \sim 0.1$. Moreover, it is able to track the variation of MC’s statistics, both the mean and rms, qualitatively to day 50 (Figs. 1a,b), whereas the higher-order PC cannot once the high-order approximation starts to break down.

b. Covariance

The covariance of $X$, or the error covariance, is the matrix $C = \langle [X(t) - \alpha_0][X(t) - \alpha_0]^T \rangle$. All second-moment elements in this matrix are readily evaluated using (3). Here, $C$ can be analyzed for the eigenvalues $\lambda_I$ and eigenvectors $S_I$ in the usual manner by solving

$$(C - \lambda_I I)S_I = 0.$$  

From here on, we will adopt the convention of referring to $\lambda_I$ and $S_I$, as singular values and vectors; specifically, they are left singular values and vectors; the reason for this distinction will become apparent in section 3d. For the three-variable Lorenz model the eigensolution leads to three pairs of singular values and vectors, which are ordered according to the size of the singular value, with $\lambda_1 > \lambda_2 > \lambda_3$. In Fig. 2, the three components of $S_1$ are shown as a function of time for $C$ obtained from the MC simulation. The distinguishing feature of this plot is that the $\delta X$ component fluctuates noticeably less frequently than the $\delta Y$ and $\delta Z$ components and that $\delta Y$ and $\delta Z$ differ mainly by a phase shift. This is also found to be the case for the components of $S_2$ and $S_3$ (not shown). The logarithmic square roots of $\lambda_1$, $\lambda_2$, and $\lambda_3$ (solid curves) for the corresponding three singular vectors for the MC case are plotted in Fig. 3a. Although all three singular values appear to increase with time, initially $\lambda_2$ is approximately neutral and $\lambda_3$ decreases with time.

In Fig. 3a, the singular values obtained from PC order $r = 1$, 2, and 5 are plotted for comparison with MC, and in the upper panel of Fig. 4 the $\delta X$ component of $S_1$ derived from PC is compared to that of MC. The PC order 1, 2, and 5 curves in the top panel of both Fig. 3a and Fig. 4 agree well with the MC curves over the same time intervals which had shown good agreement in the previous $\text{rms}(\delta X)$ and $\delta X$ plots in Fig. 1; as before, the deviation from the MC curve occurs first for PC order 1, followed by order 2, and then order 5. The comparison of $\delta Y$ and $\delta Z$ components of $S_I$ between PC and MC (not shown) shows the same kind of agreement as well as the comparison of $\lambda_1$ between PC and MC (Fig. 3a, top panel). The agreement, however, does not quite extend to the secondary singular vectors $S_2$ and $S_3$ and their singular values $\lambda_2$ and $\lambda_3$. Differences exist between PC and MC even at earlier times, albeit small and for a short period, as illustrated with the singular values and the $\delta X$ components of $S_2$ and $S_3$ in the second and third panels in Figs. 3a and 4, respectively. The differences in the $\delta X$ components of the singular vectors shown occur between days 6 and 8 and later after day 20. These two times coincide with the growth of $\text{rms}(\delta X)$ to above $\sim 0.05$ in Fig. 1a. This indicates that as the uncertainty becomes large, the inaccuracy of the PC approximation is likely to manifest itself first in the weaker singular vectors/values.
The results used here for comparisons are for uncertainty growth starting from initial error $\sigma = 10^{-2}$. Now, if the initial error is set at $10^{-5}$, then there is practically no difference in all the singular vectors/values (less than $10^{-3}$ times of their magnitudes) found between PC and MC, except for $r = 1$ during the entire time of the uncertainty rms($\delta X$) growth from $10^{-5}$ to $10^{-1}$. However, even for $r = 1$ PC, the MC singular vector/value result is accurately reproduced for about a half of this time to about day 30, at which point the $\lambda_3$ curve given by MC turns upward (Fig. 3b). The agreement to day 30 simply indicates that the interactions between

---

**Fig. 3.** Times series of singular values. (a) Comparison of PC order $r = 1, 2,$ and 5 to MC for $\sigma = 10^{-2}$. (b) MC only for $\sigma = 10^{-5}$. 
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small error vectors are sufficiently weak that the statistics are adequately represented with the first-order PC expansion. It can be seen also that during this period, only one singular vector contributes to the uncertainty growth; the singular values for the other two vectors are either decaying or approximately neutral.

In the case of Fig. 3a, where the initial errors are larger with $\sigma = 10^{-2}$, and the interactions between error vectors are not negligible, $\lambda_3$ for the first-order PC ($r = 1$) deviates almost immediately from MC, whereas $\lambda_3$ of the higher-order PC ($r = 2$ and $r = 5$) is able to follow that of MC for an extended period. On the other hand, $\lambda_2$ and $\lambda_1$ for the first-order PC are seen to agree with the MC results for a much longer period. It is noteworthy that, despite the total lack of interactions among the error vectors in the $r = 1$ PC case, the $r = 1 \lambda_1$ is in good agreement with the MC result up to about day 25, which is consistent with the rms($\delta X$) error growth result shown in Fig. 1a.

c. Probability density

With the PC solution the probability density function (pdf) of $\delta X$ is directly obtained from the pdf of $\xi$ by sampling $\xi$ in (4). This computation is much faster than estimating the pdf from MC applied to (1a)–(1c). For small rms($\delta X$) values, the pdf of $\delta X$ is found to be indistinguishable from that of a Gaussian. This is expected because the pdf of $\xi$ is Gaussian, and when $\alpha_k(t)$ is still small, little of the non-Gaussian higher-order modes are generated by the nonlinear coupling terms in the
Day 30

**Fig. 5.** The 1D pdf for each uncertainty component, \(\delta X, \delta Y,\) and \(\delta Z,\) normalized by their respective rms values \(\sigma_x, \sigma_y,\) and \(\sigma_z.\) The pdf curves for MC and \(r = 5\) PC are in close agreement. The Gaussian \(r = 1\) pdf curve is shown for contrast. The values of \((\sigma_x, \sigma_y, \sigma_z):\) for MC, \((0.185, 0.097, 0.233);\) PC \(r = 5, (0.185, 0.097, \) and 0.224); and PC \(r = 1, (0.191, 0.087,\) and 0.211).

governing Eqs. (5a)–(5c). In the \(r = 1\) case, where only the first-order polynomial is retained in (5a)–(5c), there are no interactions between \(\alpha_j(t);\) in this case, the pdf of \(\delta X\) remains Gaussian at all times independent of the magnitude of \(\alpha_j(t).\) For \(r > 1,\) coefficients \(\alpha_k(t)\) of the higher-order polynomials appear in \(\delta X\) and interact nonlinearly. The result is that the pdf of \(\delta X\) becomes increasingly non-Gaussian as \(\alpha_k(t)\) grows in time. Figure 5 shows the pdfs of the three components of \(\delta X\) for MC (solid) and for fifth-order PC (dash) at day 30, when \(\text{rms}(\delta X)\) has grown to \(-0.2.\) The one-dimensional pdf shown for each component is obtained by integrating the three-dimensional pdf over the other two components, that is, forming the marginal distribution of each component. The agreement in the shape of the pdf between the \(r = 5\) PC and MC is very close, despite the highly asymmetrical form. Plotted in the same figure is the pdf of the \(r = 1\) PC case for comparison. The \(r = 1\) pdf is necessarily Gaussian, and yet in this case, the standard deviations given in the figure caption are almost the same as those of MC. This agreement is consistent with the analysis of the second-moment statistics discussed earlier, and it suggests that the low-order second-moment statistics may be insensitive to the precise shape of the pdf when the uncertainty is less than 10% of the mean.

d. The tangent linear limit

The tangent linear (TL) approximation of nonlinear weather and ocean models has been found to be practical and useful in the study of ensemble forecasting and data assimilation (Palmer 2000; Xu and Daley 2000). In the present case, the tangent linear limit is obtained by taking \(X_T\) as the basic state and all other possible realizations as an infinitesimal departure from \(X_T.\) Thus, in this limit, \(X_T\) is evolved according to the fully nonlinear Lorenz Eqs. (1a)–(1c), whereas the departure \(x = X - X_T\) is evolved about \(X_T\) using the linearized Lorenz equations—that is, with \(x = (x, y, z)^\ast\) governed by

\[
\begin{align*}
\frac{dx}{dt} &= -ax - 2Y_Ty - 2Z_Tz, \\
\frac{dy}{dt} &= -(Y_T + bZ_T)x - (X_T + 1)y - bX_Tz, \quad \text{and} \\
\frac{dz}{dt} &= (bY_T + Z_T)x + bX_Ty + (X_T - 1)z.
\end{align*}
\]

Because \(x\) at \(t = 0\) represents the uncertainty of the initial state and is described by a Gaussian pdf, it can similarly be written as a PC expansion, as in (4):

\[
x = \alpha_0 + \alpha_1\xi_1 + \alpha_2\xi_2 + \alpha_3\xi_3 + \cdots + \text{higher-order terms,}
\]

and (6a)–(6c) can be similarly transformed into the evolution equations for the PC coefficients. However, at \(t = 0,\) the only nonzero PC coefficients in (7) are

\[
\alpha_1 = (\sigma, 0, 0)^\ast, \quad \alpha_2 = (0, \sigma, 0)^\ast, \quad \text{and} \quad \alpha_3 = (0, 0, \sigma)^\ast,
\]

and because (6a)–(6c) are linear, the solution for \(x\) \((t > 0)\) is simply \(x = \alpha_1\xi_1 + \alpha_2\xi_2 + \alpha_3\xi_3,\) that is, all the other PC coefficients in (7) at \(t > 0\) are zero, or in the matrix form
\[ x = B\xi, \]  

where \( B = \{ \alpha_1, \alpha_2, \alpha_3 \} \). It should be clear that \( B \) is a function of \( t \) as well as the starting time \( t_0 \) when \( X_t(t_0) \) is chosen to begin the TL calculation, although we set \( t_0 = 0 \) here. The covariance matrix of \( x \) given by (8) at \( t = t_1 > 0 \) is 

\[ \langle xx^* \rangle = B^*\xi\xi^*B = BB^*, \]

whereas its inner product is 

\[ \langle x^*x \rangle = \langle \xi^*B^*B\xi \rangle, \]

evaluated according to (3). We let \( \xi_{s_i} \) be the singular vector that satisfies \( (B^*B - \lambda_{s_i})\xi_{s_i} = 0 \), and has unit length \( |\xi_{s_i}| = 1 \). Then, any vector \( \xi \) can be expressed as a linear combination of the column vector \( \xi_{s_i} \) or \( \xi = \xi_{s_i}d \), where \( \xi_{s_i} = \{ \xi_{s_1}, \xi_{s_2}, \xi_{s_3} \} \) is a matrix whose columns are singular vectors, and \( d \) is a column vector of random variables having the same Gaussian statistics as \( \xi \)—that is, zero mean and unit variance \( \langle d_i^2 \rangle = 1 \) for \( i = 1, 2, \) and 3. It then follows that 

\[ \langle x^*x \rangle = \langle \xi^*B^*B\xi \rangle = \langle d^*\xi^*B^*B\xi d \rangle. \]

Because \( B^*B\xi_{s_i} = \xi_{s_i}\Lambda \), where \( \Lambda \) is a diagonal matrix with singular values \( \lambda_{s_i} \) as the diagonal elements, one has 

\[ \langle d^*\xi^*B^*B\xi d \rangle = \lambda_{s_1}\langle d_1^2 \rangle + \lambda_{s_2}\langle d_2^2 \rangle + \lambda_{s_3}\langle d_3^2 \rangle, \]

and from (9) 

\[ \langle x^*x \rangle = \lambda_{s_1} + \lambda_{s_2} + \lambda_{s_3}. \]

Conventionally, \( \langle x^*x \rangle \) given by (9) is related to its value \( x_0 \) at \( t_0 \). Because \( x(t_0) = 0 = x_0 = (\sigma_1\xi_{s_1}, \sigma_2\xi_{s_2}, \sigma_3\xi_{s_3})^* \), the solution (8) is equivalent to 

\[ x(t) = Bx_0, \]

where \( B = \{ \alpha_1, \alpha_2, \alpha_3 \} \sigma^{-1} \) (in general, \( \alpha_i = \alpha_i/\sigma_i \) when \( \sigma_i \) each has a different value). It is clear that the matrix \( B \) corresponds to the “propagator” of the standard TL solution; for this terminology, see Frederiksen (2000). The difference is that here \( B \) is obtained via straightforward time integration of the evolution equations for \( \alpha_i \), whereas recurring matrix multiplication is required to obtain \( B \) by the conventional procedure. It then follows that 

\[ (B^*B - \lambda_{s_i}\sigma^2)\xi_{s_i} = 0 \]

and 

\[ \langle x^*x \rangle = \frac{(\lambda_{s_1} + \lambda_{s_2} + \lambda_{s_3})}{3\sigma^2} \langle \xi_{s_i}^*x_0 \rangle. \]

The ratio \( (\lambda_{s_1} + \lambda_{s_2} + \lambda_{s_3})/3\sigma^2 \) is therefore the amount of amplification that the error variance \( \langle x^*x \rangle \) has undergone from \( t_0 \) to \( t_1 \). Note that the singular vector \( \xi_{s_i} \) is related to a vector \( x_i \) at \( t_1 \) by \( x_i = B\xi_{s_i} \). Multiplying this by \( BB^* \) and noting that \( BB^*B\xi_{s_i} = \lambda_{s_i}B\xi_{s_i} = \lambda_{s_i}x_i \) we have 

\[ (BB^*)x_i = \lambda_{s_i}x_i, \]

where \( BB^* = C \) is the covariance defined in section 3b. In this case, \( x_i = S_i \) is the singular vector given by the first-order PC solution in section 3b.

When the initial error is small \( \sigma \ll 1 \), the singular vectors \( S_i \) in the TL limit and those given by the first-order PC solution of the nonlinear equations are essentially identical. In Figs. 3 and 4, we have shown the \( S_i \) vectors for the first-order PC case as well as those for the higher-order PCs. In Fig. 6, we show the singular vectors \( \xi_{s_1} \) which evolve to \( S_1 \) in the TL limit, as defined by the relationships \( x_i = B\xi_{s_1} \) and \( x_i = S_i \) just derived above; thus, the \( \xi_{s_i} \) vectors at any given point along the time axis in Fig. 6 map to \( S_i \) of the first-order \((r = 1)\) PC at the corresponding time in Fig. 4. These \( \xi_{s_i} \) vectors behave strikingly differently in comparison to \( S_i \), as it can be seen that they fluctuate during an initial period of about 50 days and then become invariant with respect to time. The singular vectors \( \xi_{s_i} \) and \( S_i \) are known more precisely as the right and left singular vectors of \( B \), respectively, because the singular value decomposition of \( B \) is \( B = S\Lambda^{1/2}\xi \), in which \( S \) and \( \xi \) form the column vectors of the left and right matrices \( S \) and \( \xi \), respectively, and \( \Lambda \) is the diagonal matrix for the singular values \( \lambda_{s_i} \). Of special interest are the limits of these singular vectors of \( B \) because \( B \) changes with increasing separation between \( t_1 \) and \( t_0 \). In the limit of \( t_1 \rightarrow +\infty \) with \( t_0 \) fixed, \( \xi_{s_i} \), given by \( B \) are called the forward Lyapunov vectors, and \( S_i \) with \( t_1 \) fixed and \( t_0 \rightarrow -\infty \) are the backward Lyapunov vectors. A summary discussion of the Lyapunov vectors and their exponents (i.e., their growth rates) in the context of the forecast problem can be found in Legras and Vautard (1996). In the present analysis, it suffices to note that the limit for the TL Lorenz model appears to have been reached at around \( t_1 - t_0 \approx 50 \) days. Thus, if at \( t = 0 \), the initial error vectors \( x_0 \) are chosen such that \( x_0 = \sigma\xi_{s_i}(t) \), then for \( t < 50 \) days, different \( x_0 \) evolves to \( S_i(t) \) because \( \xi_{s_i} \) varies with time. However, for \( t > 50 \) days, a unique set of \( x_0 \) exists that evolves to \( S_i(t) \), and they correspond to the time invariant forward Lyapunov vectors. In ensemble forecasting, as noted in the introduction section, identifying such a unique set of \( x_{bi} \) error vectors at the start of the forecast is of considerable interest, because these vectors can guide the selection of a set of initial conditions that presumably would evolve to \( S_i(t) \) vectors associated with the bulk of the forecast uncertainty. In this section, we have shown how PC can be effective in obtaining such vectors from the TL equations.
FIG. 6. Time series of $\xi_{e1}$, $\xi_{e2}$, and $\xi_{e3}$ in the TL limit. These vectors map to PC order one singular vectors $S_1$, $S_2$, and $S_3$. (a) Vector components $\xi_x$ (solid), $\xi_y$ (dash), and $\xi_z$ (dot) for the respective vectors $\xi_{e1}$, $\xi_{e2}$, and $\xi_{e3}$. (b) Singular values $\lambda_{e1}$ (solid), $\lambda_{e2}$ (dash), and $\lambda_{e3}$ (dot) for the vectors $\xi_{e1}$, $\xi_{e2}$, and $\xi_{e3}$, respectively.
4. Discussion and conclusions

The PC method provides an alternative way to obtain the stochastic solution to the forecast uncertainty due to the initial condition errors. The method accounts for the uncertainty explicitly in functional form by using the PC expansion in the error vector space. As shown with the Lorenz model, the method enables statistics to be completely determined without resorting to the MC simulation, and the accuracy can be comparable to that of MC, depending on the order of the PC expansion.

For a full model having a high number of degrees of freedom, the dimensions of the error vector space can become just as large and a full-fledged MC simulation is computationally prohibitive to perform. The ensemble-forecasting methods have been developed in the literature to use an MC-like approach but rely on only a manageable set of simulations (Toth and Kalnay 1997; Palmer 2000). This is achieved, in theory, by identifying a priori the error vectors that are likely to contribute the most to the uncertainty growth and then to perform a limited set of simulations using an initial condition constructed of these error vectors.

Although the PC method is applicable to high dimensional error vector spaces and requires significantly less computation than MC, the high dimensionality of an error vector space still poses a challenge because the number of PC equations to integrate increases with increasing number of uncertain error vectors, and moreover, it increases with increasing order of expansion. However, the latter is ameliorated in general by the fact that PC expansion converges exponentially fast when the initial error pdf is known and used to define the inner product of PC basis functions (Najm 2009), so often only low-order expansion may be sufficient. As to the high dimensionality, it is possible to reduce the dimensions of an error vector space for PC calculation by identifying the principal components that span the space, such as with the use of the method of the Karhunen–Loève (KL) expansion of a random process (Loève 1978) as discussed in the appendix. A recent application of this approach to dimension reduction for use with PC has been given by Marzouk and Najm (2009) in which they make use of the solution of the Lorenz (1963) model, although their primary concern is the inversion of noisy data for model parameters.

Because of the potentially large error vector space associated realistic forecast models, it seems reasonable, as a first step in the application of PC to the realistic models, to consider these models in the context of the TL approximation, which requires PC expansion only to the first order in the case where all the error variables have the same type of pdf such as in the Gaussian case discussed in this paper. The first-order PC is generally simple enough to be amenable to practical implementation. However, even if the PC expansion is nonlinear, involving products of PC basis functions—for example, in the case where the higher-order Hermite PC expansion is required to approximate a non-Gaussian pdf (section 3c)—the integration for the higher-order PC coefficients in the TL limit may still be practical because the TL PC equations for different orders are linear and decoupled. The application of PC to realistic models without TL approximation clearly will increase computational demand significantly, depending on the order of PC used. Nevertheless, the result shown in Fig. 1 for the Lorenz model suggests that the application of PC to nonlinear models can be fruitfully explored using even just low-order PC. In particular, Fig. 1 shows that the first-order PC alone is capable of obtaining the correct rms error up to 0.1 or 10% and approximately correct rms error up to 50% near day 35. This suggests that the practical first-order PC will also be useful to nonlinear forecast models once its application to the TL version of the models is verified. At the same time, the first-order and higher-order PC may find applications with reduced ocean or weather models of limited degrees of freedom, which are computationally less demanding. The reduced models are often used in forecast studies to understand the nature and sources of the forecast uncertainties. The PC’s functional representations of the uncertainties may prove to be useful in such studies.

In section 3d, it was shown how the PC solution can be used in the TL case to obtain the singular vectors and singular values explicitly as a function of time and to determine their Lyapunov limits. The singular vectors \( \xi_j \), obtained in the TL case are of additional interest, in that \( \xi_j \) at a given time represent the direction of maximum sensitivity of the uncertainty to change in initial errors; specifically, \( \xi_j(t) \) points in the direction along which the gradient \( |G| = |(\partial E/\partial \xi_1, \partial E/\partial \xi_2, \partial E/\partial \xi_3)*| \) of the squared magnitude \( E(t) = x^*x \), is a maximum. Here, \( x = \hat{\alpha}_1^*\xi_1 + \hat{\alpha}_2^*\xi_2 + \hat{\alpha}_3^*\xi_3 \), and \( G = 2A\xi \), in which the symmetric square matrix \( A = \{A_{ij}\} \) has elements \( A_{ij} = A_{ji}, A_{ii} = \hat{\alpha}_i^*\hat{\alpha}_i, A_{12} = \hat{\alpha}_1^*\hat{\alpha}_2, A_{13} = \hat{\alpha}_1^*\hat{\alpha}_3, \) and \( A_{23} = \hat{\alpha}_2^*\hat{\alpha}_3 \). Clearly, identifying such a direction is of interest to planning observations that aim to reduce errors in the initial condition for forecasting.

Although the focus here has been the uncertainty growth of the initial errors, the PC method presented here can easily include other uncertain variables that affect the forecast, such as inaccurately known boundary conditions, uncertain forcing functions, etc. These uncertain variables will simply be additional error dimensions in the PC expansion and thus the same PC methodology should be applicable to the more general
problem. Finally, it is of interest to note that the error covariance, which is essential to most data assimilation methods, is readily computed from the PC solution, whereas the computation of time-dependent error covariance via the governing equations such as in the Kalman filter is computationally demanding. The latter difficulty has led to the use of limited MC-like sampling for more realistic models, is presently under investigation.
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\[
\hat{v}_n(t; \xi) = \mu_0(t) + \sum_{i=1}^{K} \mu_i(t) \Phi_i(\xi) + \sum_{i=1}^{K} \sum_{j=1}^{i} \sum_{l=1}^{i_j} \mu_{ijl}(t) \Phi_j(\xi) \]

\[
+ \sum_{i=1}^{K} \sum_{j=1}^{i} \sum_{l=1}^{i_j} \mu_{ijl}(t) \Phi_j(\xi) \]

then \(\lim (\langle v(t; \xi) - \hat{v}_n(t; \xi) \rangle^2) = 0\). Here, \(\xi\) denotes the random variables \(\xi_j\) and \(t\) denotes time; however, in place of it, space/time variables can equally be used.

\[
\Phi_0 = 1; \quad \Phi_1(\xi) = \xi_1; \quad \Phi_2(\xi) = \xi_2; \quad \Phi_3(\xi) = \xi_3; \quad \Phi_1(\xi) = \xi_1 - 1; \quad \Phi_2(\xi_1, \xi) = \xi_2 - 1; \quad \Phi_3(\xi_2, \xi_3) = \xi_3 - 1.
\]

It is customary to simplify the expression (A1) with a single index such as that shown in (4). In this case, \(\psi_n\) in (4) can be related to \(\Phi_n\) sequentially as

\[
\psi_0 = \Phi_0; \quad \psi_1 = \Phi_1(\xi_1); \quad \psi_2 = \Phi_1(\xi_2); \quad \psi_3 = \Phi_1(\xi_3); \quad \psi_4 = \Phi_2(\xi_1, \xi_1); \quad \psi_5 = \Phi_2(\xi_2, \xi_2); \quad \psi_6 = \Phi_2(\xi_1, \xi_3); \quad \psi_7 = \Phi_2(\xi_3, \xi_3); \quad \psi_8 = \Phi_2(\xi_2, \xi_3); \quad \psi_9 = \Phi_2(\xi_3, \xi_3).
\]

The PC coefficients \(\mu\) after reordering as above are related to the PC coefficients—namely, the components of \(\alpha\) in (4) in the same way, and \(X\) take the place of \(v\). Then the calculation to determine the PC coefficients proceeds as described in the paper.

APPENDIX

Form of the PC Expansion

The details of the PC method and its applications, especially in the engineering discipline, have been discussed and reviewed extensively in the papers by Debusschere et al. (2004), Augustin et al. (2008), Najm (2009), and Xiu (2009) as well as in the book by Ghanem and Spanos (1991). We summarize here the basic elements of the method pertinent to this study.

Given a set of orthogonal functions \(\Phi_n, n = 1, 2, \ldots\), that are Hermite polynomials of random variables \(\xi_j, j = 1, 2, \ldots, K\), the theorem of Cameron and Martin (1947) guarantees that the expansion of a second-order stochastic process \(v(t; \xi)\) in terms of \(\Phi_n\) converges in the mean squared sense. That is, if \(v(t; \xi)\) is approximated as the weighted sum of the polynomial functions \(\Phi_n\)

\[
\text{The Hermite polynomials } \Phi_n \text{ for a Gaussian random field are } H_{n,i,k}, \text{ given in section 2. Explicitly, } \Phi_n \text{ in terms of three random variables } \xi_j, j = 1, 2, \text{ and } 3 \text{ to the second order are}
\]
analysis. The following illustrates the idea based on Marzouk and Najm (2009).

By letting the previous \( v \) now be a random function of the spatial dimension \( r \) at time \( t = 0 \), that is, \( v_0(r; \omega) = v(r, t = 0; \omega) \), where \( \omega \) denotes an event of the sample space, and provided that the covariance function of \( v_0 \) exists, the KL expansion of \( v_0 \) is

\[
    v_0(r, \omega) = \bar{v}_0(r) + \sum_{i=1}^{\infty} c_i(\omega) \sqrt{\lambda_i} \phi_i(r).
\]  

(\text{A2})

In (A2), \( \bar{v}_0 \) is the mean; \( c_i(\omega) \) are the coefficients of the expansion; \( \lambda_i \); and \( \phi_i(r) \) are the eigenvalues and eigenfunctions associated with the covariance function \( C(r_1, r_2) \) of \( v_0 \), as defined by the integral

\[
    \int_D C(r_1, r_2) \phi_i(r_2) \, dr_2 = \lambda_i \phi_i(r_1)
\]

over the domain \( D \) of interest. The coefficients \( c_i(\omega) \) in (A2) are uncorrelated random variables having zero mean and unit variance. With the terms in (A2) ordered in descending \( \lambda_i \) and with any integer \( L \geq 1 \), the finite sum of (A2),

\[
    \tilde{v}_L(r, \omega) = \bar{v}_0(r) + \sum_{i=1}^{L} c_i(\omega) \sqrt{\lambda_i} \phi_i(r),
\]

(\text{A3})

is the optimal approximation of \( v_0(r, \omega) \) in the mean-squared sense that the total residual,

\[
    \int_{\Omega \times D} [v_0(r, \omega) - \tilde{v}_L]^2 \, dP(\omega) \, dx,
\]

is a minimum among all possible approximations of \( v_0 \) obtained with any orthogonal basis functions other than \( \phi_i \), where \( P(\omega) \) is the probability measure over the sample space \( \Omega \). Thus, by truncating (A2) at \( L \) to approximate \( v_0(r, \omega) \) in accordance with some predetermined criterion, the uncertainty space that would have been infinite is now limited to \( L \) degrees of freedom.

REFERENCES


