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ABSTRACT

As the U.S. Science Team’s globally gridded precipitation product from the NASA–JAXA Global Precipitation Measurement (GPM) mission, the Integrated Multi-Satellite Retrievals for GPM (IMERG) estimates the surface precipitation rates at 0.1° every half hour using spaceborne sensors for various scientific and societal applications. One key component of IMERG is the morphing algorithm, which uses motion vectors to perform quasi-Lagrangian interpolation to fill in gaps in the passive microwave precipitation field using motion vectors. Up to IMERG V05, the motion vectors were derived from the large-scale motions of infrared observations of cloud tops. This study details the changes introduced in IMERG V06 to derive motion vectors from large-scale motions of selected atmospheric variables in numerical models, which allow IMERG estimates to be extended from the 60°N–60°S latitude band to the entire globe. Evaluation against both instantaneous passive microwave retrievals and ground measurements demonstrates the general improvement in the precipitation field of the new approach. Most of the model variables tested exhibited similar performance, but total precipitable water vapor was chosen as the source of the motion vectors for IMERG V06 due to its competitive performance and global completeness. Continuing assessments will provide further insights into possible refinements of this revised morphing scheme in future versions of IMERG.

1. Introduction

The Global Precipitation Measurement (GPM) mission is a joint satellite mission led by NASA and JAXA with contributions from U.S. and international partners “to unify and advance precipitation measurements from space for scientific research and societal applications” (Hou et al. 2014). GPM mission efforts include instrument calibration, algorithm development, data production, ground validation, and science and societal applications. Central to these efforts is the GPM Core Observatory, a satellite launched in February 2014 with advanced spaceborne active and passive sensors for accurate retrievals of rainfall and snowfall. Already, GPM products are used in a diverse range of applications, including aiding hurricane predictions, advancing numerical weather and climate models, studying the monsoons, assisting with water resource management, modeling extreme events such as floods and landslides, contributing to global public health through disease tracking, and even determining insurance baselines and payouts (Kirschbaum et al. 2017; Skofronick-Jackson et al. 2017, 2018).

Vital to many of these applications is the Integrated Multi-Satellite Retrievals for GPM (IMERG), a gridded GPM precipitation product developed by the U.S. Science Team that combines observations from multiple spaceborne sensors to provide the best precipitation estimates at 0.1° every half hour globally (Huffman et al. 2019a; Precipitation Processing System 2019a). The essence of IMERG is to use the sensors on board the GPM
Core Observatory as the reference standard to calibrate the partner satellite sensors in the GPM constellation, with a single retrieval framework to estimate the observed precipitation, and then merge them into a grid with advanced interpolation techniques to provide global coverage. Scientific research benefits from a record of sufficient length, while societal applications require near-real-time availability. As such, IMERG spans a record of about 20 years starting with the launch of the Tropical Rainfall Measuring Mission (TRMM) satellite, and has multiple “runs” with different latencies to cater to various applications. Evaluations over different parts of the world find that IMERG is generally outperforms its predecessor, the TRMM Multi-Satellite Precipitation Analysis, with improvements to its representation of intense precipitation and variability (e.g., Guo et al. 2016; Tang et al. 2016; Tan et al. 2017; Dezfuli et al. 2017; He et al. 2017; Kim et al. 2017; Manz et al. 2017; Satgé et al. 2017; Tan and Duan 2017; Wang et al. 2017; Prakash et al. 2018; Gebregiorgis et al. 2018; Jiang et al. 2018; Palomino-Ángel et al. 2019).

IMERG V06 introduces several major changes. Among these are improvements to parent GPM products, modifications to the satellite intercalibrations, the inclusion of additional sensors (particularly in the TRMM era), and refinements to the Kalman filter process (Huffman et al. 2019a,b). This paper focuses on changes to the morphing component in the IMERG algorithm. In short, IMERG V06 derives motion vectors from total precipitable water vapor (or total column water vapor) in numerical models to propagate the precipitation pixels, addressing limitations in the previous infrared (IR)-based approach, as well as extending the scheme to the poles. The following sections will document the development of this new morphing scheme, starting with an overview of the entire IMERG algorithm and of the morphing algorithm in V05 (section 2). This establishes the foundation on which we introduce the changes in V06 and provides our motivations for them (section 3), together with evaluations of the associated changes (section 4). We will also describe some alternatives that were not chosen (section 5) and briefly examine the different IMERG runs (section 6). While this change to the motion vector source is generally beneficial, we will identify several issues that need to be analyzed further and provide the outlook for the morphing scheme in IMERG V07 (section 7).

2. Algorithm

a. An overview of IMERG

IMERG is the gridded precipitation product from the GPM mission that unifies observations from a network of partner satellites in the GPM constellation (Huffman et al. 2019a). In IMERG V06, precipitation estimates are provided at 0.1° grids every half hour globally (within 60°N–60°S in previous versions). IMERG has three runs—Early, Late, and Final—to accommodate different user requirements for latency and accuracy. The Early run, available at a 4-h latency, is suitable for real-time applications such as in the prediction of flash floods. The Late run, with a 12-h latency, can be used for purposes such as water resource management. The Final run is at a 3.5-month latency and is intended for research applications.

IMERG uses precipitation estimates derived from passive microwave (PMW) sensors. The PMW precipitation estimates are derived primarily from the Goddard profiling algorithm (GPROF) (Kummerow et al. 2001, 2011, 2015; Precipitation Processing System 2017), a fully parametric retrieval algorithm that estimates the surface precipitation rate from the PMW brightness temperature using a Bayesian approach conditioned upon surface classes, surface temperature, and total precipitable water. This applies to all PMW sensors except Sonde Atmosphérique du Profil d’Humidité Intertropicale par Radiométrie (SAPHIR), which uses the Precipitation Retrieval and Profiling Scheme (Kidd 2019; Precipitation Processing System 2019b). The PMW estimates are gridded to 0.1° every half hour. If there are more than two estimates in a grid box, only one will be selected according to the following priorities: estimates from conical-scanning sensors are chosen over estimates from cross-track scanning sensors, followed by the estimate with the observation time closest to the center of the half hour. The gridded PMW estimates are then intercalibrated. IMERG uses the Ku-band Combined Radar and Radiometer (CORRA) product (Precipitation Processing System 2018) as the reference standard for calibration, with seasonal adjustments to the Global Precipitation Climatology Project V2.3 product (Adler et al. 2003, 2016) to control for known deficiencies at certain latitudes for land and ocean. Ideally, all sensors would be directly calibrated to CORRA, but coincident sampling is too sparse for partner sensors due to orbit characteristics and the narrow swath of the Ku-band CORRA estimates. Instead, the intercalibration is performed in two steps. First, mean values of gridded partner sensors are adjusted to the GPM Microwave Imager (GMI) and the TRMM Microwave Imager (TMI) for the GPM and TRMM eras, respectively, using static seasonal calibrations based on one year of coincident estimates. Second, GMI–TMI is calibrated to CORRA using dynamic 45-day calibrations updated every 5 days, and this calibration is also applied to the GMI–TMI-calibrated partner sensors.
Quasi-Lagrangian interpolation is applied to the gridded PMW estimates to fill in gaps in the field using motion vectors computed from ancillary data. This process is called morphing and was first introduced as a central component of the CPC morphing technique (CMORPH) (Joyce et al. 2004; Climate Prediction Center 2011). Changes to this morphing component in IMERG are the focus of this study and will be elaborated in sections 2b and 3. The morphed precipitation is further supplemented, via a Kalman filter approach following Joyce and Xie (2011), with microwave-calibrated precipitation estimates calculated from IR brightness temperatures using the Precipitation Estimation from Remotely Sensed Information Using Artificial Neural Networks—Cloud Cluster System (PERSIANN-CCS) algorithm (Hong et al. 2004; Nguyen et al. 2018). Traditionally, PMW retrievals suffer from inaccuracies over frozen surfaces, so IMERG masks out PMW and morphed estimates over snow- and ice-covered surfaces as indicated in the NOAA AutoSnow product (Romanov et al. 2000). Within 60°N–60°S, this results in the use of IR-based estimates. At high latitudes, this results in missing values. The output comprises the “best” satellite estimates from IMERG, which in the Final run is then calibrated with gauge analyses from the Global Precipitation Climatology Centre Full and Monitoring products (Schneider et al. 2014, 2015) following the approach employed by Huffman et al. (2007) for the TRMM Multi-Satellite Precipitation Analysis. For the Early and Late runs, due to the need for timely data delivery, a more limited selection of data is employed [see Huffman et al. (2019a) for details].

b. The morphing component

A key component of the IMERG algorithm is the morphing technique. First developed at the NOAA Climate Prediction Center as the central part of the CMORPH product (Joyce et al. 2004) and later improved with a Kalman filter following the Global Satellite Mapping of Precipitation (GSMaP; Ushio et al. 2009) to include IR precipitation (Joyce and Xie 2011), the morphing algorithm is integrated in the IMERG algorithm (Huffman et al. 2019a). The rapid adoption of this concept in leading algorithms of global precipitation is a testament to its ability to produce high temporal resolution in a gridded dataset from the limited sampling of PMW sensors.

The morphing algorithm as implemented in CMORPH and IMERG can be broken down into three subcomponents. First, motion vectors representing precipitation motions are derived. Second, these motion vectors are used to propagate precipitation over areas where there are no instantaneous PMW observations. Third, the propagated precipitation is integrated with IR precipitation through a Kalman filter. This study focuses on the improvements to the first two subcomponents.

To derive the motion vectors, two successive fields of an atmospheric variable with global coverage are compared. In CMORPH and IMERG prior to V06, the variable used is the half-hourly global geosynchronous IR brightness temperature from the CPC 4-km merged IR dataset (Janowiak et al. 2017). To compute the motion vector at a grid box, the IR pixels below 260 K in a template of 5° × 5° are compared to the IR pixels at the next half hour with different spatial offsets to the template. The correlation between the two fields of IR pixels is computed for each spatial offset, and the offset with the highest correlation forms the motion vector for that grid box. Motion vectors derived from this approach reflect the large-scale motions of cloud tops and is relatively independent of the actual values of the brightness temperatures. While motion vectors can be derived at every precipitation grid box (0.1° for IMERG), they are instead computed at every 2.5° because this procedure is computationally intensive. Any missing vectors, due to either data dropouts or an absence of cold clouds within the template, are filled in using temporal and spatial interpolation.

Given motion vectors, PMW precipitation pixels can be propagated both forward and backward in time. For the IR-based motion vectors, comparisons with ground-based precipitation radars in the United States indicate that the motion vectors overestimate the speeds of precipitation systems in both the longitudinal and latitudinal directions (Joyce et al. 2004). Therefore, climatological scaling factors are applied to the motion vectors prior to the propagation of precipitation. The precipitation pixel at 0.1° is propagated using the closest vector at the 2.5° vector grid. If multiple pixels are propagated to a single grid box, they are averaged. If a grid box is empty after the propagation, it is filled using spatial interpolation from neighboring grid boxes.

3. Changes to the morphing system

In CMORPH and IMERG up through V05, the motion vectors are computed from 4-km geosynchronous IR brightness temperatures; hence, the motion vectors reflect cloud-top motions. However, there are two main limitations in using geosynchronous IR to compute motion vectors. The first limitation is that cloud-top motions may not match precipitation motions, primarily due to wind shear and the potential difference in the evolution of precipitation and cloud systems. Indeed, this is the reason for the climatological scaling using
U.S. ground-based radars (section 2b), though it is unclear how applicable these scaling factors are to other regions in the world. The second limitation is that the CPC IR dataset is limited to 60° N–60° S. Poleward of 60° N/S, the viewing angle is judged to be too oblique to produce information that is reliably useful. This limitation prevents a direct extension of morphing to high latitudes (defined here as poleward of 60° N/S).

Due to these drawbacks of geosynchronous IR data, IMERG V06 was modified to use numerical model variables to derive motion vectors. For the Final run, the Modern-Era Retrospective Analysis for Research and Applications, version 2 (MERRA-2), product is used (Gelaro et al. 2017); for the Early and Late runs, the Goddard Earth Observing System Forward Processing (GEOS FP) forecast product (Lucchesi 2017) is used due to latency requirements. Both products are produced by the Global Modeling and Assimilation Office at NASA Goddard Space Flight Center using the GEOS model, which helps ensure consistency in the vectors between all runs.

MERRA-2 is based on version 5.12.4 of the GEOS model. MERRA-2 variables are available on a 0.5° latitude × 0.625° longitude grid with a temporal resolution of 1 h for most 2D fields. The MERRA-2 record begins in 1980, covering the entire TRMM and GPM eras. Its latency of about 1–2 months is compatible with the processing timeline of the Final run. GEOS FP is produced using the latest version of the GEOS model. GEOS FP variables are available on a 0.25° latitude × 0.3125° longitude grid with a temporal resolution of 1 h for most 2D fields. Being a forecast product, GEOS FP is run four times a day, each with a different forecast length: the 0000 UTC forecast is run for 240 h, the 0600 UTC forecast for 30 h, the 1200 UTC forecast for 120 h, and the 1800 UTC forecast for 30 h. Vectors are always computed using variables from two consecutive hours of the latest available forecast, but the extended forecast lengths mean that vectors can still be produced should there be any interruption to forecast data availability, albeit with slightly lower reliability (see section 6). The latency of GEOS FP is currently about 7 h, although hardware and software improvements may reduce this latency in the future.

In this study, we will evaluate the morphing scheme using vectors computed from six model-based variables: total (surface) precipitation from atmospheric model physics (PRECTOT), total precipitable water vapor (TQV; also known as total column water vapor), total precipitable liquid water (TQL), total precipitable ice water (TOI), specific humidity at 500 hPa (Q500), and specific humidity at 850 hPa (Q850). TQV, TQL, and TOI are the vertically integrated water content in the three respective phases. Due to the lognormal distribution of precipitation, we first transformed PRECTOT by log(P + 1), where P is the precipitation rate (mm h⁻¹), to reduce the otherwise disproportionate weights given to high values in the correlation computation. Furthermore, to avoid anomalous vectors due to small-scale noise in the variables, minimum thresholds are applied to the model variables for the correlation computation. Based on preliminary studies, the thresholds adopted were: 0.03 mm h⁻¹ for PRECTOT, 0.002 kg m⁻² for TQL, and 0 for all others. To ensure sufficient sample sizes in the correlation computation, the coarse model data are linearly interpolated to the 0.1° precipitation grid. A vector will be computed only if there are at least 1000 grid boxes (out of a maximum of 2500 grid boxes in the 5° × 5° template) that are above the threshold for computing the correlation; otherwise, it is assigned as missing. (In the previous IR-based morphing scheme, a vector was computed so long as there was at least one grid box above the threshold.) Of the six variables, only TQV and Q500 consistently provide vectors at all locations; Q850 is globally complete except in areas of high surface altitude. Vector fields with missing values are filled in using the same temporal and spatial interpolation schemes developed for the IR-based vectors. Here, we only show results for MERRA-2 variables, since results for GEOS FP are similar. A brief discussion on the similarity between MERRA-2 and GEOS FP vectors is given in section 6.

The vector computation approach for the model variables is similar to that of IR: comparing large-scale templates of about 5° on a 2.5° grid. Different template sizes and grid spacing have been explored, but differences in performance were not sufficiently compelling to warrant a change for V06. However, as we will be extending the vector computation from 60° N/S to the poles, the distortion of the longitudinal size of the template at high latitudes is an issue. At high latitudes, the area of a 5° × 5° template is much smaller than a 5° × 5° template at the equator, leading to inconsistency in the scale the vectors represent. To mitigate this distortion, the template size is given a latitudinal size of 5° and a longitudinal size of 5°/cos(latitude). Furthermore, at the poles, the template “wraps” around to the other longitudinal side of the hemisphere. Note that these fixes are driven by the fact that IMERG’s native grid is a cylindrical equidistant (or equal angle) grid. Future versions of IMERG aim to migrate to an alternative grid in data processing while still providing the 0.1° cylindrical equidistant grid for end users.

One important criterion for the choice of vector source is its temporal resolution. Our experience suggests that a higher temporal resolution is more important than higher
spatial resolution in computing the vectors, despite the absence of finescale spatial features in the model fields like those in the 4-km IR. The importance of temporal resolution limits the range of model products that are viable for our purpose. Other than MERRA-2, we have also explored using ERA5—which also has hourly resolution—from the European Centre for Medium-Range Weather Forecasts, but the vectors produced are highly similar to MERRA-2, even though ERA5 has an independent computational approach. This demonstrates that the vector computation method—which is based on the large-scale motion of the variable and not its exact values—is not sensitive to the precise dataset used.

The motion vectors computed at 2.5° every hour are interpolated to 0.1° every half hour for propagating the precipitation pixels. Temporally, this interpolation is necessary to produce half-hourly precipitation fields. Spatially, this interpolation enables smoother motions (Fig. 1). The climatological scaling factors derived for the IR-based vectors are no longer necessary, as the motion vectors better reflect precipitation motions. As with the vector computation, pixels propagated beyond 90° latitude will be wrapped around to the other longitudinal hemisphere. In practice, masking out PMW estimates due to frozen surfaces, which occurs after the Kalman filter, renders this issue moot at both poles for V06.

4. Evaluation of the new morphing scheme
   a. Evaluation approach

   One way to evaluate the morphing scheme is to propagate gridded PMW observations to the next half hour and compare it with available PMW observations at that half hour. This is possible because some sun-synchronous PMW orbits are separated by about 30 min—such that a grid box may have PMW overpasses in two successive half hours—as well as the non-sun-synchronous orbits of GMI and TMI. This allows us to contrast the performance of the new scheme using model data and spatially interpolated vectors against the old scheme, and also between different model variables, at all locations of the globe. However, due to intersensor differences and evolution of the precipitation systems, the propagated precipitation will never be identical to the instantaneous PMW observation. In other words, even if the propagation is perfect, this evaluation will not give perfect scores. At the same time, biases in the retrieval process may inflate the absolute values of the scores. Therefore, to provide a meaningful evaluation, we choose two benchmarks. The first benchmark is the previous morphing scheme as implemented in V05: the IR-based vectors with ground radar scaling. The second benchmark is no motion (i.e., a vector field with zeros everywhere). This evaluation approach will be used in sections 4b and 4c; in section 4d we will complement this with ground validation.

   With the propagated precipitation as the “estimate” and the instantaneous PMW precipitation as the “reference,” we compute three metrics that characterize different aspects of performance. The Heidke skill score (HSS) is a generalized skill score evaluating the ability of the estimate to detect precipitation at a threshold—chosen here to be 0.2 mm h⁻¹ following Tan et al. (2018)—compared to random chance. A negative HSS indicates a performance poorer than random chance, a positive HSS indicates a performance better than random chance, and a value of 1 indicates perfect performance. For reference-estimate pairs that are both at least 0.2 mm h⁻¹ (i.e., hits), we further compute the Pearson correlation coefficient (or simply correlation) and the normalized root-mean-square error (NRMSE). The correlation assesses the random error in the hits, quantifying the degree of scatter in the relationship between the reference and the estimate. A value of 1 indicates perfect performance. NRMSE expresses the difference in values between the estimate and the reference, normalized against the average reference value; it contains information on both the systematic and random error. A value of 0 indicates perfect performance. See the appendix for the mathematical definitions of these three metrics. Tests using alternative thresholds of 0.1 and 0.5 mm h⁻¹ did not have an effect on the conclusions (not shown). The evaluation presented here uses data for the year 2018. Due to the large sample sizes (~10⁹), any numerical differences in

   ![Fig. 1. A snapshot demonstrating the spatial interpolation of vectors from the 2.5° grid to the 0.1° grid box, showing the computed vectors (magenta arrows), every fourth interpolated vector (gray arrows), and the propagated precipitation field in the background. Arrow lengths are relative and do not indicate the physical distance propagated.](image-url)
the rounded values are statistically significant with a negligible p value.

b. Global average

Figure 2 shows the HSS, correlation, and NRMSE of all propagated precipitation within 60°N–60°S for the year 2018. (High-latitude estimates from the model-based morphing scheme are ignored for comparability to the IR-based morphing scheme). The most salient result is that the new scheme using MERRA-2 outperforms both the IR-based propagation as implemented in IMERG V05 and no motion (None) in all three metrics most of the time. Not surprisingly, the IR-based propagation is also better than None. Between the six MERRA-2 variables, all except TQI and Q850 have comparable performance, with slight variations across the three metrics. Q850 has marginally lower performance in correlation and NRMSE, while TQI has the lowest performance of all MERRA-2 variables and is comparable to IR. This relative performance persists when evaluating estimates that were propagated for two and three half hours (Fig. S1 in the online supplemental material) as well as when the evaluation is broken down into different seasons in the Northern Hemisphere (Fig. S2).

Figure 2 also demonstrates an important facet of this evaluation approach. Visually, the use of motion vectors computed from the variables to propagate precipitation fields leads to a clear improvement in the animations of precipitation fields (Figs. S3–S10). Nevertheless, the differences in absolute scores between the vectors and “None” are relatively small. This small numerical difference is likely a consequence of the intersensor differences, which results in a large contribution from observational noise. The actual difference in morphing performance will only emerge from the noise by averaging over a sufficiently large sample of reference-estimate pairs. Indeed, the relative performance between different vectors is consistent across different seasonal subsamples (Fig. S2), suggesting that the results in Fig. 2 are robust. Therefore, even though the differences in the metrics are numerically small, they represent differing morphing capabilities.

Figure 3 shows the evaluation separated by ocean and land, respectively, within 60°N–60°S. The relative
performances between the various vectors are broadly consistent over land and over ocean: MERRA-2 variables are better than IR, which is in turn better than None. However, some vectors perform better over one surface type than the other. For example, over ocean, Q850 is comparable to other MERRA-2 variables, but over land, it is less accurate. Similarly, over ocean, TQV, TQL, and PRECTOT have similar scores that are among the best, but over land, TQV falls behind. Comparing the absolute scores between ocean and land, HSS and correlations are better over ocean but NRMSEs are better over land. Likely explanations of this ocean–land contrast are (i) the greater variability in land surface emissivity leading to greater differences between retrievals from different sensors, (ii) the faster evolution of precipitation systems over land, and (iii) the higher precipitation rates over ocean than over land (Adler et al. 2017), which generally increase the absolute values of NRMSE.

c. Zonal average

In section 4b, we evaluated the performance of the propagation without consideration of location (except by surface type). However, given that precipitation motions vary at different latitudes, examining the performance of the morphing scheme as a function of latitude may yield some useful insights.

Figure 4 shows the HSS, correlation, and NRMSE by each 2.5° latitude band, while Fig. 5 shows the anomaly about the precipitation field with no motion (None) at each latitude band to enhance the relative differences. Looking at all precipitation fields, there is decreased performance in the low latitudes, indicating higher variability between the sensors. Comparing between various propagated precipitation fields, the impact of morphing is clearest in the midlatitudes, where all variables (including IR) show a marked improvement over the precipitation field without propagation. This is due to the predominance of extratropical cyclones and fronts at these latitudes, which leads to fast and persistent motions in precipitation. In the tropics, morphing confers a smaller advantage due to the generally lower propagation speeds, such that a lack of morphing is not a severe impediment to predicting precipitation positions. At high latitudes, the advantages of morphing diminish, too, though their relative performances broadly resemble the globally averaged metrics (Fig. 2). For example, TQL is among the best performing variable at most latitudes, but in the Southern Hemisphere low latitudes and parts of the Southern Ocean it is falls behind TQV. On the other hand, the performance of TQV is at the top at some latitude bands, but it suffers a drop in performance in the Northern Hemisphere low latitudes.

A surprising result in Figs. 4 and 5 is the poorer performance of IR compared to None in the tropics, consistently in HSS and NRMSE, and occasionally in correlation. That is, the IR-based morphing as implemented in IMERG V05 may actually worsen the performance of the tropical precipitation estimates. Similarly, TQI may lead to a performance less accurate than None. One potential explanation is the possible discrepancy in the motions between the cloud tops that the IR observes and the precipitation systems beneath, and likewise between the cloud ice particles represented by TQI aloft and the underlying precipitation systems. Another possible explanation lies in the more...
transient and smaller-scale nature of tropical convective clouds, which can impede the effective computation of motion vectors. Coupled with the generally slower motions in the tropics and thus a smaller advantage of morphing over no motion, typically small errors in motion are proportionately more important in the low-motion tropics.

d. Ground validation over CONUS

The evaluation up to this point relies solely on satellite data, with the propagated precipitation as the “estimate” and the instantaneous PMW observations as the “reference.” Alternatively, an approach complementary to this satellite-only evaluation is to use ground observations as the reference. While ground validation comes at the expense of a more limited coverage—in this case, over the conterminous United States (CONUS)—it does not suffer from the limitations of intersensor differences and lack of system evolution that is inherent in the previous evaluation (section 4a).

The ground reference used here is a Multi-Radar Multi-Sensor (MRMS) system product processed in support of GPM ground validation (Kirstetter et al. 2012, 2014, 2015). This product aggregates the MRMS precipitation rates to produce half-hourly accumulated precipitation rates over CONUS (20°–55°N, 130°–60°W) with a high spatial resolution of 0.01°, which we average to 0.1°. Each grid box is also associated with a radar quality index that reflects sampling and estimation uncertainty, which allows us to select only the most reliable grid boxes. Furthermore, MRMS is adjusted with the Hydrometeorological Automated Data System and regional rain gauge networks, which also allows us to exclude grid boxes with gauge correction factors outside the range of 0.5–2—indications of potential discrepancies in the surface data.

Figure 6 shows the HSS, correlations, and NRMSE of the comparisons over CONUS for estimates propagated for one half hour using the various motion vectors. The salient differences compared to Fig. 2 are (i) a better correlation by the IR-based vectors in V05, which can be attributed to the scaling factors derived from the selfsame ground radars (though with a different algorithm), (ii) the strikingly poorer performance by TQI, and (iii) the unexpectedly high HSS by None, for which we do not yet have a satisfactory explanation. On the other hand, TQV, TQL, and Q850 clearly outperform all others (except against IR in correlation).

5. Using large-scale winds to propagate precipitation

In the implementation of the new morphing scheme, one obvious candidate for the motion vectors is the large-scale horizontal winds from the models. To test this possibility, we converted MERRA-2 winds at 850 and 500 hPa (variables U850, V850, U500, V500) into vectors directly, instead of deriving them from the spatial offset of the template as described in section 3. The vectors are then ingested into the forward-propagation code.

It is clear from animations of the propagated precipitation that using winds as motion vectors is deficient (Figs. S11 and S12). The precipitation propagated by the winds at either level has an incorrect speed and/or direction, leading to jumps in positions when PMW overpasses occur. Over the South China Sea, the incorrect directions of propagation even led to the distortion of an organized precipitation cell.

The problem with using horizontal winds as vectors is well known from synoptic experience, namely that the “steering level” of the precipitation varies depending on the system. Precipitation originating from warm clouds are likely steered by low-level winds, while precipitation emerging from deep convection may be influenced by winds aloft. In fact, for winds to serve as vectors, they
should be vertically integrated with weights based on the amount of precipitation at each level, accounting for fall speeds and evaporation. Not only does this introduce a complexity beyond what can reasonably be implemented or even approximated, the motion of this vertically integrated quantity should be well captured by TQL or TQV.

6. GEOS-FP and MERRA-2

While the changes herein affect all three IMERG runs, we thus far only showed the evaluation results for motion vectors derived from MERRA-2, which is used only in the Final run. We expect these results to be comparable to motion vectors derived from GEOS FP that is used in the Early and Late runs, given the structural similarity between the two products. Indeed, a test comparison of the motion vectors derived from GEOS FP TQV to those derived from MERRA-2 TQV showed high similarity between the two sets of vectors, with correlations between the vector fields consistently above 0.9 (Fig. 7). This result is based on using all four GEOS FP runs of the day over 10 days beginning 1 August 2017 (taking into account the anticipated 7-h latency in data availability). If we were to use a single 0000 UTC GEOS FP forecast that goes out to 240 h, the drop in performance associated with a deteriorating forecast is gradual, with correlations dropping to just below 0.7 at 240 h. This suggests that, should there be an interruption to GEOS FP data availability that forces the IMERG Early and Late runs to use a forecast to an extended period, they can still run for up to 10 days with a tolerable degradation in performance.

7. Concluding remarks

This paper described the changes to the morphing component of the IMERG algorithm in V06. One of the biggest changes is the switch from geosynchronous IR to numerical model data from MERRA-2 and GEOS FP for the derivation of motion vectors used to propagate the PMW precipitation observations. This change is motivated by discrepancies between cloud-top motion and precipitation motion, and by the need to extend IMERG coverage to the poles. In addition, there are some minor changes in the implementation of morphing, including (i) the removal of scaling constants derived by comparing IR-based motion vectors with ground-based radars over CONUS; (ii) the introduction of spatial interpolation of the vectors from 2.5° to the precipitation grid for smoother motions; and (iii) the implementation of a correction to deal with gridbox distortions in longitude at high latitudes associated with the cylindrical equidistant grid.

Our evaluation—comparing the precipitation propagated for one half-hour time step against the instantaneous PMW observation at the second half hour—indicates that the new scheme is an improvement globally over the IR-based morphing scheme implemented in V05. Among the MERRA-2 variables tested, vectors derived from TOV, TQL, PRECTOT, Q500, and Q850 generally have better performance, with slight variations over land and over ocean. Zonally, these variables are comparable to each other, with no one variable...
consistently outperforming the others. These results are also confirmed by ground validation using radar- and gauge-based estimates over CONUS, with TQV, TQL, and Q850 gaining a distinct edge. For IMERG V06, we chose TQV as the variable for deriving motion vectors because of its competitive performance and global completeness, though this decision may be revisited in future versions as more evaluation results arrive.

One concern regarding this change in motion vector source to TQV is the possibly negative effect of orography. Being a vertically integrated quantity, TQV is reduced at higher elevations due to a shorter vertical column. How this affects the accuracy of the motion vectors is unclear, considering the indirect nature of the motion vector derivation and complex interactions between precipitation motion and orography. In fact, it is also unclear how the IR-based motion vectors are affected by orography. It is worth pointing out that IMERG, unlike GSMaP (Yamamoto and Shige 2015; Yamamoto et al. 2017), does not yet have a scheme to account for orographic enhancement of precipitation, making it harder to disentangle the possible orographic effect on the motion vectors while at the same time limiting the effectiveness of our evaluation approach (section 4a). We encourage users evaluating IMERG V06 to consider assessing the impact of orography on propagated precipitation, keeping in mind that its effect can be distant due to the large template size.

A second issue relating to the extension of IMERG to the poles is the use of a cylindrical equidistant grid, as mentioned in section 3. What was previously an acceptable distortion of the grid boxes in the longitude direction at the 60°N/S limits is now quite severe close to the poles. While corrections have been implemented in V06, their ad hoc nature may introduce artifacts into the propagated estimates at high latitudes. We are actively considering migrating to a more equitable grid for V07. This change will occur inside the processing system for IMERG; the public products will still provide interpolated precipitation estimates on a 0.1° cylindrical equidistant grids. We anticipate that a switch to a grid that accounts for longitude distortion will provide improved accuracy (especially at higher latitudes) and computational speed.

The original morphing component in IMERG was adapted from CMORPH, but developments on both implementations have since diverged. A reprocessed version of CMORPH beginning 1998 has been released (Xie et al. 2017), and the next-generation CMORPH is in active development. Unlike IMERG V06, the new CMORPH will adopt a different approach. It will use IR-based precipitation (instead of IR brightness temperature) from geosynchronous satellites to derive the motion vectors, supplemented by model precipitation and polar-orbiting IR sensors at higher latitudes.

Regardless of how morphing is implemented, it is fundamentally an interpolation technique, so it can only be as good as the PMW estimates that it interpolates from. Hence, frequent observations by high-quality satellite instruments, accurate retrieval algorithms, and reliable calibration data are primary factors in the ultimate performance of such multisatellite algorithms. Therefore, for IMERG to sustain its performance in the future, it is critical to maintain a constellation of high quality sensors with open sharing of data and continued efforts to refine the retrieval algorithms and calibrations.
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APPENDIX

Definition of Metrics

The propagated precipitation is evaluated against the reference using three metrics: Heidke skill score (HSS), Pearson’s correlation coefficient (or simply correlation), and normalized root-mean-square error (NRMSE). HSS quantifies the precipitation detection while correlation and NRMSE quantifies the accuracy in precipitation intensity.

HSS is defined as

\[
HSS = \frac{H + C - H_e}{N - H_e},
\]

where number of correct detections by chance \(H_e = 1/N\), \[(H + M)(H + F) + (C + M)(C + F)\]; \(H, M, F,\) and \(C\) are the number of hits, misses, false alarms, and correct negatives, respectively; and \(N = H + M + F + C\) (Wilks 2011). The threshold for precipitation is 0.2 mm h\(^{-1}\).

NRMSE is defined as

\[
NRMSE = \sqrt{\frac{1}{N} \sum_i (y_i - x_i)^2} - \sqrt{\frac{1}{N} \sum_i x_i},
\]
where $x_i$ and $y_i$ are the reference and estimate, respectively.

Correlation is computed using the standard definition of the Pearson correlation coefficient.
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