The Role of Planetary Waves in the Downward Influence of Stratospheric Final Warming Events
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ABSTRACT

Stratospheric final warming events are simulated in an idealized atmospheric model by imposing a winter-to-summer transition in radiative equilibrium temperature only in the stratosphere. Large ensembles of events are simulated with different strengths of topographic forcing. It is found that the dates of final warmings become earlier and their downward influence on the troposphere becomes stronger for greater topographic amplitudes. This result is similar to observed differences between the downward influence of the final warming in the Northern and Southern Hemispheres. The mechanisms through which the final warming exerts its influence on the tropospheric circulation are investigated using a zonally symmetric model. It is found that lower-stratospheric wave driving induces a residual circulation that affects the tropospheric circulation. The stratosphere also affects the propagation of planetary waves in the upper troposphere, resulting in a burst of wave activity and a rapid deceleration of tropospheric zonal winds at the time of the final warming. These results highlight the important roles of planetary waves in the downward influence of the stratospheric final warming events.

1. Introduction

The stratosphere undergoes a final collapse of the polar vortex, appearing as a polar warming and the reversal of zonal winds from wintertime westerlies to summertime easterlies, in the spring as solar heating in high latitudes increases (Andrews et al. 1987). This so-called stratospheric final warming differs from the sudden warming in that the final warming occurs every year in both hemispheres. Also, unlike the sudden warming, the easterly zonal winds after the final warming do not return to westerly until the final cooling takes place during the fall. The date on which the polar vortex breaks up, the so-called final warming onset time, varies from year to year. The interannual variability in the timing of the final warmings depends on the strength of planetary wave forcing (Farrara and Mechoso 1986), and it can have a large impact on the chemical depletion of stratospheric ozone (Salby and Callaghan 2007). A late final warming is often associated with more ozone loss, because there is less ozone transport from the midlatitudes and increased chemical destruction within the polar vortex. For example, Waugh and Rong (2002) found there are large differences in the mixing of Arctic vortex air into the midlatitudes between early and late final warmings.

Recent observational analyses connected the stratospheric final warming to the seasonal transition in the troposphere. Black et al. (2006, hereafter BMR06) and Black and McDaniel (2007b, hereafter BM07b) constructed zonal wind composites for the final warming in both hemispheres. The Northern Hemisphere (NH) has a coherent pattern of significant zonal wind anomalies (defined as deviations from the climatological seasonal cycle) in the high-latitude stratosphere extending downward
to the surface. In the Southern Hemisphere (SH), however, only marginally significant anomalies are observed in the troposphere. Monthly analyses of final warmings by Ayarzagüena and Serrano (2009) also revealed that the NH final warming has a substantial impact on the tropospheric storm tracks over the North Atlantic and the numbers of storms that cross northern Europe during April. In an idealized atmospheric dynamical model, Sun and Robinson (2009) simulated final warming events by imposing a transition in radiative equilibrium temperature from winter to summer only in the stratosphere. Their ensembles of final warming results with and without topography showed that a substantial fraction of the observed tropospheric changes that occur in conjunction with final warmings are induced from the stratosphere. These observational analyses and model results all suggest that the stratospheric final warming can make a significant contribution to the springtime transition in the lower troposphere.

In support of observations of the downward influence from the stratosphere, several possible mechanisms have been proposed to explain how the stratosphere can affect the tropospheric circulation. Persistent wave driving in the stratosphere induces a secondary circulation that transmits the stratospheric signal downward to the surface (Haynes et al. 1991). This “downward control” result is the equilibrated response to stratospheric forcing. The short-term tropospheric response, on the other hand, can be obtained by inverting rapidly evolving stratospheric potential vorticity (PV) anomalies, or the PV tendency (e.g., Black 2002). In a zonally symmetric model, Thompson et al. (2006) studied the zonal-mean balanced response to the stratospheric wave driving and found it was quantitatively similar to the observed tropospheric response to stratospheric v jovialization. The same model has been used by SR04 to study the mechanisms for the stratospheric influences on the troposphere, stratospheric influence on planetary waves could include trapping of the waves near the tropopause (Chen and Robinson 1992) and wave reflection (Perlwitz and Harnik 2003, 2004). Recent studies by Black and McDaniel (2007a, hereafter BM07a) reveal that in the NH, the stratosphere can affect the tropospheric circulation directly prior to the final warming, and that after the final warming onset it can still affect the troposphere by vertically trapping the tropospheric waves.

Gerber and Vallis (2007) found that the intrinsic time scale of the annular mode is shorter in the presence of topography or other stationary wave forcing. This implies a weaker transient eddy feedback when the jet is not zonally symmetric. As a transient event, it is possible that the final warming does not allow enough time for the synoptic eddies to respond systematically, so that the tropospheric eddy feedback in the presence of topography will be weaker than its absence (e.g., SR04). On the other hand, SR04 suggested that the importance of planetary waves in coupling the troposphere to the stratosphere would increase in the presence of realistic planetary waves. This suggests that in final warming simulations, when the topographic forcing is strong enough, the influence of planetary waves on the troposphere may exceed that of synoptic eddies; the modeling results that we report on here support this suggestion.

This paper contains five sections. Section 2 provides a short description of the idealized dynamical model, the simulation, and how the results are diagnosed. Section 3 reports the results of ensembles of simulated final warmings with different topographic amplitudes. In section 4, we discuss the dynamics of the final warmings, focusing on the mechanisms of the downward influence. Section 5 presents conclusions. The dynamical model and zonally symmetric model are briefly described in the appendixes.

2. Models and diagnoses

a. Model and simulations

The idealized dynamical model is a primitive equation, hydrostatic, spectral model derived from the 1990s version of the Geophysical Fluid Dynamics Laboratory (GFDL) atmospheric model (Gordon and Stern 1982). The model has a dry atmosphere and radiative processes are represented by the Newtonian cooling parameterization. The same model has been used by SR04 to study the mechanisms for the stratospheric influences on the troposphere. For our studies we have made some changes to the equilibrium temperature and to the Newtonian cooling rate.
The model is run at rhomboidal 30 (R30) spherical harmonic truncation (equivalent to 96 and 80 grid points in zonal and meridional directions). Rhomboidal 60 (R60) truncation is used in some simulations. Sigma coordinates are adopted in the vertical, where $\sigma = p/P_s$, $p$ being the pressure and $P_s$ the surface pressure. We use the same levels as Scinocca and Haynes (1998) and SR04. There are $n_F = 30$ “full” levels and $n_F = 1$ “half” levels.

The model domain extends from the surface of the earth up to about 105 km. A detailed description of the model is given in appendix A.

The stratospheric final warming is the final collapse of the polar vortex due to increased solar heating as spring progresses. Therefore, a seasonal transition is needed to produce and analyze final warmings. In the dynamical model, radiative diabatic heating/cooling is parameterized by Newtonian cooling, which relaxes model temperatures toward the radiative equilibrium temperature $T_{eq}$. The seasonal cycle is induced by a radiative relaxation to a seasonally varying, zonally symmetric $T_{eq}$ field, which is a sinusoidal transition between winter and summer equilibrium temperature fields (cf. Scott and Haynes 2002).

We first run the model with $T_{eq}$ fixed for 2000 days in order to obtain statistically stable winter and summer states in the NH and SH, respectively. The next 800-day output is branched out every 10 days for the 365-day seasonal transition, with $T_{eq}$ evolving according to

$$
T_{eq}(\phi, \sigma, t) = \gamma(t) \times T_{eq}^{\text{winter}}(\phi, \sigma) + [1 - \gamma(t)] \times T_{eq}^{\text{summer}}(\phi, \sigma),
$$

where $\gamma(t) = 0.5 \times [1 + \cos(2\pi \times t \text{ days/365 days})]$ and $T_{eq}^{\text{winter}}(\phi, \sigma)$ and $T_{eq}^{\text{summer}}(\phi, \sigma)$ are the midwinter and midsummer $T_{eq}$, which are shown in Fig. 1a. This yields an 80-member ensemble of seasonal transitions. Because the winter and summer $T_{eq}$ are the same in the troposphere, the seasonal transition is driven radiatively only in the stratosphere. This experimental design allows us to look at how the stratospheric final warming affects the tropospheric circulation.

To test the final warming under different topographic forcings, six different topographic amplitudes from 500 to 3000 m are applied to the seasonal runs. For the 2000-m
topography, we also test different stratospheric vortex strengths by setting the radiative polar stratospheric jet parameter $u_1$ (see appendix A) to 200, 240, 320, and 360 m s$^{-1}$, instead of the value of 280 m s$^{-1}$ used in the control run. In addition, runs are carried out with wavenumber-2 topography and at higher resolution (R60) to examine the robustness of the results. Each seasonal transition comprises an 80-member ensemble.

b. Zonally symmetric model

We use a zonally symmetric model to evaluate the roles of different wave forcings in driving the downward influence during the final warming. The zonally symmetric model uses the same radiative forcing and dissipations as the full model, but only the zonally symmetric component (spectral zonal wavenumber 0) is integrated forward in time. Since the zonally symmetric model computes its own residual circulation in response to the wave driving, it can be used to evaluate the influence of the stratospheric wave driving on the circulation (e.g., Kushner and Polvani 2004; Thompson et al. 2006). In the zonally symmetric model, the eddy forcings are not internally generated. They must be imposed, and are diagnosed from the results of the full model. There is no topography in the zonally symmetric model. Note that the eddy forcing is calculated daily from the output of the full model, so it can be used to simulate transient events in the zonally symmetric model. A detailed description of the eddy forcings is given in appendix B.

c. Diagnostics

The dynamical model output includes daily spectral fields of vorticity, divergence, temperature, and surface pressure. When diagnosing the zonal mean and eddy terms, all of the calculations are performed within $\sigma$ coordinates to avoid any inaccuracies. The zonal wind, meridional wind, temperature, and surface pressure are directly obtained from the spectral fields by fast Fourier transform (FFT); the other variables, such as $\sigma$ vertical velocity $\dot{\sigma}$, potential temperature $\theta$, and geopotential height $\Phi$ can be diagnosed in the same way as in the model. The transformed Eulerian mean (TEM) form of the momentum equation under $\sigma$ and spherical coordinates is very similar to SR04 with slight simplifications. All the variables are then vertically interpolated from sigma coordinates to pressure coordinates for display.

3. Final warming results

a. Onset time

BMR06 and BM07b analyzed observations of the NH and SH final warmings using the National Centers for Environmental Prediction (NCEP)–National Center for Atmospheric Research (NCAR) reanalysis and 40-yr European Centre for Medium-Range Weather Forecasts (ECMWF) Re-Analysis (ERA-40) datasets. Here we adopt similar approaches to calculate the onset dates and to construct composites of final warmings. BMR06 define the onset date of the final warming as the final time that the zonal-mean zonal wind at 50 hPa and 70$^\circ$N drops below zero without returning above a 5 m s$^{-1}$ threshold. The latitude 70$^\circ$N is chosen because it is the latitude of the NH stratospheric jet. Similarly, 60$^\circ$S is used to define the final warming in the SH (BM07b). For our seasonal transitions, the final warming onset dates are based on the latitudes of the midwinter stratospheric jet in each run, increasing from 55$^\circ$ to 70$^\circ$N with the amplitude of topographic forcing. In addition, when the topographic forcing is strong, the zonal wind variability during the seasonal transition is large, so that the 50-hPa zonal wind often exceeds 5 m s$^{-1}$ even during the summertime. Thus we adopt a larger returning threshold, 10 m s$^{-1}$, in this study to avoid categorizing such events as very late final warmings. In the SH observations, because of the weakness of SH planetary waves, if defining the final warming as a change in sign of the zonal wind, final warmings do not always occur at 50 hPa. Therefore, BM07b adjust the definition transition threshold to 10 m s$^{-1}$. Here we use 20, 10, and 5 m s$^{-1}$ transition thresholds to define the 50-hPa final warmings with 500-, 1000-, and 1500-m topography.

The left panel of Fig. 2a shows the 50-hPa ensemble-mean final warming onset dates for different topographic amplitudes, together with the observations for both hemispheres. Here the final warming onset dates are the number of days after the transition in the equilibrium temperature begins [i.e., $T_{eq}$ in Eq. (1) in the simulation] and the number of days after the winter solstice for the observations. The final warming onset dates become earlier as topographic amplitudes increase. The mean onset date for NH observational final warmings is close to the mean dates obtained in our model for 1500-m topography, but since the transition threshold for the final warming with 1500-m topography is 5 m s$^{-1}$, the NH observational mean onset date should be between the 1500- and 2000-m cases. The date for SH is even later than our 500-m amplitude result.

The right panel of Fig. 2a shows the ensemble-mean onset dates of final warmings for different vortex strengths with the same 2000-m topographic forcing. For the same topographic forcing, the difference in onset time results from the different $T_{eq}$ forcing in the spring transition. For a larger $u_1$, the radiative zonal wind in the stratosphere will also be larger during the spring transition so that the final warming occurs later.

The standard deviations for the onset dates are shown in Fig. 2b. The standard deviation always increases...
monotonically with the strength of the topographic forcing. For the different stratospheric vortex strengths, a large radiative zonal wind during the spring transition is associated with a late final warming and small variability in its timing, while a small radiative zonal wind during the spring transition is associated with early final warmings with more variable timing.

The dates of occurrence for the 50-hPa final warming events with different topographic amplitudes appear to be approximately normally distributed, as is the case for the observed NH final warmings (not shown). The observed distribution of final warming dates in the SH is more complicated, since it can include trends resulting from anthropogenic ozone depletion (BM07b).

b. Zonal wind evolution during the final warming

After the final warming onset dates are determined, ensemble composites are constructed by performing ensemble averages with the time axis for each ensemble member shifted to align the onset times. This is different from ensemble climatology, in which the time is based on the evolution of $T_{eq}$. Composite anomaly fields are calculated by subtracting the ensemble climatology from the ensemble composites. To estimate the statistical significance of the anomalies, the two-sided Student’s $t$ test is used to calculate the 95% confidence level.

Figure 3 shows the evolution of the zonal wind climatologies and composites at 50 hPa and 70°N across the final warmings for different topographic amplitudes. The 50-hPa level is used to define the final warming. From day $-20$ to day $+20$, the transition is characterized by the transition from westerlies prior to the final warming to easterlies afterward. When the topographic amplitude is weak (500-m amplitude), the zonal wind evolution is slow and there is little change over this 40-day period. For final warmings with 1000-m topography, the zonal wind deceleration is clear, but the composite and climatological evolutions overlap. For stronger topography, the abrupt
transition in the composite and the slower transition in
the climatology are evident. For weaker planetary wave
forcing, the transition is primarily driven by the seasonal
cycle in radiative forcing, but as dynamical forcing be-
comes stronger, the warming becomes more dynamical,
abrupt, and variable in timing. The latter leads to in-
creasing differences between the climatological and
composite evolution.

Similar features are present in the troposphere. Figure 4
shows the results for 200 hPa and 70°N. Once again, the
differences between the climatology and the composite
are small when the topographic forcing is weak. For
topography stronger than 1000 m, the composite zonal
wind deceleration appears before the final warming,
while the climatological transition is much smaller.

Figures 3 and 4 characterize the high-latitude zonal
wind transitions across the final warmings. Prior to the
final warming, zonal winds decelerate not only in the
stratosphere, but also in the troposphere. Such decelera-
tions, however, are much slower in the stratospheric
climatology and are not evident at all in the tropospheric
climatology, from which they are filtered by averaging.
The tropospheric zonal wind transitions in the composite
are tied to the date of the stratospheric final warming.
Since the final warming occurs in the stratosphere, we know that these tropospheric signals are initiated by stratospheric changes.

The zonal wind evolution with different vortex strengths for the standard (2000 m) topography is shown in Fig. 5. Although the onset times are different, the zonal wind transitions are similar in the stratosphere and the troposphere. Given that these three experiments have the same topographic forcing and similar equilibrium temperatures near the final warming onset, the zonal wind transitions in the stratosphere and troposphere should be similar.

c. Robustness with respect to topographic wavenumber and resolution

Ensembles of final warmings with wavenumber-2 topographic forcing and with higher resolution, rhomboidal 60 (R60) truncation, are used to test the robustness of our results. The mean onset date of final warmings for the wavenumber-2 topographic forcing is approximately 10 days earlier than for wavenumber-1 forcing (Fig. 2a, right). Since the midwinter polar vortex is similar in the perpetual runs using wave-2 and wave-1 topography, the earlier onset time of the wavenumber-2 final warmings implies that wavenumber 2 is more effective than wavenumber 1 in driving the zonal wind transition. Gerber and Polvani (2009) found that wavenumber 2 was more effective than wavenumber 1 in triggering sudden warmings in a similar idealized GCM. Our results are consistent with theirs.

We also run final warming ensembles with higher resolution. With higher resolution, more waves are resolved and the wave–mean flow interaction is stronger. This results in larger variability in the perpetual run (not shown) and an earlier date for the final warming onset. From Fig. 2a, the mean onset date for R60 with 2000-m topography is comparable to the results for 3000-m topography at R30 resolution.

The 50- and 200-hPa zonal wind evolutions across the final warmings are shown in Fig. 6. Although there are differences for different wavenumber forcings and different resolutions, the zonal wind decelerations in the composite are similar, confirming that the zonal wind transition in the stratospheric final warming and its impact on the troposphere are robust.

4. Dynamics of the final warming

In the previous section, we showed that the final warming can influence the tropospheric circulation when the topographic forcing is sufficiently strong. This influence is robust, as it appears with different wavenumbers for the topographic forcing and at different resolutions. The evolution of the zonal wind in final warmings with strong topographic forcing is more similar to the NH observations (BMR06) with regard to onset date and tropospheric response. In this section, we choose the 2000-m amplitude final warming as a strong topographic forcing event to study the dynamics of the final warmings, focusing on the mechanisms of the downward influence.
a. Final warming evolution

Since most of the zonal wind and wave anomalies are in high latitudes, we can summarize the evolution of the final warming by plotting the high-latitude behavior. The climatological and composite zonal winds, averaged over 65°–75°N, are shown in Fig. 7. The climatology is characterized by a slow transition from a winter state with westerlies to a quasi-steady summer state with easterlies in the stratosphere and a weak jet in the upper troposphere. There is very little change in the lower troposphere. In contrast, because our compositing procedure shifts the timing of each final warming to day 0, the composite zonal wind transition is much more abrupt in both the stratosphere and the troposphere. After the onset of the final warming, the composite zonal wind recovers slightly in the stratosphere because of the absence of planetary waves. The composite better reflects the typical evolution of the zonal wind because it avoids averaging over events that occur at different times.

The zonal wind anomalies in Fig. 8 show statistically significant positive anomalies prior to the final warming and negative anomalies afterward, implying a larger zonal wind deceleration in the composite than in the climatology. The negative anomalies extend coherently downward to the surface. The zonal wind changes are closely connected to the wave activity, as shown from the long wave Eliassen–Palm (E–P) flux vector and divergence. The transition of the zonal wind anomalies from positive to negative is accompanied by upward anomalous upward E–P flux vectors, and a large anomaly in the E–P flux convergence occurs prior to the final warming event. The zonal wind and wave evolutions in our simulation are similar to NH observations (BMR06).

b. The roles of planetary waves in the final warmings

Tropospheric synoptic eddies are important in amplifying the signals transmitted from the stratosphere (e.g., Kushner and Polvani 2004; SR04). Without topography, SR04 (see Fig. 10 of their paper) found that short waves are primarily responsible for the tropospheric response to stratospheric wave driving, although the influence of planetary waves is not negligible. Most of the planetary wave driving, in their model, is associated with wavenumber 3. In this study, wavenumber-1 topographic forcing is added to the model and the situation is different.

We estimate the roles of planetary waves by separating the longwave (numbers 1–3) from shortwave E–P flux. Figure 9 shows the comparison of the anomalous E–P flux vector and divergence averaged over days −5 to 0 for the long and short waves. During this stage, zonal wind decelerations occur in the stratosphere and troposphere. The upward E–P flux and E–P convergence in the extratropical stratosphere are responsible for the stratospheric deceleration. In the troposphere, there is a vertically oriented dipole in wave driving centered around 70°N with convergence above 700 hPa and divergence below. The E–P pattern for the long waves is similar to the wavenumber-3 structure shown in Fig. 11 of SR04.
short waves, however, are largely confined to the mid-latitudes and the magnitude of their wave driving is small compared with that of the long waves, even in the troposphere. This implies that the long waves are the primary source of the zonal wind decelerations, not only in the stratosphere but also in the troposphere. It suggests that the downward influence of the final warming is a process that involves interactions between long waves
and the zonal mean flow in the high latitudes where the tropospheric synoptic-eddy feedback is not important.

c. Momentum budget analysis

An analysis of the momentum budget can help to determine the roles of different terms in driving the zonal wind deceleration prior to the final warming, and so to understand better the mechanisms for the downward influence of final warmings. We use the \( \sigma \) coordinate TEM momentum equation (SR04), without considering the \( \left( \frac{P}{\sigma^9} \right)_u \) term but including the near-surface drag, \( P_s \frac{\partial \bar{u}}{\partial t} \), (2)

\[
\begin{align*}
\frac{P_s}{\sigma^9} \frac{\partial \bar{u}}{\partial t} &= -\alpha \bar{v}^* - \beta \bar{w}^* - \frac{1}{\cos \phi} \left[ \frac{1}{\alpha \cos \phi} \frac{\partial (F^{(\phi)})}{\partial \phi} + \frac{1}{\partial \sigma} \frac{\partial (F^{(a)})}{\partial \sigma} + \frac{1}{a \sigma} \frac{\partial \Psi}{\partial \lambda} \right] - k \Psi ,
\end{align*}
\]

where \( P_s \) is zonal mean surface pressure; residual velocity is \((\bar{v}^*, \bar{w}^*)\); \( \alpha = \frac{1}{\alpha \cos \phi} \left[ \frac{\partial (\bar{u} \cos \phi)}{\partial \phi} \right] - 2\Omega \sin \phi; \beta = \frac{P_s}{\sigma^9} ; \Psi = \Phi - RT \), where \( \Phi \) is geopotential height; and \( F^{(\phi)} \) and \( F^{(a)} \) are the horizontal and vertical E–P flux. In \( \sigma \) coordinates, there is an extra term on the right-hand side of the equation that cannot be explained as the divergence of a flux. Detailed information can be found in the appendix of Sun (2010). For the residual circulation term, the \( \bar{w}^* \) term is found to be much smaller than the \( \bar{v}^* \) term. From this equation, the stratosphere can affect the tropospheric circulation in two possible ways:

1) By changing the tropospheric residual circulation: this is the tropospheric geostrophic and hydrostatic adjustment to the stratospheric wave driving, such as the downward control theory (Haynes et al. 1991). When the stratosphere experiences the seasonal transition, it causes changes in the tropospheric residual circulation, which then affect the tropospheric zonal winds.

2) By changing the tropospheric waves: the stratosphere can affect the tropospheric planetary wave propagation by wave reflection (Perlwitz and Harnik 2003, 2004), wave refraction (Simpson et al. 2009), wave trapping (Chen and Robinson 1992; BM07a), or resonance (Scott and Haynes 2002).

We carry out the TEM momentum budget analysis for the perpetual winter and seasonal transition. In the
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long-term mean perpetual winter state, there is a rough balance among the residual circulation, waves, and friction, and the zonal-wind tendency term is negligible. The zonal-wind tendency cannot be neglected in the final warming, however. There are two ways to calculate it: either directly from the daily zonal wind output or indirectly from other terms in the momentum equation. Here we use both methods to compute the climatological and composite zonal wind tendency for the 80-member final warming ensemble.

Figure 10 shows the anomalous zonal wind tendency averaged over days $-5$ to 0 calculated separately from the daily zonal wind output and from the momentum equation. The high-latitude deceleration is very clear in both, except in the upper stratosphere. Overall, there is a good agreement in the lower stratosphere and troposphere. There are more small-scale structures in the zonal wind tendency obtained from the momentum budget than from daily output. This is reasonable since the tendency from the daily output is a small residual from the sum of several large terms.

We then focus on the momentum budget and investigate which terms are responsible for the deceleration. Figure 11 shows the composite anomalies, averaged over days $-5$ to 0, of the residual circulation, $E$–$P$ flux divergence, friction, and zonal wind tendency. The latter is obtained by combining the previous three terms. The friction is found to be negligible, except near the surface, where it acts against the zonal wind tendency, and is still much smaller than the $E$–$P$ divergence and residual circulation terms. In the high latitudes of the stratosphere, most of the deceleration is caused by the $E$–$P$ flux convergence, partly cancelled by the residual circulation. In the troposphere, the $E$–$P$ flux convergence has nearly the same magnitude as the residual circulation so that the zonal wind deceleration is much smaller than in the stratosphere, and it only appears in the latitudes near 70$^\circ$N.

The momentum budget for the final warming provides an estimate of the roles of the residual circulation, wave driving, and friction. In the stratosphere, the deceleration is mainly due to the $E$–$P$ flux convergence, partly cancelled by the residual circulation. In the troposphere, wave driving is still important, and it has about the same magnitude as the residual circulation. Since there are both wave driving and circulation anomalies in the troposphere, it is not clear which mechanism dominates the downward influence. In fact, some portion of the residual circulation results from the local wave driving. Thus, from analyzing the momentum budget we cannot say if changes in wave driving or in the residual circulation, or in both, are induced by the stratospheric transition.

d. Zonally symmetric model results

Our zonally symmetric model allows us to compute separately the response to wave driving in different regions (stratosphere or troposphere) or due to different wavenumbers (long waves and short waves). Thus it can help to clarify the roles of different waves in contributing to the downward influence in our simulations (Fig. 8a).

The final warming run in the zonally symmetric model is carried out only for the composite and climatology rather than for each member of the ensembles. The initial
conditions and eddy forcings are taken from the ensemble-mean composite and climatological final warming. Each run starts at day −40 with respect to the final warming onset and ends at day +40. The wave driving terms $F_u$, $F_T$, and $F_{\text{inP}}$ are updated daily. We first test the zonally symmetric model results by adding the total wave forcing diagnosed from the full model ensembles. The zonal wind anomaly evolution (not shown) is very similar to the results from the full models, indicating that full downward influence can be obtained in the zonally symmetric model when all of the wave driving is included.

We then separate the wave forcing into longwave ($m = 1 - 3$) and shortwave ($m > 3$) components. For each component, composite and climatology final warming runs are carried out. The anomaly evolutions across the final warming for the long and short wave forcings are shown in Figs. 12a,b. The evolution due to longwave forcing (Fig. 12a) closely resembles the ensemble mean from the full model. The evolution driven by shortwave forcing (Fig. 12b), however, is characterized by the weakening of the positive anomaly that was in the initial conditions. This result is very similar to that obtained without any wave forcing. This confirms the result, from section 4b, that the downward influence of the final warming in our model is associated with the long waves, and that synoptic-eddy feedback is not important. While the anomalous longwave forcing explains almost all of the anomalous evolution of the zonal wind (cf. Figs. 8a and 12a), the shortwave forcing is still important in maintaining the climatological flow in the troposphere.
The similarity between the anomaly fields means only that short waves are not important in driving differences between the composite and climatology.

Next, wave driving is separated into stratospheric and tropospheric components, using a boundary at 100 hPa. The results for the anomalous zonal wind are shown in Figs. 12c,d. In the stratosphere, the evolution with stratospheric forcing is similar to the full-model ensemble mean shown in Fig. 8. Anomalous zonal winds appear in the upper troposphere, but not in the lower troposphere. In
contrast, the evolution of the anomalous zonal wind with tropospheric forcing shows negative anomalies in the lower troposphere near the onset of the final warming. When wave driving at levels between 100 and 250 hPa is included in the stratospheric component, the downward influence due to stratospheric forcing extends into the lower troposphere. Wave driving down to levels below 500 hPa, however, must be included to obtain the full tropospheric response. Thus, the wave driving most responsible for the tropospheric response to the final warming is in the lower stratosphere and upper troposphere (50–500 hPa).

e. Wave-1 evolution across the final warming

The evolution of the anomalous zonal wind in the zonally symmetric model forced only by wave driving due to planetary wave 1 is similar to that in the full model (not shown), indicating that wave 1 is most important for the downward influence in our model. The composite wave-1 amplitude from the full model is shown in Fig. 13. A burst of wave-1 amplitude appears in the upper troposphere/ lower stratosphere, between 70 and 500 hPa, while in the stratosphere the wave weakens, suggesting that the amplification of wavenumber 1 prior to the final warming is very important for the deceleration of the tropospheric zonal wind.

5. Summary and discussion

We obtained 80-member ensembles of the springtime transition by imposing a seasonal transition in the stratospheric radiative equilibrium temperature. Our results show that the timing of the final warming depends on the radiative forcing and on the strength of the wave activity. A small radiative zonal wind forcing and strong planetary wave activity generally result in an early final warming, and vice versa. The zonal wind evolution computed from model composites shows that when the stratosphere undergoes the transition from wintertime to summertime, high-latitude tropospheric zonal winds decelerate as well. With stronger topographic forcing, the stratospheric transition becomes more abrupt, and the tropospheric changes become larger. Transitions with weak topographic forcings resemble the observations of final warmings in the SH (BM07b), while those with strong topographic forcing resemble the observations of final warmings in the NH (BMR06). In our model, since the radiatively driven seasonal transition occurs only in the stratosphere, these tropospheric signals must be initiated by the radiatively driven changes in the stratospheric circulation, suggesting that much of the observed tropospheric signal during final warmings is likewise initiated from the stratosphere.

We explore the mechanisms through which the stratospheric final warming exerts its downward influence on the tropospheric circulation. The comparison between anomalous longwave and shortwave E–P flux divergence in section 4b shows that planetary waves play an important role in causing the stratospheric and tropospheric deceleration prior to the final warming. The zonally symmetric model run with longwave forcing also confirms that the downward influence of the final warming involves interactions between long waves and the zonal-mean flow in high latitudes within the troposphere.

Without topography, previous studies indicated that tropospheric synoptic-eddy feedback is primarily responsible for the tropospheric responses to stratospheric wave driving (Kushner and Polvani 2004; SR04). Planetary waves are also important for communicating the stratospheric influence down into the troposphere, but their response, mostly due to wavenumber 3 in SR04’s model, is much weaker than the synoptic eddies (SR04). This differs markedly from our results for final warmings in the presence of strong topography, in which the planetary waves are important and no synoptic-eddy feedback is evident. Possibly this relates to the decorrelation time of the annular model with and without topography. Gerber and Vallis (2007) showed that the intrinsic time scale of the annular mode is shorter in the presence of topography or some other stationary wave forcing. This
implies a weak transient-eddy feedback when the jet is not zonally symmetric. Gerber and Polvani (2009) also found that topography weakens the tropospheric response to stratospheric anomalies substantially. Chan and Plumb (2009) showed that the impact of the troposphere on stratospheric perturbations is quite sensitive to the state of the troposphere. More importantly, the responses of SR04 and Kushner and Polvani (2004) are in steady-state simulations, while the final warming is a transient event. As such, the final warming may not allow enough time for the synoptic eddies to respond, so that the mechanism of the tropospheric eddy feedback is much weaker.

In the stratosphere, the zonal wind deceleration prior to the final warming is mostly driven by the anomalous wave activity, with some cancellation from the effect of the residual circulation. In the troposphere, the planetary-wave driving is nearly the same magnitude as the acceleration due to the residual circulation. Their difference determines the tropospheric zonal wind deceleration. Zonally symmetric model runs reveal that, by inducing the residual circulation, most of the tropospheric anomalies come from the contribution of wave driving in the lower stratosphere and upper troposphere. Once again, this points to the important role of tropospheric planetary waves in inducing the residual circulation and causing the zonal wind deceleration in the troposphere.

Our investigation indicates two mechanisms for the downward influence for the stratospheric final warming on the tropospheric circulation. The stratospheric anomalous wave driving induces a residual circulation, and this has an impact on the tropospheric circulation, similar to results in Haynes et al. (1991) and Thompson et al. (2006). On the other hand, the stratosphere can affect the propagation of planetary wave from the troposphere, and this results in a burst of planetary wave-1 activity in the troposphere prior to the final warming. This wave burst can induce the residual circulation and finally cause the tropospheric zonal wind deceleration.

The mechanism for the amplification of wave 1 in the troposphere during the final warming is not clear. Recent studies on the propagation of planetary waves—for example, wave reflection (Perlweitz and Harnik 2003, 2004), refraction (Simpson et al. 2009), trapping (BM07a), and resonance (Scott and Haynes 2002)—provide possible explanations.

Overall, the pattern of downward influence of the final warming we obtained with 2000-m topography resembles that in NH observations (BMR06). Diagnostic analyses of the downward influence reveals that the planetary wave driving in the lower stratosphere and upper troposphere are important in inducing the residual circulation and causing zonal wind deceleration in the troposphere. This suggests that the planetary waves are crucial for the observed downward influence of the final warming.
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**APPENDIX A**

**Atmospheric Dynamical Model**

In the dynamical model, radiative processes are parameterized by Newtonian cooling. The temperature is relaxed to a zonally symmetric equilibrium temperature field,

$$\frac{\partial T}{\partial t} = \cdots - \alpha(z)[T - T_{eq}(\phi, z)], \quad (A1)$$

where $\alpha(z) = 1/\tau(z)$ is the relaxation rate and $\tau(z)$ is the relaxation time. The relaxation rate is that used by Holton and Mass (1976). It is a function of height, given by $\alpha(z) = \{1.5 + \tanh[(z - 35 \text{ km})/7 \text{ km}]\} \times 10^{-6} \text{ s}^{-1}$, where $z$ is the mean altitude of the model sigma level. The relaxation time $\tau(z)$ varies from about 23 days in the troposphere to about 4 days in the stratosphere.

The equilibrium temperature is a function of latitudes and pressure. In the troposphere, the equilibrium temperature is similar to Held and Suarez (1994), in which

$$T_{eq} = \max\left\{ T_{pt}, \left[ 315 \text{ K} - (\Delta T)_y \sin^2 \phi \right. \right.$$  
$$\left. - (\Delta \theta)_z \log \left( \frac{P}{P_0} \right) \cos^2 \phi \right] \left( \frac{P}{P_0} \right)^{\kappa} \right\}, \quad (A2)$$

where $T_{pt} = 216.43 \text{ K}$ is the reference temperature at 100 hPa, $(\Delta T)_y = 60 \text{ K}$, $(\Delta \theta)_z = 10 \text{ K}$, and $\kappa = 2/7$. In the stratosphere, the equilibrium temperature is calculated from the radiative zonal winds, similar to Scott and Haynes (1998), using thermal wind relation. The midwinter (NH) and midsummer (SH) radiative zonal winds are

$$U_R(\phi, z) = \cos \phi \cos \left( \frac{\pi}{2} \frac{z - z_B}{z_U - z_B} \right) u_0 \tanh \left[ b_0(\phi - \phi_0) \right]$$
$$+ J_1 + J_2 + J_3 \quad \text{(A3)}$$

$$T_{eq} = \max\left\{ T_{pt}, \left[ 315 \text{ K} - (\Delta T)_y \sin^2 \phi \right. \right.$$  
$$\left. - (\Delta \theta)_z \log \left( \frac{P}{P_0} \right) \cos^2 \phi \right] \left( \frac{P}{P_0} \right)^{\kappa} \right\}, \quad (A2)$$

where $T_{pt} = 216.43 \text{ K}$ is the reference temperature at 100 hPa, $(\Delta T)_y = 60 \text{ K}$, $(\Delta \theta)_z = 10 \text{ K}$, and $\kappa = 2/7$. In the stratosphere, the equilibrium temperature is calculated from the radiative zonal winds, similar to Scott and Haynes (1998), using thermal wind relation. The midwinter (NH) and midsummer (SH) radiative zonal winds are

$$U_R(\phi, z) = \cos \phi \cos \left( \frac{\pi}{2} \frac{z - z_B}{z_U - z_B} \right) u_0 \tanh \left[ b_0(\phi - \phi_0) \right]$$
$$+ J_1 + J_2 + J_3 \quad \text{(A3)}$$
for constant $u_0$, $b_0$, and $\phi_0$, with $z_B = 11.4$ km and $z_U = 105$ km, and the $J_i(\phi, z)$ are defined as

$$J_i = u_i \text{sech}[b_i(\phi - \phi_i)] \text{sech}[a_i(z - z_i)], \quad i = 1, 2, 3 \quad (A4)$$

for constant $u_i$, $b_i$, $\phi_i$, $a_i$, and $z_i$. The values of the constants for the velocity profile used in our calculation are

$$u_0 = 20 \text{ m s}^{-1}, \quad b_0 = 0.1, \quad \phi_0 = 20^\circ, \quad (A5)$$
$$u_1 = 280 \text{ m s}^{-1}, \quad b_1 = 0.04, \quad \phi_1 = 60^\circ, \quad a_1 = 0.05, \quad z_1 = 65 \text{ km}, \quad (A6)$$
$$u_2 = -20 \text{ m s}^{-1}, \quad b_2 = 0.1, \quad \phi_2 = 15^\circ, \quad a_2 = 0.3, \quad z_2 = 30 \text{ km}, \quad (A7)$$

and

$$u_3 = -220 \text{ m s}^{-1}, \quad b_3 = 0.03, \quad \phi_3 = -55^\circ, \quad a_3 = 0.04, \quad z_3 = 70 \text{ km}. \quad (A8)$$

Thus, the stratospheric radiative heating can be regarded as a superposition of three jets, which we take to be a westerly midlatitude winter jet $u_1$, an easterly midlatitude summer jet $u_3$, and an easterly equatorial jet $u_2$. The stratospheric and tropospheric $T_{eq}$ are separated at 100 hPa. Figure 1a shows the equilibrium temperature. The NH and SH are in the midwinter and midsummer, respectively. Figure 1b shows the climatological zonal wind in the perpetual run with fixed $T_{eq}$ as in Fig. 1a and 2000-m wave-1 topographic forcing in the NH.

The topography is idealized and similar to that used by Taguchi et al. (2001), which is

$$h(\lambda, \phi) = \begin{cases} 4h_0\mu^2(1 - \mu^2) \sin(m\lambda), & \mu \geq 0 \\ 0, & \mu < 0 \end{cases} \quad (A9)$$

where $\mu = \sin(\phi)$ and $m$ is the zonal wavenumber. Since NH final warming resembles the “vortex displacement” (Charlton and Polvani 2006) of the sudden warming, in which zonal wavenumber 1 is more important (Fig. 5 in BM07a), here, unless specified otherwise, we set $m$ to 1, although we also provide a brief discussion of wavenumber-2 final warmings. The amplitude of the topographic forcing is represented by $h_0$. We test six different amplitudes from 500 to 3000 m every 500 m. For each $h_0$ value, 80 realizations of seasonal transitions have been carried out, and these are used to analyze the final warming events.

In the dynamical model, we follow SR04 to consider the near-surface drag $k(\sigma)\mathbf{v}$ for $\sigma > 0.8$, where $\mathbf{v}$ is the horizontal wind vector with components $u$ and $v$. The damping coefficient is given by

$$k(\sigma) = \begin{cases} 0, & \sigma \leq 0.8 \\ 1 - \frac{0.8}{\sigma}, & \sigma > 0.8 \end{cases} \quad (A10)$$

where $\tau = 0.5$ day is the damping time scale. Vertical diffusions used in the momentum and thermodynamic equations are also the same as SR04.

**APPENDIX B**

**Zonally Symmetric Model**

The zonally symmetric model is derived from the full model and only zonal mean components of the vorticity, divergence, temperature, and the natural logarithm of the surface pressure are integrated every time step. In the zonally symmetric model, the eddy forcing in the $y$ momentum equation can be neglected and we only consider the eddy forcing for the zonal wind, temperature, and logarithm surface pressure equations, represented by $F_u$, $F_T$, and $F_{lnP}$, respectively.

The zonally symmetric model equations are

$$\frac{\partial \bar{u}}{\partial t} + \bar{v} \frac{1}{a \cos \phi} \frac{\partial (\bar{u} \cos \phi)}{\partial x} - f \bar{u} = \bar{F}_u, \quad (B1)$$
$$\frac{\partial \bar{T}}{\partial t} + \bar{v} \frac{\partial \bar{T}}{\partial x} + \frac{\partial \bar{T}}{\partial x} = \kappa \frac{\partial v}{\partial x} = \bar{F}_T, \quad (B2)$$
$$\frac{\partial \ln \bar{P}_s}{\partial t} + \bar{v} \frac{\partial \ln \bar{P}_s}{\partial x} + \bar{D} = \bar{F}_{lnP}, \quad (B3)$$

and

$$\frac{\partial \bar{\sigma}}{\partial x} + \bar{v} - \bar{\sigma} \frac{\partial \ln \bar{P}_s}{\partial x} + \bar{D} - \bar{\bar{D}} = 0, \quad (B4)$$

where the overbar and tildes represent zonal and vertical averages, respectively. The prime means the deviation from the zonal mean; $a$ is the radius of the earth; $f$ is the Coriolis parameter; $R$ is the gas constant for dry air; $\kappa$ is the ratio of gas constant to specific heating at constant pressure; $u$, $v$, $D$, $T$, and $P_s$ are the zonal wind, meridional wind, divergence, temperature, and surface pressure, respectively; $\bar{\sigma}$ and $\bar{\sigma}$ are the vertical velocity in the sigma and pressure coordinates, respectively; $p$ is the pressure associated with the
sigma level ($\rho = P_\sigma$); and $\phi$ is the latitude. The eddy forcings are

$$F_u = \frac{1}{P_s} \left\{ -\frac{1}{a \cos^2 \phi} \frac{\partial (P_s \nu u'^{\prime} \cos \phi)}{\partial \phi} - \frac{\partial (P_s \sigma \nu u'^{\prime})}{\partial \sigma} \right\},$$

where $\lambda$ is the longitude, $\Phi$ is the geopotential height, and $\mathbf{v}$ is the horizontal wind vector with components $u$ and $v$. The first three terms in Eq. (B5) are meridional momentum flux, vertical momentum flux, and form drag. The first two terms in Eq. (B6) are meridional heat flux and vertical heat flux; $F_{\ln P_s}$, $C_u$, $C_{T1}$, and $C_{T2}$ are the corrections to the zonally symmetric model by considering the extra covariances in the full model:

$$F_{\ln P_s} = -\nabla \cdot \mathbf{V}(\ln P_s)^T,$$  \hspace{1cm} (B7)

where $\ln P_s$ is the log pressure surface.

In practice, before the zonally symmetric run $F_u$, $F_T$, and $F_{\ln P_s}$ are first diagnosed from the full model based on Eqs. (B5)–(B7), respectively. When running the zonally symmetric model, we transfer $F_u$, $F_T$, and $F_{\ln P_s}$ into spectral fields, then add the spectral eddy forcings to the vorticity, divergence, temperature, and logarithm surface pressure tendency terms every time step. The resulting evolution of zonal winds will be very similar to the full model.
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